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ABSTRACT
Federated learning (FL) is an emerging distributed machine learning
(ML) paradigm with enhanced privacy, aiming to achieve a “good"
ML model for as many as participants while consuming as little as
wall clock time. By executing across thousands or even millions
of clients, FL demonstrates heterogeneous statistical characteris-
tics and system divergence widely across participants, making its
training suffer when adopting the traditional ML paradigm. The
root cause of the training efficiency degradation is the random
client selection criteria. Although existing FL paradigms propose
several optimization schemes for client selection, they are still
coarse-grained due to their under-exploitation on the clients’ data
and system heterogeneity, yielding sub-optimal performance for a
variety of FL applications. In this paper, we propose PyramidFL1

to speed up the FL training while achieving a higher final model
performance (i.e., time-to-accuracy). The core of PyramidFL is a
fine-grained client selection, in which PyramidFL does not only
focus on the divergence of those selected participants and non-
selected ones for client selection but also fully exploits the data and
system heterogeneity within selected clients to profile their utility
more efficiently. Specifically, PyramidFL first determines the utility-
based client selection from the global (i.e., server) view and then
optimizes its utility profiling locally (i.e., client) for further client
selection. In this way, we can prioritize the use of those clients with
higher statistical and system utility consistently. In comparison
with the state-of-the-art (i.e., Oort), our evaluation on the open-
source FL benchmark shows that PyramidFL improves the final
model accuracy by 3.68%− 7.33%, with a speedup of 2.71×−13.66×
on the wall clock time consumption.
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1 INTRODUCTION
Data privacy has become a critical concern as mobile devices and
Internet-of-Things (IoT) are continuously collecting a huge amount

1PyramidFL is available at https://github.com/liecn/PyramidFL
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Figure 1: Illustration of the client selection problem in feder-
ated learning systems. To achieve the best performance, both
data heterogeneity (non-i.i.d. data) and system heterogeneity
(diverse compute resources and network bandwidths across
clients) need to be jointly considered for client selection.

of data from individuals on a daily basis. As a remedy to this concern,
federated learning (FL) has emerged as a privacy-preserving ma-
chine learning (ML) paradigm where clients such as mobile devices
and IoT distributed at different geographical locations can collabo-
ratively train an ML model while storing their own data locally on
the devices [22, 49, 54]. Such capability makes FL a core component
that empowers a wide range of privacy-sensitive applications such
as human activity monitoring [41, 48], home automation [52], and
voice assisting [29].

At a high level, the FL process is under the coordination of a
central server. In each round of federated training, the central server
first distributes its current model to a crowd of selected clients; each
participating client then trains the model on its own data using local
stochastic gradient descent (SGD) and only sends the model update
to the central server; the central server aggregates model updates
from those selected clients and updates the model. These steps
iterate over many training rounds until the model is converged.

FL typically involves hundreds, or even millions of clients. How-
ever, given the significant overhead of aggregating model updates
from such a large number of clients, in practice, only a small fraction
of clients participate in each training round [5]. Therefore, selecting
which clients to participate in each training round is critical to both
the performance and efficiency of federated training.

While existing works [4, 13, 16, 19, 24, 30, 32, 34, 35, 38, 39, 42,
48, 53] have made significant progress in many areas in FL, such
as reducing the communication cost and mitigating the adverse
effects of non-i.i.d. data distribution on model convergence, the
majority of the existing works rely on a simple client selection
strategy: in each round of federated training, a subset of participants
are randomly selected from a large pool of available clients. Such
random selection strategy, though simple, is agnostic to the data
and system heterogeneity across the clients, and hence could hamper
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the federated training efficiency by blindly selecting clients with
over-represented data or clients with slow computation speeds and
limited network bandwidths [7, 8] that act as stragglers in each
round of federated training.
Status Quo and their Limitations. To fill this critical gap, sev-
eral client selection schemes have been proposed with different
criteria under the scenario where client-side state information is
available [2, 7, 8, 12, 21, 27, 40, 43, 44]. One criterion is to select
clients with higher statistical utility based on various measurements
such as model update importance [8, 12, 43]. Another criterion is
to exploit system heterogeneity and to select clients based on their
compute resources [2, 40] and communication constraints [21].
These schemes, however, are sub-optimal since data and system
heterogeneity are not jointly considered. The most recent client se-
lection scheme – Oort [27] – proposes to take both data and system
heterogeneity into consideration and jointly optimizes the data and
system efficiency. While Oort shows superior time-to-accuracy per-
formance over the random selection, it is limited by its strategy in
which it exploits the data and system efficiency in a coarse-grained
manner by only taking the data and system heterogeneity between
those selected clients and non-selected clients into consideration.
Overview of the Proposed Approach. Motivated by the limi-
tations of existing works, in this work, we propose PyramidFL, a
fine-grained client selection-based FL framework that enhances
the federated training efficiency. The critical difference between
PyramidFL and prior works and the fundamental idea behind Pyra-
midFL’s design is that PyramidFL takes not only the data and system
heterogeneity between the selected and the non-selected clients but
also the data and system heterogeneity within the selected clients
into consideration. As such, PyramidFL can fully exploit both data
and system efficiency in a fine-grained manner to improve the
time-to-accuracy performance of a federated learning system.

To achieve such fine-grained client selection, PyramidFL exploits
two key insights. First, a client can improve its data efficiency by
training over more local data samples in one round. Second, a client
that provides a less important model update for the previous model
aggregation can drop some parameters for reducing the commu-
nication time without model degradation. Inspired by these two
insights, PyramidFL is designed to adapt the local training process-
ing for each participant and adopt the importance-based model
update dropout to optimize the participant’s data efficiency and
system efficiency, respectively. Specifically, given the feedback from
past training rounds, the server calculates the ranking-based con-
figuration based on the per-client importance without leaking any
data-related information. When a client receives its ranking-based
configuration, it determines how many iterations to undertake to
see more data samples for data efficiency and howmany parameters
should be dropped for system efficiency.

It is important to note that the utility of each client is not fixed
but varies over training rounds: if a client has been selected, since
its data will be used to train the model, its data utility will then
be decreased such that the selection likelihood in the following
training rounds is reduced. As such, clients who were not selected
before will have a higher probability to be selected. Furthermore,
PyramidFL incorporates an exploration-exploitation mechanism
for client selection. Under this mechanism, PyramidFL can select

clients that were not selected before to enhance the fairness of
client selection further.
System Implementation and Evaluation Results. We have
implemented PyramidFL using FedScale [26] and evaluated its per-
formance on a diverse set of deep learning (DL) models and four
real-world FL datasets of four important tasks, including IMU-based
human activity recognition, image classification, next-word predic-
tion, and voice command recognition. Our results show that:
• PyramidFL outperforms both random selection and Oort [27] on
both time-to-accuracy and final test accuracy. Specifically, Pyra-
midFL outperforms Oort by 2.71 × −13.66× in time-to-accuracy
while achieving 3.68% − 7.33% higher final test accuracy.
• We have conducted ablation studies to validate the effectiveness
of each key component incorporated in PyramidFL, demonstrat-
ing their necessity and importance to the design of PyramidFL.
• Lastly, we have conducted a series of experiments to examine
the performance of PyramidFL on important system parameters.
Our results show that PyramidFL is resilient to the noisy client
information while achieving superior performance compared to
state-of-the-art across diverse system parameters.

2 BACKGROUND AND MOTIVATION
2.1 Importance of Client Selection and its

State-of-the-Art Solution
State-of-the-art client selection framework (Oort [27]) proposes a
guided client selection scheme with a utility-based client selection
strategy that takes data and system heterogeneity into account to
select participants. Specifically, Oort associates each client 𝐶𝑖 with
a utility function designed as follows:

𝑈𝑡𝑖𝑙 (𝐶𝑖 ) = 𝑈𝑡𝑖𝑙𝑠𝑡𝑎𝑡 . (𝐶𝑖 ) ×𝑈𝑡𝑖𝑙𝑠𝑦𝑠. (𝐶𝑖 ) (1)
where𝑈𝑡𝑖𝑙𝑠𝑡𝑎𝑡 . denotes client𝐶𝑖 ’s statistical utility which measures
the importance of its model update, and𝑈𝑡𝑖𝑙𝑠𝑦𝑠. denotes its system
utility which measures its speed of performing the local training
and network bandwidth for communication. By selecting clients
with the highest utilities, Oort can jointly maximize the data and
system efficiency across clients and improve FL’s time-to-accuracy
performance.

To demonstrate the importance of client selection in FL, we use
FedScale [26], the open-source FL benchmark to examine Oort’s
performance on the real-life OpenImage [25] dataset for the image
classification compared to the random client selection strategy. We
also include a hypothetical centralized baseline to represent the
upper bound of the accuracy the trained model can achieve, in
which data samples are uniformly distributed across 50 clients and
trained on all the clients in each round [27]. We further consider
two state-of-the-art FL optimizers (Prox [34] and YoGi [42]) and
two commonly used models for mobile devices (MobileNet [45] and
ShuffleNet [55]).

As shown in Figure 2, with the utility-based client selection
strategy, Oort outperforms the random selection in terms of time-
to-accuracy under both models with two optimizers by a large
margin. Moreover, Oort can achieve a narrower gap against the
centralized baseline than random selection. These results altogether
demonstrate the effectiveness of selecting participants with high
statistical and system utilities.
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(a) OpenImage [25]+MobileNet [45].
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(b) OpenImage [25]+ShuffleNet [55].

Figure 2: Importance of client selection to the time-to-
accuracy performance of federated learning.

2.2 Limitations of State-of-the-Art
While Oort shows superior time-to-accuracy performance than
random selection, it is not able to fully exploit both the data and
system efficiency. The root cause is thatOort’s statistical and system
utility could only exploit the data and system efficiency in a coarse-
grained manner: it only considers the data and system heterogeneity
between those selected and non-selected clients. As we illustrate in
the following, such a coarse-grained client selection strategy leaves
a large room for improvement.

To illustrate this, we follow the settings in Oort to experiment
with 120 selected participants in each round for the image classifi-
cation task on OpenImage [25]. Figure 3(a) plots the ranked wall
clock time consumed in one round for all 120 participants. Based
on its client selection strategy,Oort first selected the top 100 clients
and dropped the last 20 clients given their low system utility scores
as marked by the black horizontal line.

As shown, the wall clock time consumed in one round varies
significantly across those top 100 selected clients, where client#100
consumes 58.46× time than client#1. Since clients#1-#99 have to
wait for client#100 to respond to the central server that completes
the current round of federated training, a significant amount of
time of clients#1-#99 (indicated by the grey area below the black
horizontal line) that could have been utilized to improve both data
and system efficiency is wasted.

In the following, we take a deeper look and shed light on how
data and system efficiency are under-exploited in Oort. These find-
ings serve as the critical insights for the design of PyramidFL.
Limitation#1: Under-exploited Statistical Efficiency.

Client 𝐶𝑖 ’s statistical utility in Oort is defined as:

𝑈𝑡𝑖𝑙𝑠𝑡𝑎𝑡 . (𝐶𝑖 ) = |𝐵𝑖 |
√︄

1
|𝐵𝑖 |

∑︁
𝑘∈𝐵𝑖

𝐿𝑜𝑠𝑠 (𝑘)2 (2)

where 𝐵𝑖 denotes the set of local data samples to be trained in each
round, and 𝐿𝑜𝑠𝑠 (𝑘) indicates the training loss of data sample 𝑘 . As
shown, the statistical utility is dependent on the number of local
data samples to be trained in each round: the larger the |𝐵𝑖 | is, the
higher the statistical utility is.

In Oort, however, |𝐵𝑖 | is designed to be fixed across all the clients.
To understand how data efficiency is under-exploited in Oort, Fig-
ure 3(b) plots the number of data samples seen at each selected
client for the current round (denoted as per-round data utility) as
well as the total number of data samples each selected client has

(a) Ranked clock time consumed by participants in one round.

(b) Under-exploited statistical efficiency.

(c) Under-exploited system efficiency.

Figure 3: Illustration of the limitations of the state-of-the-art
client selection scheme.

(indicated as per-client data size). As shown, Oort’s local training
strategy restricts the per-round statistical utility for every client by
providing a series of fixed parameters (i.e., batch size×local itera-
tion). It should have seen more data samples for most non-straggler
clients with more data than the fixed per-round statistical utility.
Limitation#2: Under-exploited System Efficiency. The system
efficiency of the client 𝐶𝑖 in Oort is defined as:

𝑈𝑡𝑖𝑙𝑠𝑦𝑠. (𝐶𝑖 ) = (
𝑇

𝑡𝑖
)1(𝑇<𝑡𝑖 )×𝛼 (3)

where 𝑇 is the developer-preferred duration for each round, 𝑡𝑖 is
the wall clock time consumed by client 𝐶𝑖 for this training round,
𝛼 is a developer-defined penalty factor, and 1(𝑥) is an indicator
function that takes value one if 𝑥 is true and 0 otherwise. As shown,
the system utility is inversely dependent on 𝑡𝑖 , which consists of
time consumed by local computation and the communication for
uploading the model update to the central server.

In Oort, each client is designed to upload the complete model
update to the central server in each round. However, such a de-
sign overlooks the fact that not all the model updates contribute
to the model training equally. Since various clients have diverse
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Figure 4: Overview of PyramidFL.

data sizes [27] and samples with various importance [53]. Upload-
ing unimportant updates significantly degrades the system effi-
ciency [30, 32, 53].

To understand how system efficiency is under-exploited in Oort,
Figure 3(c) shows the inconsistency between the upload communi-
cation time and the measured model update importance (i.e., the
L2-norm of the model update [3, 56]) to be communicated for ag-
gregation. As shown, a significant amount of model updates are not
essential to model training, and uploading those updates in each
training round consumes time and reduces the system efficiency.

3 OVERVIEW OF PYRAMIDFL
Figure 4 illustrates the overall design of PyramidFL. At the server
side, at the beginning of each training round, PyramidFL starts
to select the top-ranked clients based on their utility values (§4.1)
and randomly introduces new clients to participate in the feder-
ated training. PyramidFL also requires the server to compute the
ranking-based configuration for participants based on client-side
states from previous training rounds. The reason has two folds.
First, the parameter server can collect those ranking information
to consider the intra-participant divergence from the global view
while avoiding data leakage (§4.2). Second, the ranking-based con-
figuration can be used by each participant for their local training
decisions. Thus each participant can update its data and system util-
ity to adjust its likelihood to be selected for the next training round
(§4.3). Specifically, each participant first retrieves their ranking-
based configuration for the time consumption and then adapts
its local training iterations. As such, it can fully leverage the idle
time observed in Figure 3(a) to make most participants see more
local data samples (Figure 3(b)). Moreover, each participant further
leverages the ranking-based configuration for their model update
importance to determine which parameters of its model updates
should be uploaded (Figure 3(c)). This way saves valuable network
bandwidth by avoiding unimportant model update uploading to
fully exploit the system efficiency across selected clients. Note that
we further deploy two pacers on both sides to balance the statistical
and system utility and overcome the staleness of utility estimation
from previous rounds (§4.4). Specifically, the pacer at the server-
side can adapt the developer-defined preferred duration 𝑇 of the
system utility to bargain with the statistical efficiency. The pacer
at the client-side can be set with several parameters to tolerate the
divergence of the stale time consumption and the real one in the
current round for each client.

Figure 5: Illustration of PyramidFL’s improvements over
Oort [27] on the wall clock time consumption.
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(a) OpenImage [25]+MobileNet [45].
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(b) OpenImage [25]+ShuffleNet [55].

Figure 6: Preliminary validation for the optimized time-to-
accuracy performance of PyramidFL, which achieves a test
accuracy close to the centralized baseline.

As shown in Figure 5, with the techniques described above, each
of the selected participants in PyramidFL can enhance its data
utility by leveraging the idle time (i.e., a grey area) to train the local
model with more data samples and enhance its system utility by
reducing its computation and communication time via dropping
unimportant model parameters. In this way, it can fully utilize the
intra-participant divergence among those selected clients for global
model training.

To verify the effectiveness of PyramidFL’s fine-grained client se-
lection, we evaluate its performance in the same preliminary setting
in Figure 2. As shown in Figure 6, such enhancements in both data
and system utility directly translate into improved time-to-accuracy
performance and test accuracy closer to the centralized baseline. In
particular, for the OpenImage+MobileNet setting, PyramidFL con-
sumes 4.58 − 5.36hrs to reach the final accuracy of 67.68% − 68.04%
for Yogi [42] and Prox [34], respectively. In contrast, the centralized
baseline achieves 69.78% − 70.48% for the final accuracy by con-
suming around 17.85 − 23.19hrs for FL training. In the following
section, we describe PyramidFL’s critical components in detail.

4 DESIGN DETAILS
4.1 Utility Function of Client Selection
To achieve fine-grained client selection, the key is to simultaneously
exploit data and system efficiency at both server and client sides.
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Server Side. For each training round, the server aggregates the
model updates from those selected clients to update the global
model. The desired client selection strategy makes the model reach
the target accuracy as soon as possible in federated learning. To
achieve the goal, a general version of the optimal list of selected
clients C𝑜𝑝𝑡 can be formulated as follows.

C𝑜𝑝𝑡 = argmax
C

𝐹𝐴 (𝑈𝑝𝑑𝑎𝑡𝑒 (C)) /𝑚𝑎𝑥 (𝐶𝑙𝑜𝑐𝑘𝑇𝑖𝑚𝑒 (C)) (4)

where 𝐹𝐴 (𝑈𝑝𝑑𝑎𝑡𝑒 (C)) denotes the statistical utility of clients C
under the aggregation function 𝐹𝐴 (e.g., averaging by FedAvg [38]);
and 𝑚𝑎𝑥 (𝐶𝑙𝑜𝑐𝑘𝑇𝑖𝑚𝑒 (C)) denotes the slowest client’s wall clock
time of the current training round. To prioritize those clients with
higher statistical (i.e., more important updates) and system (i.e.,
higher system speed) utility, the server combines both to calculate
the client’s utility for the client selection. Then, a list of clients C
with the highest utilities is generated for the next training round.

Equation (4) has two hints for PyramidFL’s system design. 1).
how important the reported updates in the utility calculation may
significantly affect the required training rounds for the data effi-
ciency. For example, the global FL model can reach the final ac-
curacy with only half rounds with important updates from the
participants in each round. 2). how the clients report the updates
in the utility calculation determines the duration of the current
round for the system efficiency. For example, when each client 𝐶𝑖
only reports 90% model parameters as its updates, we can reduce
𝑚𝑎𝑥 (𝐶𝑙𝑜𝑐𝑘𝑇𝑖𝑚𝑒 (𝐶𝑖 ) by up to 10% (i.e., total computation time +
90% communication time).

By noticing this, the server should rely on more fine-grained
global and local information to optimize the profiling of client utili-
ties to avoid a sub-optimal client selection in the following rounds.
For example, the server calculates importance-based ranking con-
figuration on model updates from previously selected clients. Hope-
fully, the lower-ranking participant should drop more parameters
if selected in the following rounds since its update is less important
for global model aggregation.
Client Side.Upon receiving the latest model from the central server,
those two hints in Equation (4) demonstrate that the local training
strategy for each participant directly determines the importance of
model update and its time consumption together with its network
bandwidth. In response to Equation 4, a selected client can adapt its
local training to optimize its global utility at the server-side, from
two aspects:
• On System Efficiency - P. Parts of model parameters P can be
removed from those unimportant participants’ uploaded updates,
enabling a shorter communication time between the server and the
clients, thus improving its system efficiency.
• On Data Efficiency - I.We can leverage the gap between com-
putation and communication time of clients (i.e., observed in Fig-
ure 3(a)) to do more local training iterations I for non-straggler
participants. In this way, those non-stragglers can see data samples
as many as possible to increase their statistical utility (e.g., observed
in Figure 3(c)) without cost for the current round’s duration.

In general, we formulate the local utility optimization problem
in terms of the system efficiency P and data efficiency I for each of

selected participants as follows:

I𝑜𝑝𝑡 , P𝑜𝑝𝑡 = argmin
I,P
(
|𝐶 |∑︁
𝑖=0

𝑈𝑝𝑑𝑎𝑡𝑒𝐿𝑜𝑠𝑠 (𝐶𝑖 , 𝑃𝑖 )
𝐿𝑜𝑐𝑎𝑙𝑆𝑎𝑚𝑝𝑙𝑒 (𝐼𝑖 )

×𝑚𝑎𝑥𝑖 (𝑇 (𝐶𝑖 , 𝐼𝑖 , 𝑃𝑖 ))

𝑇 (𝐶𝑖 , 𝐼𝑖 , 𝑃𝑖 ) = 𝑇𝑖𝑚𝑒 (𝐶𝑖 ) + Δ𝐶𝑜𝑚𝑝 (𝐶𝑖 , 𝐼𝑖 ) − Δ𝐶𝑜𝑚𝑚(𝐶𝑖 , 𝑃𝑖 ) (5)

where𝑈𝑝𝑑𝑎𝑡𝑒𝐿𝑜𝑠𝑠 (𝐶𝑖 , 𝑃𝑖 ) indicates the client 𝐶𝑖 ’s lossy model up-
date by removing certain update parameters configured by 𝑃𝑖 ,
which is determined by the server to tolerate the lossy update
for the global data efficiency. And the locally seen data sample
𝐿𝑜𝑐𝑎𝑙𝑆𝑎𝑚𝑝𝑙𝑒 (𝐼𝑖 ) varies as the adaptive local training iterations 𝐼𝑖
for client 𝐶𝑖 . Meanwhile, increasing its local training iteration can
consume extra computation time Δ𝐶𝑜𝑚𝑝 (𝐶𝑖 , 𝐼𝑖 ), along with the re-
duced communication time Δ𝐶𝑜𝑚𝑚(𝐶𝑖 , 𝑃𝑖 ) with the lossy updates.
As a result,𝑚𝑎𝑥𝑖 (𝑇 (𝐶𝑖 , 𝐼𝑖 , 𝑃𝑖 )) indicates the duration of the current
round given the selected clients C and corresponding P, I.

4.2 Global Client Selection
Utility Function. We build our utility function over Oort [27] by
considering the local training optimization at client side as follows:

C𝑜𝑝𝑡 = argmax
C
|B+i |

√√ 1
|B+i |

∑︁
𝑘∈B+i

(𝐿𝑜𝑠𝑠 (𝑘)2) × ( 𝑇
t−i
)1(𝑇<t

−
i )×𝛼 (6)

B+i = 𝐵𝑎𝑡𝑐ℎ_𝑠𝑖𝑧𝑒 × 𝐼𝑖 , t−i = 𝑡
𝑐𝑜𝑚𝑝

𝑖
+ (1 − 𝑃𝑖 ) × 𝑡𝑐𝑜𝑚𝑚

𝑖 (7)

where B+i denotes the enlarged seen data samples by PyramidFL’s
adaptive local iteration 𝐼𝑖 while t−i indicates the impact of dropping
partial updates on the wall clock time. And

∑
𝑘∈B+i 𝐿𝑜𝑠𝑠 (𝑘)

2 indi-
cates the client 𝐶𝑖 ’s training loss averaged by its more seen data
samples [38]. Compared with the coarse-grained utility function of
Oort in Equation (1) to 3, PyramidFL customizes the local training
processing for each participant, delivering the fine-grained utility
profiling for future client selection.
Importance Ranking Calculation. Although observations in
Figure 3 and Equation 6 guarantee PyramidFL’s superior perfor-
mance over Oort, resolving the optimal I𝑜𝑝𝑡 , P𝑜𝑝𝑡 in Equation 5 is
non-trivial due to coupled parameters for data and system efficiency.
To break down the optimization in Equation 5, we heuristically de-
rive the optimal I𝑜𝑝𝑡 , P𝑜𝑝𝑡 by a ranking-based assignment (§4.3) to
optimize the utility profiling for each selected client.

The key point is how to utilize the aggregated global information
at the server to determine the ranking criteria to prioritize those
clients with higher true utility. For example, the importance of
model updates for each participant can be computed and stored
from previous training rounds. Thus we can determine P𝑜𝑝𝑡 for the
important partially uploaded updates to be communicated when
the client is selected again. Meanwhile, we leverage importance
sampling [3, 23, 56] and its well-used metric the gradient norm
| |𝐺𝑟𝑎𝑑 (𝐶𝑖 ) | | to determine the ranking of each client 𝐶𝑖 among
these selected ones for the current training round. By transferring
the computation of each data sample’s gradient norm to the whole
model update of clients, we can not only measure the importance
of updates accurately but also avoid the time-consuming pass over
the client data to generate the gradient norm of every sample in the
importance sampling [53]. We further collect the computation and
communication time 𝑡𝑖 of each selected client from the past rounds,
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reflecting its device type and network quality. Given the preferred
time duration𝑇 in Equation (5), we can compute the estimated idle
time𝑇 −𝑡𝑖 for each client𝐶𝑖 and adapt its local training iterations 𝐼𝑖
for more trained data samples. Note that the preferred time duration
𝑇 varies as the FL training evolves (§4.4) and has been updated by
the pacer in Figure 4 to tolerate the staleness of recordings from
previous training rounds.
How PyramidFL preserves the privacy? In addition to the neces-
sary shared information in FL (i.e., the model updates), PyramidFL
also aggregates the training loss from those selected clients to
the server and distributes the ranking-based configuration to each
selected client 𝐶𝑖 , without revealing the raw data in real FL deploy-
ments. And no privacy information (i.e., data distribution) about the
clients can be disclosed by the shared ranking-based configuration
to each client. Since the ranking criteria are determined and stored
at the server.

4.3 Local Utility Optimization
Upon receiving the globally shared information from the central
server, each participant uses a heuristic approach to solve the opti-
mization problem depicted in Equation 5. First, we calculate the 𝑃𝑖
to minimize 𝑈𝑝𝑑𝑎𝑡𝑒𝐿𝑜𝑠𝑠 (𝐶𝑖 , 𝑃𝑖 ) while maximizing Δ𝐶𝑜𝑚𝑚(𝐶𝑖 , 𝑃𝑖 ).
Second, according to the estimated 𝑇 − Δ𝐶𝑜𝑚𝑚(𝐶𝑖 , 𝑃𝑖 ), we deter-
mine 𝐼𝑖 to maximize 𝐿𝑜𝑐𝑎𝑙𝑆𝑎𝑚𝑝𝑙𝑒 (𝐼𝑖 ) while controlling the resulted
Δ𝐶𝑜𝑚𝑝 (𝐶𝑖 , 𝐼𝑖 ) to keep that𝑚𝑎𝑥𝑖 (𝑇 (𝐶𝑖 , 𝐼𝑖 , 𝑃𝑖 )) is smaller than the
developer-preferred duration 𝑇 .
Ranking based Dropout: Given the importance-based ranking
via the gradient norm, a selected participant can determine its
communicated updates locally. For example, the ranking #1 par-
ticipant should have the most parameters to upload since it can
be the most important client in the next round. Thus we can save
the communication time while suppressing the updated loss for
aggregation in Equation (5). To achieve the parameter dropout, we
leverage the well-used Dropout scheme in the ML literature [6, 47],
which only requires the percentage of dropped parameters and pre-
vents the over-fitting of the training model. Specifically, a selected
client 𝐶𝑖 computes the update parameter 𝑃𝑖 linearly to indicate the
percentage of dropped ones based on its ranking, as follows:

𝑃𝑖 = 𝑎 +
𝑏 − 𝑎
|C| × 𝑅𝑎𝑛𝑘 ( |B

+
i |
√︄

1
|B+i |
| |𝐺𝑟𝑎𝑑 (𝐶𝑖 ) | |2) (8)

where the positive 𝑎, 𝑏 denote the low and up bounds of an assigned
dropout ratio, corresponding to the approximate dropout ratio of
the most and least important participant for this round. Note that
such a ranking-based dropout can alleviate the estimation error
with the stale B+i and | |𝐺𝑟𝑎𝑑 (𝐶𝑖 ) | | from previous rounds.
Adaptive Local Training: Upon deriving the dropout ratio of the
uploaded updates, each participant 𝐶𝑖 can further adapt its local
training iteration 𝐼𝑖 . Thus it can further leverage the computation-
communication gap in Figure 3(b) to see more local data samples.
For example, each selected client can adaptively adjust its local
training iteration 𝐼𝑖 as follows:

𝐼𝑖 = (𝛽 ×
𝑚𝑖𝑛(𝑇 − 𝑡𝑖 , 0)

𝑡𝑐𝑜𝑚𝑝.
+ 1) × 𝐼𝑓 𝑖𝑥 (9)

where 𝑇 and 𝐼𝑓 𝑖𝑥 indicate the shared preferred duration for the
current round and the fixed local training iteration [27]. And 𝛽 is
the confidence factor to tolerant the stale clock time 𝑡𝑖 from the
previous round for the current round.

Algorithm 1: PyramidFL: fine-grained client selection.
Input: Client set C, participant size K, exploitation factor 𝜖 ,

server pacer step Δ, straggler penalty 𝛼 , update
dropout bounds a,b, confidence factor 𝛽 , local
training iteration base I𝑓 𝑖𝑥

Output: Participants C𝑜𝑝𝑡 , Dropout P, Adaptive Iterations I
/* Initialize global variables */

1 C𝐸 ← ∅; Util← ∅; // Explored clients and total utility

2 F𝑠𝑡𝑎𝑡 . ← ∅; F𝑠𝑦𝑠. ← ∅; // Feedback on stat. and sys. utility

3 R← ∅; T← Δ; // Ranking info. and preferred round duration

/* Global Client Selection at the server */

4 Function SelectionAtServer (C,K,𝜖,𝑇 )
5 F𝑠𝑡𝑎𝑡 . ,F𝑠𝑦𝑠.=GetClientFeedback()

/* Selection #1: update client info. */

6 C𝐸 , Util𝑠𝑡𝑎𝑡 ., t = 𝑈𝑝𝑑𝑎𝑡𝑒𝐶𝑙𝑖𝑒𝑛𝑡 (C, F𝑠𝑡𝑎𝑡 ., F𝑠𝑦𝑠.)
/* Update the preferred duration T based on feedback */

7 T=UpdatePreferDuration(F𝑠𝑡𝑎𝑡 . , T, Δ);
/* Selection #2: update client utility. */

8 Loop client i ∈ C𝐸 :
9 Util(i)=|B+

𝑖
| × Util𝑖𝑠𝑡𝑎𝑡 . × ( Tt𝑖 )

1(t𝑖>T)×𝛼

/* Selection #3: exploit 𝜖×K clients by utility. */

10 C∗ = SelectForExploit(C𝐸 , Util, 𝜖 × 𝐾)
/* Selection #4: explore (1 − 𝜖)×K new clients. */

11 C𝑜𝑝𝑡 = C∗∪𝑆𝑒𝑙𝑒𝑐𝑡𝐹𝑜𝑟𝐸𝑥𝑝𝑙𝑜𝑟𝑒 (C𝐸 , Util𝑠𝑦𝑠., (1 − 𝜖) × K)
12 R𝑠𝑡𝑎𝑡 .=RankingClients(F𝑠𝑡𝑎𝑡 .)
13 Return C𝑜𝑝𝑡 ,R𝑠𝑡𝑎𝑡 . ,T

/* Local Utility Optimization for each client 𝐶𝑖 */

14 Function OptimizationAtClient (C∗,𝑅𝑖𝑠𝑡𝑎𝑡 . ,a,b,𝛽, T)
15 𝑃𝑖=a+ b−a

|C𝑜𝑝𝑡 |×𝑅
𝑖
𝑠𝑡𝑎𝑡 .

16 𝐼 𝑖 = (𝛽 × 𝑚𝑖𝑛 (𝑇−𝑡𝑖 ,0)
𝑡𝑐𝑜𝑚𝑝.

+ 1) × 𝐼𝑓 𝑖𝑥
17 Return F𝑖𝑠𝑡𝑎𝑡 . ,F𝑖𝑠𝑦𝑠.=LocalTraining(𝐼𝑖 ,𝑃𝑖 )

4.4 Put All the Pieces Together
Lastly, we summarize the complete fine-grained client selection
scheme proposed by PyramidFL in Algorithm 1. Specifically, at the
beginning of each training round, PyramidFL collects the statistical
and system feedback from the last round (Line 5, i.e., training loss
for client importance profiling, computation and communication
time consumption), and updates the information for these explored
clients (Line 6), including the statistical utility, consumed wall clock
time. Analogous to Oort [27], PyramidFL’s pacer can adapt the
preferred round duration 𝑇 with the pacer step Δ to balance the
straggler penalty and the statistical utility (Line 7). For example,
when the accumulated statistical utility in the past certain rounds
decreases, the pacer allows a larger𝑇 ← 𝑇 +Δ by Δ to bargain with
the statistical efficiency and the system efficiency. Then PyramidFL
computes the client utility as Equation 7 indicates and selects the
top 𝜖 × 𝐾 participants sorted by its statistical and system utilities
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Figure 7: The system architecture of PyramidFL.

(Line 8-10). To introduce new clients for federated training, Pyra-
midFL randomly explores (1 − 𝜖) × 𝐾 clients that have not been
selected before (Line 11). We can also prioritize those unseen clients
with faster system speed when possible (e.g., with known device
models) [27] for exploration. Next, we compute the ranking-based
configuration in Equation (8) for the local utility optimization in
the current training round. Thus the selected clients can make their
local training decisions locally. For example, each selected client
𝐶𝑖 computes the dropout ratio for model update parameters to be
communicated and adapts its local training iteration for wall clock
time balance (Line 15-16). In this way, it can see more data sam-
ples during training while only uploading important updates to the
central server (Line 17).

5 SYSTEM IMPLEMENTATION
We have implemented PyramidFL using FedScale [26], a bench-
mark and open-source evaluation platform for federated learning.
Figure 7 shows PyramidFL’s system architecture. Specifically, Pyra-
midFL adopts the parameter server (PS) architecture. 1 : at the PS
side, the developer first submits the FL job along with the specific
criteria for client selection to the Client Aggregator. 2 : Along with
the clients’ feedback from the last training round, the Client Aggre-
gator collects and updates the client information and global model,
respectively. 3 : the Client Selector generates a list of eligible clients
meeting the developer’s utility criteria (e.g., statistical and system
utility) for the next training round. 4 : the Pacer controls the bal-
ance between both utilities by adjusting the developer-preferred
duration for each round. 5 : the Client Distributor retrieves the par-
ticipant list and information as well as the most recent global model,
6 which can be transmitted to the Receiver at the corresponding
client. 7 : Given the client’s local data, compute, and communi-
cation resources, 8 the Model Trainer launches its local training
process with the adaptive training iteration. 9 : Consequently,
the Dropout Executor determines its communicated model updates
given the retrieved ranking-based configuration (i.e., client impor-
tance). The whole processing is executed iteratively and tested
every few rounds until it reaches the target accuracy [5].

6 EVALUATION
In this section, we evaluate the performance of PyramidFL with
the aim to answer the following questions:

• Q1 (§6.2): Does PyramidFL outperform the status quo and the
random client selection baseline for various FL applications?

Table 1: Summary of tasks, datasets, and ML models.

Dataset Type # of Clients # of Samples
#1 OpenImage [25] Image 7,903 1,149,938

#2 Google Speech [50] Audio 2,187 102,851
#3 StackOverflow [9] Text 342,477 42,719,063

#4 HARBox [41] IMU 121 34,115

• Q2 (§6.3): How effective is each core technique incorporated in the
design of PyramidFL?
• Q3 (§6.4): How is the performance of PyramidFL affected by the
system hyper-parameters?

6.1 Experimental Methodology
Tasks, Datasets, and ML Models. To demonstrate PyramidFL’s
generality across tasks, datasets, and ML models, we evaluate Pyra-
midFL on four real-world datasets designed for FL applications
at different scales. We evaluate PyramidFL across four categories
of FL applications, in which each dataset relies on the collection
information (e.g., HARBox [41] uses userID as the directory name)
to indicate corresponding clients. Thus it follows the real non-i.i.d.
data in FL scenarios and varies in data quantities, distribution, and
outputs. Table 1 and 2 summarize the statistics of each dataset.
• Human Activity Recognition. HARBox [41] is the 9-axis IMU
data collected from 121 users’ smartphones for human activity
recognition in a crowdsourcing manner. Such a controlled col-
lection makes it less non-i.i.d. in all four evaluated datasets, and
we can observe that it is the closest to the i.i.d data distribu-
tion in Figure 9. We further apply the resampling with a sliding
time window of 2s at 50Hz to deliver a 900-dimension feature
for all 34,115 data samples [41]. Considering the simplicity of
the dataset and task, a lightweight customized DNN with two
dense layers followed by the SoftMax layer is deployed in the FL
processing.
• Image Classification. OpenImage [25] contains 1.1 million im-
ages from around 8,000 clients. And we train MobileNet [45] and
ShuffleNet [55] models for the image classification.
• Speech Recognition. Google speech dataset [50] covers 100,000
audio commands from more than 2,000 clients. And ResNet-
34 [14] is trained for a 20-class speech recognition task.
• Natural Language Processing. The large-scale StackOverflow [9]
collects the posts, votes, tags, and badges on StackOverflow for
the next-word predictions. Then, we train the lightweight Albert
model [28] for 42 million data samples from 342,477 clients.

System Heterogeneity. For the local computation resource em-
ulation, we acquire the heterogeneous runtimes of different deep
learning models across hundreds of device types from the AI bench-
mark [18] and assign them to the clients in these datasets. Figure 8(a)
illustrates the distribution of the computation efficiency across
clients in our evaluated dataset. We emulate the communication
time consumption for clients with various network throughput/con-
nectivity from the network measurements on mobile devices [17].
As shown in Figure 8(b), the best communication channel can be
10,000× faster than the worst one, representing the severe impact
of straggler in our evaluated FL scenarios.
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Table 2: Summary of PyramidFL’s improvements on time to accuracy over Oort [27]. We tease apart the overall improvement
with statistical (i.e., final accuracy or perplexity) and system ones (i.e., wall clock time to reach the target final accuracy).

Federated Dataset Model Oort [27]+Yogi [42] PyramidFL +Yogi Oort [27]+Prox [34] PyramidFL +Prox
Applications Acc./Perp. Time ΔMetric Speedup Acc./Perp. Time ΔMetric Speedup

Image #1 [25] MobileNet[45] 63.16% 12.41h 4.90%↑ 9.13× 60.94% 18.25h 6.73%↑ 13.66×
Classification ShuffleNet[55] 62.39% 9.16h 3.77%↑ 8.78× 56.63% 12.58h 7.22%↑ 6.76×
Speech Recog. #2 [50] ResNet-34[14] 55.51% 22.57h 5.55%↑ 2.71× 59.52% 28.19h 3.82%↑ 2.74×
Word Predict. #3 [9] Albert [28] 43.74 46.58h 3.68↓ 5.79× 38.45 78.33h 5.49↓ 9.31×
Activity Recog. #4 [41] Customized 59.54% 12.86h 5.23%↑ 3.03× 53.87% 11.87h 7.33%↑ 3.97×

10 -2 10 -1 10 0

Normalized Computation Speed

0

0.2

0.4

0.6

0.8

1

C
D

F 
A

cr
os

s 
C

lie
nt

s

HARBox
OpenImage
Google Speech
Stackoverflow

(a) Diverse Computation Efficiency.

10 -4 10 -3 10 -2 10 -1 10 0

Normalized Network Bandwidth

0

0.2

0.4

0.6

0.8

1

C
D

F 
A

cr
os

s 
C

lie
nt

s

HARBox
OpenImage
Google Speech
Stackoverflow

(b) Diverse Communicate Efficiency.

Figure 8: Heterogeneous system utility across clients.
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Figure 9: Non-i.i.d data across clients in the real-world
dataset.

Data Heterogeneity. Figure 9 further profiles the non-i.i.d. data
across clients. Specifically, Figure 9(a) and 9(b) measure the per-
client quantity of samples [27] and the deviation of per-client cate-
gorical distributions from the average, using the popular Jensen-
Shannon divergence [36]. Based on the divergence from the i.i.d.
data distribution, we divide all four datasets with various kinds of
non-i.i.d (e.g., medium non-i.i.d. StackOverflow) and evaluate its
impact on PyramidFL’s performance (§6.2).
Baselines and FL Optimizers. We compare PyramidFL with two
baselines: 1) Random Client Selection and 2) Oort [27]. We also
apply two state-of-the-art FL optimizers, namely Yogi [42] and
Prox [34], to evaluate PyramidFL’s generality across FL optimizers.
Evaluation Metrics.We use two metrics to evaluate the perfor-
mance of PyramidFL and the baselines.
• Time-to-Accuracy. Time-to-Accuracy is defined as the wall
clock time for training an ML model to reach a target accuracy.

For simplicity, we set the target accuracy to be the achievable
accuracy by all used strategies, which turns out to be the one for
the random client selection. Otherwise, some may never reach
that target. Analogous to Oort [27] on the FL benchmark [26],
we report the simulated clock time of clients in evaluations.
• Test Accuracy. The test accuracy is defined as the accuracy on
the test datasets obtained by the model trained through federated
learning. We adopt the perplexity for the next-word prediction
task, which is better with a lower value.

Parameter Settings.Unless stated otherwise, our evaluation across
experiments is conducted with the settings described as follows.
The mini-batch size of each training round is 16 for all tasks, with
a fixed local training iteration base 𝐼𝑓 𝑖𝑥 = 5. To alleviate the impact
of stragglers, we collect updates from the first 𝐾 completed partici-
pants out of 1.3𝐾 participants in each round. 𝐾 = 50 participants
are selected by default for each training round except the human
activity recognition task with 𝐾 = 20. The initial learning rate is
4𝑒 − 5 for Albert [28] and the customized DNN and 0.04 for other
models. For the configuration selection at the server-side, Pyra-
midFL follows Oort [27] and adopts the initial exploration factor of
0.9, which is decreased by a factor of 0.98 after each round when it
is larger than 0.2. The pacer step Δ of the preferred duration is 20
rounds, and the default straggler penalty 𝛼 is 2. At the client-side,
participants in PyramidFL determine their partial updates to be
aggregated based on the global ranking information, spanning from
the dropout ratio 𝑎 = 0.1 to 𝑏 = 0.6 in a linear fashion. Besides, the
confidence factor 𝛽 is determined from 0.5-1 for all four datasets,
depending on their variances across clients on the dataset size,
device types, and network bandwidth.

6.2 End-to-End Performance
We begin by comparing the end-to-end performance of PyramidFL
with both baselines on all the four datasets, shown in Table 2.
PyramidFL speeds up the wall clock time to reach the final
target accuracy. Given the heterogeneous texts collected from
clients in the real-world StackOverflow dataset, PyramidFL reaches
the final target accuracy 5.79× and 9.31× faster than Oort in terms
of wall clock time for Yogi and Prox, respectively. By providing the
most diverse data size and category (See Figure 9(a)), the largest
speedup is 13.66× on the OpenImage with Prox. The reason is that
the high non-i.i.d. image data leaves a great potential to prioritize
clients with more data samples and faster system speed. In contrast,
the low non-i.i.d. HARBox, with both Yogi and Prox, delivers the
slightest speedup of only 3.03× and 3.97×. The rationale is that
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(a) MobileNet+Yogi.
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(b) MobileNet+Prox.
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(c) ShuffleNet+Yogi.
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(d) ShuffleNet+Prox.

Figure 10: Time-to-Accuracy for image classification on OpenImage dataset.
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(a) ResNet-34+Yogi.
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(b) ResNet-34+Prox.

Figure 11: Google speech recognition.

the average samples for each client are small and approximate for
the controlled HARBox collection, resulting in a limited statistical
efficiency for prioritizing clients for model training speedup. Fig-
ure 10 also shows the robust speedup of PyramidFL, which is not
impacted by various models and optimizers.

These speedups with the wall clock time reduction stem from
fully exploiting the statistical and system efficiency (Table 2). Pyra-
midFL can reach the final target accuracy with fewer training
rounds thanOort and the random one, in which it further consumes
less communication time for the update aggregation. Regarding
various non-i.i.d. datasets, we also notice that Oort achieves the
largest speedup over the random client selection on the high non-
i.i.d. OpenImage [25] in Figure 10 while both are comparable on
the low non-i.i.d. HARBox [41] in Figure 13. We argue that Oort’s
coarse-grained client selection suffers from low non-i.i.d. data by
ignoring the divergence among those non-straggler selected par-
ticipants while PyramidFL exploits those non-stragglers with the
local utility optimization.

PyramidFL improves the final accuracy on model testing. In
comparison with Oort, Table 2 shows PyramidFL achieves 4.90%
and 6.73% higher final accuracy on the high non-i.i.d. OpenImage
dataset with the MobileNet [45]. Considering the final accuracy can
be enhanced by exploiting high statistical utility clients, real-world
images often exhibit more significant heterogeneity in data charac-
teristics than the other three types of data (i.e., audio, text, and IMU).
Oort further points out that the quality of global aggregation deter-
mines the model accuracy. With only Oort’s coarse-grained client
selection or the random one in each round, clients with poor sta-
tistical utility can dilute aggregation quality. Therefore, the global
model converges to sub-optimal performance. Instead, PyramidFL
makes the models training and global aggregation with participants
with more accurate utility profiling, delivering a better final accu-
racy for all datasets, models, and optimizers. We also notice that
Oort achieves marginal accuracy improvements on the low non-
i.i.d. datasets, such as the HARBox [41] and Google Speech [50],
shown in Figure 11 and 13. In contrast, PyramidFL achieves higher
accuracy from 3.82% to 7.33% than Oort for both datasets in Table 2.
We argue that the local utility optimization enables PyramidFL to
see more data samples for those selected participants with a larger
local dataset.
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(a) Albert+Yogi+StackOverflow.
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(b) Albert+Prox+StackOverflow.

Figure 12: Next-word prediction performs betterwith a lower
perplexity in the language modeling (LM) task.
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(a) Customized DNN+Yogi+HARBox.

0 5 10 15 20 25 30
Training Time (hour)

30

35

40

45

50

55

60

Ac
cu

ra
cy

 (%
)

random
oort
ours

(b) Customized DNN+Prox+HARBox.

Figure 13: Human activity recognition via IMU sensors.

Table 3: PyramidFL improves time to accuracy by relying on
ranking-based adaptive local training and update dropout to
exploit the statistical and system efficiency, respectively.

Dataset+Model w/o Adaption w/o Dropout
with Yogi [42] ΔMetric Speedup ΔMetric Speedup
#1+MobileNet 1.18%↑ 1.52× 3.54%↑ 2.95×
#2+ResNet-34 0.98%↑ 1.17× 5.75%↑ 2.05×
#4+Customized 1.02%↑ 1.12× 4.95%↑ 2.61×

6.3 Component-wise Analysis
Next, we implement two breakdown versions of PyramidFL to
evaluate and understand the effectiveness of each of the key com-
ponents incorporated in PyramidFL.
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Figure 14: PyramidFL’s ablation study on the OpenImage [25]
for the image classification.
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Figure 15: PyramidFL’s ablation study on the Google
speech [50] for the speech recognition.
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Figure 16: PyramidFL’s ablation study on the HARBox [41]
for the human activity recognition.

• PyramidFL w/o adaption.We disable the adaptive local train-
ing, in which the local model is trained with a fixed local training
iteration and cannot fully exploit the divergence of non-straggler
participants. As such, it wastes a bunch of idle local computation
resources, and the training can be restrained among low-utility
but high-speed clients.
• PyramidFL w/o dropout. We remove our benefits from system
efficiency by dropping partial parameters of unimportant model
updates, so PyramidFL wastes too much valuable uploading net-
work bandwidth to communicate updates, especially for those
tasks with a heavy model (i.e., albert [28] for StackOverflow). We
take YoGi for analysis because it outperforms Prox most of the
time.

PyramidFL guarantees the finer-grained client selection via
the adaptive local training for each participant.Without the
local training adaption for each participant, Table 3 shows that the
improvements on final accuracy and speedup decrease significantly
for all three testing settings, with only around 1% and 1.1 ∼ 1.5×,
respectively. We also plot the final accuracy distribution with the
random client selection and Oort from Figure 14(c) to 16(c). Al-
though PyramidFL w/o adaption (the dark blue) still outperforms
both baselines (the black and orange), it is far below the complete
PyramidFL (the purple) on both metrics. We further plot the time-
to-accuracy in Figure 14(a) to 16(a). And it can be observed that
PyramidFL achieves a similar trend withOort, with a bit of improve-
ment on final accuracy (i.e., low non-i.i.d. HARBox+Customized
DNN) and wall clock time consumption (i.e., medium non-i.i.d.
Google speech+ResNet-34).
Remark. The adaptive local training mainly contributes to the
improvements of PyramidFL. By fully utilizing the idle time wasted
by Oort, PyramidFL guarantees the optimal client selection by ex-
ploiting per-client statistical utility in each round, which is effective
for non-i.i.d. FL datasets (Figure 3(a) to 6(a)).
PyramidFL optimizes the uploading communication while
stabling the testing performance via the update dropout. Al-
though PyramidFL w/o dropout achieves clear improvement on
both metrics, it also demonstrates a varied testing performance as
the FL training evolves. On the one hand, Table 3 shows the improve-
ments on both metrics can reach 4 ∼ 6% and 2 ∼ 3× for PyramidFL
w/o dropout. On the other hand, Figure 14(a) to 16(a) present shows
the accuracy fluctuates severely as the training evolves. Taking
Figure 16(a) on HARBox [41] dataset as an example, (i) At the be-
ginning of training, both PyramidFL and (PyramidFL w/o dropout)
improve the model accuracy quickly because they adaptive the local
training for each client to fully exploit the statistical utility. (ii) As
training evolves, the time-to-accuracy of PyramidFL w/o dropout
fluctuates between the complete PyramidFL (the purple) and Oort
(the yellow). For example, it decreases to the accuracy of Oort dur-
ing 8 ∼ 12 hrs of training and increases to the one of PyramidFL
after training 15 ∼ 22 hrs. (iii) Such a variant time-to-accuracy can
be attributed to that some data samples may have already been
overrepresented by the full exploitation of per-participant statisti-
cal utility over past rounds. And it can induce over-fitting training,
resulting in poor performance on the testing dataset.
Remark. Although PyramidFL w/o dropout achieves greater im-
provements, it is not only below the performance of PyramidFL but
also demonstrates an unstable performance over time due to the
overrepresented unimportant model updates. By enabling dropout,
we can save the valuable uploading bandwidth for update commu-
nication as well as alleviate the over-fitting of the trained model
(Figure 3(c)))

By jointly optimizing the local training and update aggregation,
PyramidFL can guarantee the full exploitation of statistical and
system utilities for each client and stabilize the testing performance
of the trained model via dropout.

6.4 Robustness and Sensitivity Analysis
We analyze PyramidFL’s robustness and sensitivity to interference
and parameter settings by answering the following questions: 1)
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(a) Impact of noisy clients.
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Figure 17: PyramidFL performs consistently under the cor-
rupted client utility and varying penalty factors on the strag-
gler, comparable with Oort [27]

Is PyramidFL resilient to the noisy utility and varied penalty for
stragglers in the client selection? 2) How does PyramidFL perform
as we vary the parameter settings of the adaption and dropout
schemes? We take HARBox [41]+Yogi [42] for analysis, which is
used for the task of IMU-based human activity recognition.
Impact of noisy utility. We first examine the impact of the noisy
utility of clients, in which Gaussian noise following (0, 𝜎2) are
added to the collected statistical utility of participants proportion-
ally. Such noisy utility affects the client selection for the following
rounds. Similar to differential FL [11] and Oort [27], we define
𝜎 = 𝜖 ×𝑀𝑒𝑎𝑛(𝑢𝑡𝑖𝑙𝑖𝑡𝑦), where𝑀𝑒𝑎𝑛(𝑢𝑡𝑖𝑙𝑖𝑡𝑦) is the average utility
across participants for current round. As such, a larger 𝜖 implies
a larger variance in noise. As shown in Figure 17(a), PyramidFL
performs consistently under different noise levels, even under the
strong one (e.g., 𝜖 = 5 [1]). In contrast, although Oort also keeps
the performance consistent with its robustness analysis, its time-to-
accuracy plot shows more variance than PyramidFL (i.e., training
during 2 ∼ 10 hrs).
Impact of penalty factor 𝛼 .We next examine the impact of the
penalty factor 𝛼 , which penalizes the utility of stragglers in client
selection and adaptively prioritizes clients with higher system util-
ity. A larger 𝛼 (i.e., overemphasizing system efficiency) drives to
relax the system constraint T more frequently to admit clients with
higher statistical efficiency (Equation (6)). As shown in Figure 17(b),
PyramidFL consistently outperforms Oort across all 𝛼 given its
finer-grained utility computation and update for client selection.
Impact of ranking-based dropout. Equation (8) indicates that
PyramidFL uses the update dropout bounds [𝑎, 𝑏] to determine
the update parameter to be communicated for each participant,
based on their global ranking information. Figure 18 shows that
the PyramidFL’s time-to-accuracy varies with different dropout
bounds, while it outperforms Oort consistently. Given the global
ranking information, PyramidFL orchestrates its components to
assign the drop ratio between [𝑎, 𝑏] for each selected participant
to navigate the best performance. For example, a larger dropout
ratio saves more uploading bandwidth for communication at the
expense of update loss, which should be assigned to those low-rank
participants, shown in Equation (8).
Impact of ranking-based adaption. PyramidFL uses the confi-
dence factor 𝛽 to measure the divergence between the stale time
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Figure 18: PyramidFL varies performance across the dropout
of update parameters.
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Figure 19: PyramidFL varies performance across the local
training adaptions.

consumption in the last round and the real consumption for a
current round for each participant. As shown in Equation (9), Pyra-
midFL aims to fully utilize the idle local computation resources of
non-straggler participants for the update aggregation. Figure 19
shows PyramidFL’s time-to-accuracy and round-to-accuracy, un-
der various confidence factors 𝛽 . First, PyramidFL suffers from a
smaller 𝛽 , which leverages a smaller amount of the resource with
little computation time increment, making it less possible to become
the slowest participants for the current round. Second, PyramidFL
outperforms Oort consistently even under 𝛽 = 0.1, which is al-
most equivalent to PyramidFL w/o adaption. Third, it performs
consistently with our ablation study in Table 3. Finally, the adaptive
local training contributes to PyramidFL on both metrics by fully
exploiting the statistical utility of clients in a fine-grained manner.
Remark. Hyper-parameter selection is essential to PyramidFL’s
performance, which can be determined by the FL task types, the
number of selected participants, etc. For example, the low non-
i.i.d. HARBox for human activity recognition has only 5 out of 120
clients for each training round and demonstrates certain variance
to the dropout ratio bounds, shown in Figure 18(b). Given its stable
network quality in controlled application scenarios [41, 48], the
confidence factor beta can be set as 0.9 to maximize the benefits of
PyramidFL’s adaptive epoch scheme. Therefore, we recommend a
conservative parameter setting (e.g., a=0.1, b=0.6, 𝛽=0.7) for most
FL scenarios and adapt them for small-scaled datasets accordingly.
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7 RELATED WORK
Data Heterogeneity in FL. Federated learning (FL) is an emerging
privacy-preserving distributed machine learning paradigm where
clients (e.g., mobile devices) collaboratively train a model under
the orchestration of a central server without sharing their local
data [22, 49]. Given that data stored at mobile devices exhibit sig-
nificant non-i.i.d. data distribution. Such data heterogeneity distin-
guishes FL from the existing data center-based distributed machine
learning paradigm [22, 33]. To overcome the adverse effects of data
heterogeneity, one primary theme of the existing works in FL fo-
cuses on designing FL optimizers at either server side or client
side, such as Prox [34] and Yogi [42]. The data heterogeneity in FL
does not only present challenges to the design of optimizers but
also raises questions about the utility of such a global solution to
individual users. Therefore, another important theme of FL is to
train a personalized model for each client instead of a global model
shared across all the clients. Such a personalized model can be ob-
tained by either fine-tuning the global model using each client’s
local data [32, 37] or using multi-task learning [46, 52]. In our work,
although PyramidFL focuses on optimizing the time-to-accuracy
performance for the global model training, the techniques involved
can be naturally combined with fine-tuning or multi-task learning
to obtain a personalized model.
System Heterogeneity in FL.While substantial efforts have been
made to address issues brought by data heterogeneity in FL, the
system heterogeneity in FL has only attracted more attention re-
cently given the diversity of devices that are potential participants
of the federated training. For example, both FjORD [15] and Het-
eroFL [10] enable the training of heterogeneous local models with
varying capacities, which differs from conventional federated learn-
ing framework where all the clients have to share the same model
architecture. Given that, clients with different system resources
can participate in the same federated training process. Our work
also considers system heterogeneity; however, we incorporate such
information for the purpose of client selection.
System Performance Optimization in FL. Since clients who par-
ticipate in FL (especially in cross-device FL) are typically resource-
constrained mobile and IoT devices in charging and connected to
wireless networks during the federated training process, the per-
formance bottleneck from the system perspective is mainly the
constrained compute speeds and communication bandwidths other
than energy consumption. There are quite a large amount of works
focusing on reducing the communication cost to improve the effi-
ciency of federated training. For example, LotteryFL [31] applies the
lottery ticket hypothesis to learn a pruned lottery ticket network
such that the communication cost between the server and clients
is significantly reduced due to the compact size of model updates.
Besides sparsifying/pruning the model updates, another approach
to reducing communication costs is quantifying the model updates.
As an example, AdaQuantFL [20] proposes an adaptive quantiza-
tion strategy that changes the number of quantization levels during
the course of federated training to reduce the communication cost
while achieving a low error floor. Our work shares a similar ob-
jective on optimizing the system performance of FL; however, we
tackle this problem from the perspective of client selection.

Client Selection in FL. Client selection has recently emerged as
an essential problem in FL given its potential in addressing the
scalability challenge in FL [49], its role as an alternative to asyn-
chronous federated optimization to overcoming the adverse effects
of stragglers [51], as well as its benefits on improving the perfor-
mance and efficiency of federated training [8]. While simple client
selection scheme such as random selection has been widely used,
especially in the scenario where clients might only participate once
in the entire training process, the majority of the newly proposed
client selection methods focus on the scenario where most clients
are stable and available to participate in most rounds of training
and client-side state information is used as a feedback to guide the
client selection [8]. For example, ClusterFL [41] exploits the intrin-
sic cluster structure among different clients based on their local data
distributions. Based on this information, it drops straggling clients
who converge slower than others or clients who are less related to
other clients within each cluster. In doing so, there are fewer clients
interacting with the server, so the overall communication time is
reduced. The work closest to ours is Oort [27], which proposes
to leverage both data and system heterogeneity and explores the
sweet point between them with a unified client selection scheme.
However, as explained and demonstrated in previous sections, Oort
fails to fully exploit both the data and system efficiency due to its
coarse-grained design. In contrast, PyramidFL effectively addresses
its limitations and outperforms Oort across diverse FL tasks and
datasets.

8 CONCLUSION

While today’s FL efforts have been optimizing the statistical and
system efficiency via specially designed client selection mecha-
nisms, the state-of-the-arts fail to profile the utility function in a
fine-grained manner, leading to sub-optimal time-to-accuracy per-
formance. This paper presents PyramidFL to enable a fine-grained
client selection for FL at scale. Specifically, the server defines a
utility function in terms of the statistical efficiency (i.e., accuracy)
and system efficiency (i.e., time) to rank all clients, then select top-
K clients to participate in the next-round training. Moreover, the
server calculates the participant-level importance ranking in terms
of their statistical efficiency and how many training epoch a partic-
ipant can use to see more data with noticing the per-round training
time constraint, then share the information tomake each participant
can optimize their local training to provide the most competitive
utility for the client selection in the future rounds. The utility opti-
mization includes adaptive data epoch for enhancing its statistical
efficiency and importance-based dropout for improving its system
efficiency. Compared with the SOTA, PyramidFL consumes less
wall clock time (speed up of 2.71×−13.66×) while reaching a higher
final accuracy/perplexity (optimize by 3.68%−7.33%) for a variety of
real-life FL applications with multiple ML models and optimizers.
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