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ABSTRACT
As Computer Science has increased in popularity so too
have class sizes and demands on faculty to provide sup-
port. It is therefore more important than ever for us to
identify new ways to triage student questions, identify com-
mon problems, target students who need the most help, and
better manage instructors’ time. By analyzing interaction
data from office hours we can identify common patterns,
and help to guide future help-seeking. My Digital Hand
(MDH) is an online ticketing system that allows students
to post help requests, and for instructors to prioritize sup-
port and track common issues. In this research, we have
collected and analyzed a corpus of student questions from
across six semesters of a CS2 with a focus on object-oriented
programming course [17]. As part of this work, we grouped
the interactions into five categories, analyzed the distribu-
tion of help requests, balanced the categories by Synthetic
Minority Oversampling Technique (SMOTE) , and trained
an automatic classifier based upon LightGBM to automat-
ically classify student requests. We found that over 69% of
the questions were unclear or barely specified. We proved
the stability of the model across semesters through leave one
out cross-validation and the target model achieves an accu-
racy of 91.8%. Finally, we find that online office hours can
provide more help for more students.
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1. INTRODUCTION
Over the past decade the popularity of CS majors has in-
creased and enrollments have skyrocketed [2]. This has cre-

ated challenges for instructors with increasing demands for
individual support, collaborative learning, and automated
guidance [12, 2, 16, 15]. As the size of courses and cohorts
have increased, the demand for office hours has begun to ex-
ceed the time that instructors and staff have available [12,
13]. To address these needs instructors have adopted a wide
range of innovative support models including virtual office
hours [10], peer support [7], and ticketing systems for help-
seeking interactions [13]. The last approach is exemplified
by My Digital Hand (MDH) [21], an online support sys-
tem for office hours which allows students to queue for office
hours, post questions in advance, and record the outcome
of interactions. MDH assists students in structuring their
help-seeking interactions with teaching staff. It also assists
instructors and teaching assistants (TA) in managing their
courses, by allowing them to triage student questions and
target their effort during office hours to be efficient and meet
group and individual needs. MDH also tracks help-seeking
and interaction data throughout the whole semester. Using
this data, we can identify patterns in students’ help requests
and automatically classify the questions. One common chal-
lenge for help-seeking interaction on large classes arises when
many students ask the same or similar questions but must
be dealt with separately thus eating up limited instructor
time. One approach to address this is to develop automated
Q&A systems which can leverage common problems. In or-
der for this to work however, students must provide sufficient
information about their problems so that they can receive
targeted support.

Our goal is to develop analytical methods to understand
what kinds of help students seek during office hours, how
they frame their questions to the instructors, and whether
or not we can automatically classify questions to support
guidance and time management. By analyzing students’
help requests across course offerings we can better under-
stand what kinds of challenges the students are facing, and
how the teaching staff can better anticipate students’ needs
and target their limited support. Moreover, by automat-
ically classifying help requests we can help teaching staff
to efficiently triage student questions and identify common
problems that may be solved with group support or peer
assistance. Over the long term we will develop summary
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statistics which can be used to support instructors in course
management, and we will augment our existing ticketing sys-
tem with support for automatic categorization.

In this paper we will address four specific research questions
in the context of a CS2, object-oriented-focused course:

• RQ1: What types of questions do students ask on
MDH during office hours and how do they formulate
their description?

• RQ2: How can we automatically classify student help
requests and tickets?

• RQ3: How robust is our classification model across
different offerings?

• RQ4: Compared to regular office hours, does online
office hours provide more benefits?

In order to address RQ1 we analyzed our dataset to iden-
tify common patterns of student questions and to classify
them into five categories. We then address RQ2 and RQ3 by
training an automated classifier for student questions with
the goal of evaluating its’ stability across semesters. Due
to the COVID-19 pandemic, all courses are operating online
in Fall 2020, which gives us an opportunity to study the
advantages and disadvantages of hosting office hour online.
Therefore we analyzed and compared the data pattern on
Fall 2020(F20) with other regular semesters in RQ4.

1.1 Background
Prior researchers have analyzed student help requests with
the goal of understanding student behaviors. Xu and Lynch,
for example applied deep learning approaches to classify stu-
dent question topics in MOOC discussion forums [24]. In
that work Xu and Lynch collected student posts from two
offerings of a MOOC on Big Data in Education. The authors
classified student questions into one of three types (Course
Content Question, Technique Question, and Course Logic
Question) and developed an automatic classifier using Re-
current Neural Networks to divide questions’ into those three
categories. While the models were successful within a single
offering they Xu and Lynch, found that they did not gener-
alize across offerings. Thus, the system suffered from a cold
start problem on each semester.

Vellukunnel et al. in turn collected Piazza posts from CS2
courses offered at two institutions and analyzed the type
and distribution of the questions students asked [22]. As
part of this work they manually partitioned the questions
into five categories and then analyzed the impact of stu-
dents’ question types on their final grades. They concluded
that asking constructive questions can help students to de-
velop a better understanding of the course materials and in
turn receive better grades. This analysis has informed our
own work. However the Piazza platform, unlike MDH, is
designed to support interactive discussion and online peer
support through the use of threads and replies. By contrast
the MDH system is focused on initial help seeking and not
on collaborative dialogue. Therefore it is unclear whether
our results will align with theirs.

Prior researchers have also studied how instructors man-
age office hours and how to make face to face support time
more efficient and effective. Guzdial, for example, argued
that office hours should incorporate diverse teaching tech-
niques including pair programming, peer instruction, and
backward design. These approaches, he argued, would po-
tentially work to reduce wait times and support enhanced
learning outcomes [8]. In order to provide more convenience
for students, Harvard University introduced virtual office
hours to an introductory programming course CS50 so that
students can interact with teaching staff online [14]. How-
ever, they found that those virtual sessions were often ineffi-
cient and took more time to address the students’ problems.
This research is complicated by the fact that students fre-
quently avoid seeking help from teaching staff when they
need it [1]. Some of the factors behind this help-avoidance
include a lack of trust in the tutor’s abilities, inaccessibil-
ity of office hours due to timing or other constraints, and a
desire for independence in learning [18]. While our research
provides some guidance on the design of office hours and the
need to reach out to students, the impact of how students
frame their help requests has not yet been analyzed exten-
sively. One notable exception is the work of Ren, Krish-
namurthi, and Fisler, who designed a survey-based method
to help track the students’ help-seeking interactions during
office hours in programming-based CS courses [20]. While
informative, their approach is difficult to generalize as it
depends on requiring the teaching staff to complete a de-
tailed form after every interaction. In MDH, by contrast,
we collect much of the data upfront as an integral part of
the process.

2. METHODS
2.1 MDH system
My Digital Hand (MDH) [21], is a ticketing system for office
hours that was developed to facilitate large CS courses. Stu-
dents using MDH request help during office hours by ”raising
a virtual hand”, that is creating a ticket which lists the topic
they need help on, describes the issue they are facing, and
the steps they have taken to address it. Once the ticket is
created it is visible to the teaching staff who can then use it
to prioritize interactions or even group students together for
help. Once the interaction is complete the teaching staff can
close the ticket and describe how the interaction played out.
Students are also given the opportunity to evaluate the help
received. These feedback questions are configurable and set
by instructors at the start of the semester.

This data allows instructors to identify common issues facing
students and to track the time it takes for students to re-
ceive support from the teaching staff as well as the duration
of each help session. A prior analysis of MDH data, Smith
et al. found that 5% of students in a course accounted for
50% of office hour time, and that long individual interaction
times, representing students who needed long and detailed
guidance, served to delay many other short questions [21].
They concluded that a small but critical group of students
are reliant on individual tutoring via office hours, while other
students who need intermittent help are often unable to ob-
tain support. These findings have motivated our own focus
on developing analytical tools which can be used to analyze,
prioritize, and manage help requests so that high-demand
students do not shut out their peers.
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2.2 Data Collection
We analyzed data from seven semesters of a typical second-
semester Object-Oriented programming course [17] at a research-
intensive public university in the south-eastern United States.
Basic descriptive statistics for the dataset are shown in Ta-
ble 1. Students produced an average of 1477 tickets per
semester with higher volumes in the fall semesters due to
larger class sizes. The number of tickets also increased year
over year due in part to larger class sizes, greater emphasis
on tool use by the course instructor, and higher per-capita
demand for office hours.

The course is structured as a single lecture section with 12
small-group lab sessions which are held weekly. Over the
course of the semester students complete weekly lab assign-
ments, 2-3 individual or team Projects (C-Projects), and 3
separate Guided Projects (G-Projects). The G-Projects are
designed to provide a review of prerequisite materials and
introduce students to new concepts. The C-Projects are
generally structured as two sub-assignments, one focused on
design and system testing, and the other on implementa-
tion and unit testing. Students manage their code via the
GitHub platform with integrated support for the Jenkins au-
tomation testing server. When students commit code they
receive automated testing results from instructor-authored
test cases as well as test cases that they supplied. The stu-
dents use feedback from test failures to guide their work and
their help-seeking.[6]

In Fall 2020, this course was moved fully online due to the
pandemic. All office hours were hosted through zoom meet-
ing where students can share their screen with the teaching
staff to show their code or any problems.

Table 1: Number of tickets and students for each semester
(F= Fall, S=Spring)

F17 S18 F18 S19 F19 S20 F20
tickets 1146 609 1224 860 1650 1401 3452
students 208 157 259 174 256 191 303

The interaction data is the most important for our current
analysis. The format of the interaction records, along with
selected examples is shown in Table 2. For this analysis each
ticket consists of three major parts: the participants, time
and duration of interaction, and the context.

2.3 RQ1: Categorization of Questions
Our primary focus in RQ1 is to identify the types of ques-
tions the students are asking and to understand how they
describe their work. MDH allows students to frame their
question topic or description in any way that they wish.
The platform does not provide a list of suggested topics or
mandate content beyond the basic text. This, in turn, lead
students to vary widely in the descriptions and content that
they provide. We therefore studied two features of the ques-
tions with the goal of supporting classification, the students’
topic, as contained in the "I’m working on" field. And the
longer problem description, as stated in the "my problem

is" field.

2.3.1 Classified by Topic

Table 2: Attributes of the interaction data

Attributes Content Explain Example
interaction id Id for each ticket 30072
student id Id for the student

who raised this ticket
1950

teacher id Id for teacher who
deal with the ticket

20810

time raised hand Timestamp for each
tickets that are asked

2019-
03-08
19:34:09

time interaction
began

Timestamp for each
tickets began

2019-
03-08
19:38:39

time interaction
ended

Timestamp for each
tickets ended

2019-
03-08
20:01:02

I’m working on Topic for the ques-
tion of each ticket

Program1Part1

my problem is Detail statement for
the question of each
ticket

Null
Pointer on
TS test

I’ve tried The solution the stu-
dent tried before they
raised the tickets

Debugging

Rapidly identifying, or even anticipating, students’ question
topics would allow teaching staff to anticipate the kinds of is-
sues they should be prepared for and may also allow them to
set up mini-groups within office hours to deal with problems
assignment by assignment, or to separate code questions
from conceptual ones. We therefore performed a manual
analysis of the topics in our study dataset over all semesters
with the goal of determining how students label their topics,
and whether it is possible to either anticipate or sort their
posts as they come in.

Our preliminary analysis showed that in most cases the stu-
dents simply entered the name of their current assignment
or an abbreviation of it and provided no other details. More-
over, due to the structure of the course deadlines almost ev-
ery help request in a given session was focused on the same
assignment. In the newest version of MDH, the question is
now a check box and the instructor can set the assignments.
As a consequence we decided to omit this from our classifi-
cation task and focus on the types of help being sought.

2.3.2 Classified by Description
In the description section (“my problem is”), the students
can provide a rich summary of their problem including a
text description, bug reports, or even code snippets. If it is
possible to automatically classify student posts then we can
use that approach to triage student questions as they come
in, perhaps separating long questions from short. We there-
fore performed a manual analysis of the description content
as well with the goal of identifying useful categories of posts.
We also sought to examine how complex the problem de-
scriptions were. In our prior discussions with the teaching
staff they reported that many students provide too little
information in the description (e.g. a single word such as
”Errors”), provide too much (e.g. a full execution dump and
error log), or they simply type gibberish with the simple
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Table 3: Explanation and example for all five categories we developed

Category Explanation Example description(my problem is)
Useless The description contain nothing re-

lated to the question
I would like to check of it

Insufficient The description contains partial in-
formation about the student ques-
tion, but not enough for instructors
to understand the details.

TicketManager getInstanceOf

Sufficient Contains enough detail on the ques-
tion for instructors to understand.
Usually a very clear sentence.

CourseRecordIOTest, I seem to be fail-
ing reading the files, at the moments it
is testing the size of the ArrayLists, but
I am passing writing the files

Copied Error Contains a copied error from the
compiler.

I got this error: TypeError: barh() got
multiple values for argument ’width’

Test Test case fail related problem 2 test cases failed

• If the text does provide what or where the problem is,
but not enough for you to fully understand or identify
what is their question, marked as Insufficient

• If the text only contains one or multiple words of the
method name associated with a problem, it can help to
localize the problem but provides no additional details.
It should be classified as Insufficient

• If the text is in a form of “I don’t understand xxxx”
without further explanation of which part they do not
understand or other details, classify as Insufficient

• If the text is in a form of “I don’t understand xxxx”
with some further explanation, classify as Sufficient

• If the text tells you what their question or describes
how they encounter this problem, classify as Sufficient

2.4.2 Inter rater reliability
After all data was labeled, we randomly generated a subset
of 150 unique questions(30 for each category) and sent it
to another researcher to rate. In this subset, we reveal the
label of 10 questions for each category as example data and
the rater classifies the remaining questions based on those
example data and the code book. Then we compare the
result with the original labels and calculate Kappa to repre-
sent the inter rater reliability. Kappa[4] is widely applied for
measuring the agreement between two coders that accounts
for chance agreement. Generally a score higher than 0.8 is
considered acceptable. In our cases, the final unweighted
Kappa value is 0.815 which is acceptable.

2.5 RQ2: Modeling
In addressing RQ2 we drew on our basic categorization de-
veloped in RQ1 to train automatic classifiers that can triage
posts by topic and content. We used the first six semester
data as training data to train our model and the last semester
(F20) as the testing set to evaluate our model. To train our
classification model, we first extracted training features from
the problem descriptions across our dataset. The features
included content features such as the keywords described
above as well as meta-text features such as length, the num-
ber of stop-words (as a general proxy for specificity), the

punctuation, and the character case. These meta-text fea-
tures have the advantage that they are easy to extract au-
tomatically and can therefore be used for automated triage.
Length, for example, is a suitable proxy for completeness
and coherence while punctuation and case shifting are com-
mon in error messages. The full list of these features is
shown in table 4.

We represented the text features as a tf-idf [19] matrix and
basic word count matrix over the content. The word count
matrix is simply a 2D Array which describe how many times
each term appears in each question text. The tf–idf ma-
trix is the product of two statistics, term frequency and
inverse document frequency. The term frequency uses the
raw count of a term in a text. The inverse document fre-
quency is a measure of how much information the word pro-
vides. Some common words like ”is” or ”that” do not pro-
vide much information but they do usually have a high term
frequency. Those words should have less inverse document
frequency(idf). We can calculate the value as:

idf(t) = ln(
Total number of documents

Number of documentswith term t in it
) (1)

In our preliminary analysis we found that the matrices per-
formed poorly in classification due to the fact that both
were extremely sparse. We therefore opted to compress them
so that they can be compatible with the dense feature ap-
proaches. To that end we built a Naive Bayes model [9]
using the tf-idf sparse features and then use the predictions
features. From this model we generated five shallow predic-
tion features which correspond to the probability that the
question belongs to each category. We followed this same
approach with the word count vector and used those fea-
tures as probabilities. The final list of extracted features is
shown in Table 5.

2.5.1 Model Training
We trained our classification models using LightGBM [11],
a Gradient Boosting Decision Tree (GBDT) algorithm pro-
vided by Microsoft. GBDT is an ensemble model of de-
cision trees trained in sequence. In each iteration, GBDT
learns the decision trees by fitting the negative gradients
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Table 4: Text meta features list

Feature name Explanation value example
length number of words in the problem description 12

character number of characters in the problem description 12
stop words number of stop words in the problem description 2
punctuation number of punctuation in the problem description 0
uppercase number of uppercase words in the problem description 0

Table 5: Text content features lists

Feature name Explanation value example
prob-tf-useless the probability of this tickets belong to category ”useless” using tf-idf 0.75
prob-tf-ins the probability of this tickets belong to category ”insufficient” using tf-idf 0.82
prob-tf-suf the probability of this tickets belong to category ”sufficient” using tf-idf 0.77
prob-tf-error the probability of this tickets belong to category ”copied error” using tf-idf 0.99
prob-tf-test the probability of this tickets belong to category ”test” using tf-idf 0.65

prob-cnt-useless the probability of this tickets belong to category ”useless”using using common word count 0.75
prob-cnt-ins the probability of this tickets belong to category ”insufficient” using common word count 0.82
prob-cnt-suf the probability of this tickets belong to category ”sufficient” 0.77
prob-cnt-error the probability of this tickets belong to category ”copied error” common word count 0.99
prob-cnt-test the probability of this tickets belong to category ”test” common word count 0.65

(also known as residual errors). To reduce the complexity of
GBDT, LightGBM utilize two novel techniques to improve
the algorithm: Gradient-based One-Side Sampling and Ex-
clusive Feature Bundling. This method also utilizes a Leaf-
wise Tree Growth algorithm to optimize the accuracy of the
model and it applies a max depth of the trees to overcome
the over-fitting problem that it might cause. Further, it
optimizes the speed of training by calculating the gain for
each split and uses histogram subtraction. LightGBM is
known for its outstanding performance and relatively good
speed. Thus, many researches applied this method to ma-
chine learning tasks.

The implementation code for LightGBM was provided by
Microsoft[11] in 2013 and we are utilizing its Python li-
brary for modeling process. We applied features and the
label of training data by LightGBM to train a model, and
fit that model on the testing data to predict each question
in those data. By calculating the accuracy of the predic-
tion, we can evaluate the performance of this model. We
ran a series of 20 preliminary experiments to explore the
space of parameters before we settled on the values listed
in Table 6. A list of crucial parameters people generally
need to tune to improve classification model performance is
also in Table 6. Since our goal is to achieve better Accu-
racy, we will tuning toward larger max bin, smaller learn-
ing rate with larger num iterations, larger num leaves and
larger max depth each experiment until the accuracy is not
improving.

2.5.2 SMOTE
During the modeling process, another issue we faced is that
the categories are highly imbalanced. Over half of the ques-
tions are in the Insufficient category and the Copied Er-
ror category contained fewer than one percent of questions.
To address the problem, we applied SMOTE method which
over-samples examples in the minority class. SMOTE [5],
first selects one minority class instance at random, create a
synthetic instance by choosing one of the k nearest neigh-

bors at random and connecting those two instance to form
a line segment in the feature space. We applied this method
with k=5 and oversampling the data to generate the training
datasets and testing datasets for further model training.

2.6 RQ3: Model stability over semesters
For a trained model to be useful however, it must be stable
across semesters or else we suffer from a cold-start problem
[3]. In order to assess the model stability we ran a series
of experiments where we assessed the relative utility of the
models by applying a leave-one-out validation strategy on
a semester-by-semester basis. Showing that all models per-
form at a comparable level provides a strong indication that
the models themselves are consistent and useful, even early
in the semester.

2.7 RQ4: Online Office hour analysis
In Fall 2020, all the office hours were held online, which pro-
vided valuable data about online office hours interactions.
We are very curious to analyze and see whether the stu-
dents behavior changed with the move to online office hours
and if we should keep some online office hours sessions once
we resume in-person instruction.

We first analyzed whether the online session attracted more
students to seek help during office hours. For an in-person
session, students need to physically find the teaching staff
in the office and physically stay in line. For online sessions,
students only need to click the link to join the meeting with
teaching staff. With online office hours, the friction of phys-
ically going to a campus location has been removed. How-
ever, online office hours have additional overhead in creating
a connection between parties and transitioning between stu-
dents. To better understand online office hour help-seeking,
we calculated the average number of tickets per student
and the percentage of students who used office hour in each
semester and compared earlier semesters with in-person of-
fice hours to the Fall 2020 semester with online office hours.
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Table 6: LightGBM common training parameters and the final optimal value after tuning our model

parameter meaning final optimal value
num leaves number of leaves in one tree 1000
max depth Specify the max depth to which tree will grow. 10
max bin max number of bins to bucket the feature values. 150

learning rate learning rate of gradient boost 0.1
num iterations number of boosting iterations to be performed 32

num class number of classes. used only for multi-class classification 5

Table 7: Distribution of labeled questions on those five cat-
egories in all seven semesters

Useless Insufficient Sufficient Copied Error Test
3.01% 69.02% 12.04% 0.10% 15.83%

However, online office hours could have an impact on the effi-
ciency of communication. When teaching staff and students
meet online, it creates more challenges for teaching staff to
indicate problems to the students and to help explain why
their code is failing. Screensharing allows the staff to view
the students’ work, but physical interactions like pointing to
a portion of the screen to indicate which button to click is
lost. The teaching staff member needs to verbally describe
the debugging process and ask students to follow it. There-
fore, we calculated the interaction time and the wait time
for each ticket. The we compare the distribution of inter-
action time and wait time of F20 tickets with the rest of
tickets. Additional overhead is incurred when connecting to
a meeting. There is a lag when a student joins a meeting for
their audio to set up to start the conversation.

3. RESULTS

3.1 RQ1: Categorization Results
Table 7 shows the distribution of question categories across
our dataset. As the figure shows, the most common cate-
gory is Insufficient which occupies over 69 percent of the
questions. The Test category coming next at 15 percent.
Approximately 12 percent of the questions belong to the
Sufficient category while 3 percent were rated as Useless.
Surprisingly, despite comments from the teaching staff, the
least common category was Copied Error with at most 10-
15 questions per semester falling into this group. As our
results show, the students tended to use the system primar-
ily as a way of getting in line and typically provided little
useful information for the teaching staff. These results also
highlight the significance of testing tasks for the assignments
and for students’ help-seeking given the high proportion of
help tickets that are triggered by them.

To assess the stability of these results we also examined the
frequencies within each semester. Figure 3 shows this break-
down. We found that the relative distribution is generally
similar across semesters while the absolute percentages vary.
In more recent semesters the students have authored more
Sufficient tickets than in prior years suggesting that there
has been greater effort by the instructional staff to encour-
age good communication. Yet the persistence of the other
ticket type suggests that automatic classification and triage

Table 8: Average interaction time(in minutes) and standard
deviation of each semester

Useless Insufficient Sufficient
AVG 19.7 21.9 18.3
STD 125.3 237.0 103.6

Copied Error Test
AVG 11.5 24.8
STD 67.5 208.2

remain an important feature.

Table 8 shows the average and standard deviation of inter-
action time (the difference between when the interaction be-
gan and it was closed) of each category across the semesters.
For this calculation we did not consider tickets with an in-
teraction time less than 10 seconds in length or which were
longer than one hour. Our discussion with teaching staff
and the instructors showed that the former were cases that
were never seen as the student set a placeholder but fixed
their problem before their turn came up or changed their
mind, while the latter represents cases where the teaching
staff offered help but did not close the ticket, often until
well after the tutoring session was over. The Useless, In-
sufficient and Sufficient categories averaged around twenty
minutes in length with no meaningful difference in their in-
teraction times. The Copied Error category was slightly
shorter on average which may reflect the specificity of the
students’ problems while the Test category had a slightly
longer average interaction time. This may indicate that this
kind of question is more complex or more substantive rel-
ative to the others. Overall these results indicate that the
amount of information provided does not necessarily affect
the speed with which the issue can be addressed.

3.2 RQ2: Modeling Results
To evaluate the performance of our model, we trained the
model using the first six semesters’ data and tested it on Fall
20 data.The training dataset applied SMOTE method to
oversampling the minority categories and result in each cat-
egory having the same amount(5037) of questions in training
dataset. The model achieved an overall accuracy of 91.8%.
We then conducted a more detailed analysis of the perfor-
mance for precision, recall, and F-score on each question
type. The results are in Table 9. As our results show
the model is relatively balanced across the categories with
the exception of the Test category which had substantially
higher precision and lower recall. This indicates that it was
far more likely for other categories to be erroneously classi-
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the student actually join the zoom meeting to start the in-
teraction. It is very common for the teaching staff just start
the interaction in zoom without open ticket in MDH. The
wait time in Fall 2020 is much longer than regular semesters,
as shown in Figure 5. While we had 37 hours of regular office
hour time each week for 17 TAs and 2 instructors, the in-
creased demand in office hour help-seeking did have impact
on student wait time and throughput. We additionally ob-
served an increase in the number of canceled tickets. While
online office hours lowers barriers for student attendance,
additional resources to support demand are needed to en-
sure timely support. As we transition back to in-person
instruction, the course instructor will continue to offer some
online office hours to support access to help-seeking.

4. CONCLUSIONS
The results of our analysis in RQ1 show that students’ use
of the MDH platform does vary substantially from the de-
velopers’ intentions. Far from using it to write complex help
requests many do use it merely to reserve a place in line. Of
the five categories, our labeling showed that most of the help
tickets submitted lack sufficient detail to be clear what the
student is asking about while those that do provide detail
are most commonly focused on test cases which constitute
a major feature of the class. Contrary to our initial expec-
tations, the students rarely use the system to enter specific
error messages, even if they have them. Thus the teaching
staff have relatively little to go on when triaging questions.
Clearly the proportion of useful information in the tickets
increased in more recent years of the course but insufficient
detail remains the most common feature. Despite this how-
ever, our results also show that there are clear categories of
use that we can build upon to assist teaching staff. And our
results show that it may be possible to extend the system
with minimal automated interventions such as detectors for
word counts or grammar that can be used to scaffold, or
simply enforce, good posting behavior.

Informed by our analysis, we were able to address our mod-
eling questions, RQ2 and RQ3 by developing accurate and
robust classification models that achieved an overall accu-
racy of 92.6% and individual accuracy of 0.899% to 0.91%
. Moreover, the results are robust on a per-category basis.
While these results are not perfect, they show that we have
the potential to use models of this type for effective triage of
student questions as well as to provide scaffolding and im-
mediate guidance for students as they author help tickets.
While such guidance has not been evaluated for its’ educa-
tional impact prior work on self-explanation (e.g. [23]) leads
us to conclude that it may help students to diagnose their
own challenges.

For RQ4, the comparison between an online session semester
and regular semester shows both the strength and weakness
of online office hours. The advantages of hosting office hours
online is that it can encourage students to utilize the help-
seeking resources; However, the large amount of help-seeking
requests can be overloaded for teaching staff and the remote
debugging through screen sharing is clearly less efficient than
face-to-face interactions.

5. LIMITATIONS

There are several limitations to our work that must be ac-
knowledged. While our results span semesters, they are still
taken from a single course with a single instructor. As a
consequence our results are necessarily dependant on the
training that students have received and it is not yet clear
whether this stability will be apparent in models created
from interaction data for other courses, particularly those
that are not as large, do not use the same assignment struc-
ture, or rely so heavily on tests.

Additionally, for our analysis toward online office hour, we
did not consider the influence of teaching lectures online
could raise more challenges for students and thus increase
the usage of office hour. Our conclusion of online office hour
encourage students to seek help is based on the assumption
that there is no significant difference of academic difficulty
between F20 and other semesters.

6. FUTURE WORK
This research can support future instructors in course man-
agement and the automatic categorization for MDH system.
We therefore plan to address these limitations, expand our
dataset, and build upon the models that we have obtained.
First, we plan to conduct a more robust process of tagging
and classifying our tickets with the goal of assessing the sta-
bility of our categories with other evaluators and of identify-
ing other important ways of grouping the tickets themselves.

Second, we will extend My Digital Hand to take advantage
of these trained models in supporting both the students and
instructors. We will support instructors by providing auto-
matic triage approaches that can help to guide their plan-
ning. And we will use automated guidance to prompt stu-
dents to produce better tickets in the first place.

Third, we also plan to investigate other aspects of the office
hours that are captured in the MDH data. These include:
whether students in the same office hours post similar tick-
ets, thus highlighting the potential of peer feedback; and the
presence or absence of serial ticketers; that is students who
keep multiple follow-up tickets going to monopolize support.
We plan to build models for these features with the goal of
understanding how help time is being used and by extension
how to better coordinate limited support.

Finally, we plan to apply our models to provide automated
scaffolding for students when they provide insufficient com-
ments or errors. Specifically, we will integrate this model
to the MDH system and every time a student raise a hand,
we will use our model to predict the question category. If
their description is insufficient or useless, then we can im-
mediately notify them to revise it. This will help students
to better frame their questions, and it will help the teaching
staff can be better prepared to answer the students’ ques-
tion. This initial filter can be followed by additional models
to suggest debugging steps or common answers based upon
their revised question.
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