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As robots are becoming more intelligent and more commonly used, it is critical for robots to behave ethically
in human-robot interactions. However, there is a lack of agreement on a correct moral theory to guide human
behavior, let alone robots. This paper introduces a robotic architecture that leverages cases drawn from
different ethical frameworks to guide the ethical decision-making process and select the appropriate robotic
action based on the specific situation. We also present an architecture implementation design used on a pill
sorting task for older adults, where the robot needs to decide if it is appropriate to provide false
encouragement so that the adults continue to be engaged in the training task.

1. Introduction

Making ethical decisions is challenging but it is something the people have to do regularly in
their daily lives. Robots may need to have the ability to make similar decisions within the
context of human-robot interactions. In real-world situations, people follow different ethical
rules and change their ethical decisions according to the situations. Since there is a lack of
agreement on a unified ethical framework for human-human interactions, it is likely impractical
to develop a unified single ethical framework appropriate for use in human-robot interactions.
Moreover, if factors such as moral emotions affect a human’s ethical decision-making process,
robots may need to be able to make ethical decisions depending on the current emotional context
to develop more meaningful human-robot relationships. In this paper, we describe a flexible
robotic architecture with cases derived from different ethical frameworks, which potentially
allows a robot to produce morally acceptable actions based on the selected ethical framework
and the current situation.

2. Background

As robots are deployed in various fields and become more autonomous, human-robot
interactions (HRI) are becoming more common. Researchers are noticing the possible ethical
issues related to HRI and the need to develop ethical robots [1-4]. Various robotic architectures
have been proposed for ethical behaviors [5-7]. In [5], the authors developed a robotic
architecture to produce ethical behaviors based on predefined ethical rules and applied it to
caregiving scenarios [8]. However, robots using this approach may be limited to well-
characterized environments and well-defined rules derived by ethics experts. Alternatively,
Abel, MacGlashan, and Littman [6] leverage reinforcement learning to allow robots to learn
ethical behaviors, but they found that robots may behave inappropriately in unseen
environments. Vanderelst et al. propose an architecture that uses forward simulation with a



human model to evaluate possible robotic behaviors in order to find an appropriate one [7].
However, this model requires accurate human models which may not be readily accessible in
many real-world scenarios.

Robotic deception has been an important topic in HRI [1]. Some researchers are concerned
about the possible harmful impacts of deception in social robots [9—11]. One of the concerns is
that users might overtrust a robot’s capabilities and allow the robot to make unqualified
decisions [9]. Moreover, Wilson et al. are concerned that robot deception may damage human-
robot trust and can even lead to manipulation, especially for aging high-risk populations [11].

Other researchers believe robotic deception can be beneficial to human users [12, 13]. The
authors in [12] found that deceptive behaviors of robots allow human users to be more engaged
in game-play scenarios. In [13], the authors argue it is ethical for a robot to deceive if it benefits
the overall human-robot relationship. To study people’s opinions toward robotic deception,
researchers distributed a questionnaire. They concluded that although deceptive behaviors
decrease human trust in robots, the majority of the participants consider deception acceptable if
these behaviors are beneficial to them [14]. However, this study was only limited to low-risk
populations.

3. Architecture Design

This paper describes ongoing research [15] with an updated architecture for ethical robotic
behavior. The goal of this architecture is to enable a robot to use various ethical frameworks for
more robust ethical decision-making in HRI. It aims to produce morally acceptable behaviors
in terms of experiences and outcomes for human users in complex real-world environments.
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Figure 1. An overview of the architecture for ethical robotic behaviors. Given cases for a selected ethical framework
(ethical framework 2 in this figure), the case selection module (arbiter) will select the most relevant case based on the
information about the current situation. Then, the action selection module will choose the most appropriate action guided
by the most relevant case.

The architecture utilizes the case-based reasoning (CBR) approach, a simple but effective
methodology for artificial intelligent agent decision making [16]. In CBR, the robot uses
information about the current situation based on decisions made in a similar previous situation
from its case base. For case selection, the architecture (Figure 1) contains multiple cases for
each ethical framework. Each set of cases contains cases drawn from surveys of people (either
laypersons or ethics experts) on their opinions for different situations involving deception. The
intent is to ensure that the robot’s actions will be consistent with human moral decisions since
these actions are guided by cases of human opinions. Each case in the case base is indexed by
high-level features about the situation so the architecture can locate and the utilize the
information about the current situation to find the most relevant case.



The robot’s case selection module will find the most relevant case for a chosen ethical
framework (derived in advance) using similarity measures between the current situation and
the case indices (e.g., the Euclidean distances between the feature vectors). Provided with the
most relevant case, the action selection module will then output an appropriate action for the
robot to execute.

4. Architecture Implementation

This section presents an implementation of the robotic architecture for a specific human-robot
interaction scenario: pill sorting with an older adult. Taking medications is part of the daily
routine for many older adults, and pill sorting accuracy can be crucially important. However,
pill sorting can be challenging for older adults with memory issues and training of the task can
lead to frustration. During training, a robot observes and provides feedback about the older
adult’s performance on the task. In this pill soring scenario, we want to study whether it is moral
to deceive an adult in a pill sorting task to keep them engaged with the task. Using the robotic
architecture, the robot needs to decide whether to provide false encouragement (deception) or
an accurate assessment (truth).

For the ethical framework cases, we considered ethical choices from both regular adults
(“folk morality”) and formal ethical frameworks: Utilitarianism [17], Kantian Ethics [18], Social
Justice Theory [19], Ethics of Care [20], and Virtue Ethics [21]. To create the case base, we
conducted two separate survey studies. For folk morality, 100 survey responses were collected
through Amazon's Mechanical Turk service in January 2020. For the five formal ethical
frameworks, 30 ethics experts were invited to answer the survey and 22 valid responses were
received in February 2020. The survey data were then analyzed and used to create cases to
populate each corresponding ethical framework. Each case contains the action probabilities
derived from the survey data and is indexed by two binary variables (task performance and
subject emotional state).
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Figure 2. The initial architectural implementation for human-robot interaction in the pill sorting scenario with an NAO
robot. The cases are derived from survey data. In this example, the case selection module uses Utilitarianism cases. For
example, consider the older adult just made a mistake in a pill sorting task. The situation detection module provides the
case selection module the information about the current situation (task performance and emotional state): here, the
human user has an acceptable task performance and remains calm. Then, the case selection module finds the most
relevant case (highlighted in green) and sends it to the action selection module. In this case, the action selection module
chooses a deceptive action using a weighted roulette wheel selection. Happy Motion 1 is selected for the NAO robot to
perform in the presence of the user providing false feedback on their result. In this case, the NAO robot deceives the
older adult by providing false encouragement.



In the pill sorting task, the robot relies on its ethical architecture (Figure 2) to produce
morally acceptable actions based on the chosen ethical framework and current situation. Using
this implementation, the case selection module selects the most relevant case for a chosen ethical
framework based on the current situation (user task performance and user emotional state). To
avoid repetitive robotic behaviors, the robot will use behavior probabilities to generate different
behaviors/gestures corresponding to an action (e.g., deceive). Using the action probabilities
(derived from survey data) and behavior probabilities (defined by researchers), the NAO robot
outputs an action by performing a gesture (e.g., happy motion 1) using the roulette wheel
selection method [22] to provide feedback to the older adult on pill sorting results.

Currently, we only consider two binary variables to describe the situation: user performance
(acceptable vs. poor) and emotional state (calm vs. frustrated). However, this architecture can
easily be extended to more descriptive variables (e.g., scalar variables or categorical variables)
with an updated case base. Moreover, more gestures for the NAO robots can be added to make
the human-robot interaction process more engaging.

5. Discussion

In a real-world or ethically complex situation, it may not be appropriate to ask the robot to
follow a set of fixed ethical rules regardless of the situation. Humans make different ethical
decisions affected by differing situations. Thus, it is crucial for robots to be sensitive to the
current context if they are going to be able to perform appropriate ethical actions during human-
robot interactions. Consequently, this architecture allows the robot to produce appropriate
actions based on a selected ethical framework and the current circumstances within which the
user is situated. Moreover, the cases of the architecture can be expanded continuously during
human-robot interactions by learning and adding new cases, a hallmark of case-based reasoning,
which makes the robots more adaptive. This is crucial for building sustainable human-robot
relationships.

A novel extension is to incorporate moral emotions into the architecture. Moral emotions
[23] (e.g., guilt, empathy and anger) has been shown to play an important role in human ethical
decision-making process [24, 25]. As a result, robots also need to take into consideration moral
emotions in order to effectively support the human decision-making process.

Currently, we are implementing the architecture and plan to test it on physical robots. We
want to conduct a series of HRI studies to evaluate the robotic architecture for two scenarios:
pill sorting with an older adult and game playing with a child. We want to investigate whether
the generated robotic actions using the architecture are morally acceptable to people under
various ethical frameworks in different situations involving human participants, ideally by
having an individual interact with a robot, but also through the use of focus groups.

6. Conclusion

In this paper, we present a flexible robotic architecture using a case-based reasoning approach
for the generation of ethical behaviors consistent with either folk morality or decisions
recommended by ethics experts for use in human-robot interaction. Moreover, we describe an
architectural implementation for a specific human-robot interaction scenario: pill sorting with
an older adult. In this scenario, the robot needs to decide whether to deceive the older adult by
providing false encouragement to allow the older adult to continue the task or instead be honest
by providing actual assessment results with the potential consequence of the user discontinuing
the training due to frustration. We used the results of survey studies from both regular adults
and ethics experts to generate various ethical framework cases that guide the decision-making



process to produce appropriate actions relevant to the current situation. This architecture aims
to become a tool for researchers to investigate further how to enable robots to interact with
humans ethically.
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