L1-DISTORTION OF WASSERSTEIN METRICS: A TALE OF TWO
DIMENSIONS

F. BAUDIER, C. GARTLAND, AND TH. SCHLUMPRECHT

ABsTRACT. By discretizing an argument of Kislyakov, Naor and Schechtman proved that
the 1-Wasserstein metric over the planar grid {0, 1,... n}2 has L;-distortion bounded below
by a constant multiple of +/logn. We provide a new “dimensionality” interpretation of
Kislyakov’s argument, showing that, if {G,}} | is a sequence of graphs whose isoperimet-
ric dimension and Lipschitz-spectral dimension equal a common number ¢ € [2, o), then
the 1-Wasserstein metric over G, has L-distortion bounded below by a constant multiple
of (logIG,ll)%. We proceed to compute these dimensions for @-powers of certain graphs.
In particular, we get that the sequence of diamond graphs {D,};? , has isoperimetric di-
mension and Lipschitz-spectral dimension equal to 2, obtaining as a corollary that the
1-Wasserstein metric over D, has L-distortion bounded below by a constant multiple of
yl1og|D,|. This answers a question of Dilworth, Kutzarova, and Ostrovskii and exhibits
only the third sequence of L;-embeddable graphs whose sequence of 1-Wasserstein met-
rics is not Lj-embeddable.
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1. INTRODUCTION

Let (X,dx) be a finite metric space and P(X) the set of probability measures on X. The
1-Wasserstein metric dw, on £(X) is defined by

e =inf [ cCudy(e,
Y IXxX

where the infimum is over all y € P(X x X) with marginals u and v. The distance dw, (1, v)
can be interpreted as the cost of transporting the mass of i onto the mass of v where cost
is directly proportional to the distance moved and to the quantity of mass transported. The
metric space (P(X),dw, ) is referred to as the /-Wasserstein space over X, and we denote
it by Wa;(X). Wasserstein metrics are of high theoretical interest but most importantly
they are fundamental in applications in countless areas of applied mathematics, engineer-
ing, physics, computer science, finance, social sciences, and more. Indeed, they provide a
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natural and robust way to measure the (dis)similarity between the numerous objects which
can be modeled by probability distributions. We point the interested reader to some of
the many monographs discussing Wasserstein metrics and optimal transport in general
([RR9S]l, [RRI8b], [Vil03], [Vil09], [San15], [ABS21]}, [FG21])). For both theoretical and
practical reasons, the problem of low-distortion embeddings of Wa;(X) into the Banach
space L; has attracted much interest. We recall here that the distortion of one metric space
(X,dx) into another (Y,dy) is the quantity cy(X) := inf s Lip(f) - Lip(f -1), where the infi-
mum is over all injections f : X — Y and Lip(f) is the Lipschitz constant of f. Of course,
since the embedding 6: X — W (X) given by x - J, is isometric, the distortion of Wa(X)
into L is at least as large as that of X into L;. Given a sequence of metric spaces {X,},en
such that sup, o Cr, (X;) < o0, it is a natural and important problem to understand whether
or not sup,,¢ ¢z, (Waj (X)) remains finite or not. It has been observed by many that the 1-
Wasserstein metric over a tree admits a closed-formula from which isometric embeddabil-
ity into an L;-space follows immediately (cf. [Cha02], [EM12], and the detailed analysis in
[MPV21]). However, this problem has turned out to be difficult in general, and nontrivial
lower bounds for the L;-distortion of Wasserstein metrics are known to exist only in essen-
tially two situations: when the ground space is the n-by-n planar grid [n]? := {0, 1,...n}?
or the k-dimensional Hamming cube Hy, i.e. {0,1}* equipped with the Hamming metric
counting the number of differing corresponding entries. Indeed, by [NSO7, Theorem 1.1]
it holds that ¢y, (Wa;([n]?) = & \/logn) =0 \/logl[n]zl), and by [KNO06, Corollary 2], it
holds that ¢y, (Wa(Hy)) = Q(k) = Q(log|Hk|), where |-| denotes cardinality. Note that the
fact that sup, €z, (Waj(Hi)) = co was essentially proved by Bourgain [Bou86|. The main
result of this article is the provision of a third example of a family of spaces {X, },exy Which
embed into L; with constant distortion but for which {Wa;(X,,)},en does not. Our famil
is a sequence of generalized diamond graphs Df’,’{ equipped with the shortest path metri
(see Example [2] and Definition [5] also Figures [I} 2), and the following theorem implies
a negative answer to a question of Dilworth-Kutzarova-Ostrovskii [DKO20, Problem 6.6]
about the classical diamond graphs {D%}neN-

Theorem A. For each fixed integer k > 2, ¢, (Wal(Dz’i)) = Qk( /10g|Dfﬁ|).

We deduce Theorem [A]from a more general theorem on Wasserstein spaces over graphs
with certain dimension estimates (see Theorem and the sentence following it). Before
further discussion, we set notation and introduce the key definitions.

Throughout this article, we adopt the convention that graphs are finite, connected, di-
rected, with at least one edge, and without self-loops or multiple edges between the same
pair of vertices. For a graph G, we write V(G) for the vertex set and E(G) for the edge
set. For a (directed) edge e = (u,v) € E(G), we write ¢~ for u and e* for v. Recall that a
sequence {ui}f.‘:O c V(G) is a path if, for every 1 <i <k, one of (u;_y,u;), (u;,u;_1) belongs
to E(G) (the path is directed if always (u;_1,u;) € E(G)). A metric d on V(G) is geodesic if
for any two vertices x,y € V(G), there exists a path {u,-}f.‘:0 C V(G) such that up = x, u =y,
and d(x,y) = Zle d(ui—1,u;).

Remark 1. A geodesic metric d may be equivalently defined as the shortest path metric
with respect to the edge-weights (d(e))cce). Here and in the sequel, we write d(e) for
d(e™,e*).

When § is a finite set (typically V(G) or E(G)), we say that v is a measure on S if v
is a measure on the measurable space (S,2%); the domain of v is thus the entire power set
of §. We first define the isoperimetric dimension in the rather general context of graphs
equipped with a geodesic metric and probability measures on its edge and vertex sets.

IEach graph Df’; has L-distortion bounded above by 14 [GNRS04, Theorem 4.1].
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Definition 1 (Isoperimetric dimension). Let G be a graph, § € [1,00), Cjs, € (0,00), u a
probability measure on V(G), v a probability measure on E(G), and d a geodesic metric on
V(G). We say that G has (u,v,d)-isoperimetric dimension & with constant Cjs, if for every
AcCV(G)

min{u(A). u(A)}T < Cigy Peryg(A),
where 0gA = {(x,y) € E(G): [{x,y} NA| = 1} is the edge-boundary of A, and the (v,d)-
perimeter of A is:
v(e)

Per, 4(A) := Z d©’

e€dGA

To the best of our knowledge, the second dimensional parameter we define is new. It
is inspired by the classical notion of spectral dimension derived from the spectrum of a
Laplace operator. We formally introduce the notion of Lipschitz growth function as a
nonlinear analogue of the eigenvalue counting function.

Definition 2 (Lipschitz growth function). Ler (X,dx) be a metric space. The Lipschitz
growth function of a family of Lipschitz functions F = {f;: X = R}e; is the function
¥r: [0,00) = NU{co} defined by yr(s) = {i € I: Lip(f;) < s}l.

If one can define a Laplace operator A on X and if {f;};c; is an orthonormal basis of
Lr(X, u), for some probability measure p on X, consisting of eigenfunctions of A, then the
Lipschitz growth function y coincides with the eigenvalue counting functiorﬂ ie. N(A) =
[{i e I: A; < A}| = y(1) where 4; is the eigenvalue of VA corresponding to f;.

Definition 3 (Lipschitz-spectral profile). Let C1,Co,C, € (0,00), 6 €[1,00), and B € [1,00).
For G a graph, u a probability measure on V(G), and d a metric on V(G), we say that G has
(¢, d)-Lipschitz-spectral profile of dimension ¢ and bandwidth 8 with constants C;,Ce,C,
if there exists a collection of functions F = {f;: V(G) — R}e satisfying:

(1) €' <infierIfillL, o < supies | fillL) < Coos
(2) {filier is an orthogonal family in L(u), and
(3) for every s €[1,B], yr(s) > C;lsé'

Our terminology Lipschitz-spectral dimension is motivated by the fact that in the special
situation mentioned above the estimate N(1) > A° says that (X, u, A) has spectral dimension
at least 0. This important concept in spectral geometry (see [Cha84] or [Canl3] and the
references therein) and in the field of analysis on fractals [KigO1, Chapter 4], originates
from the classical Weyl law [Wey12] (see also [[Ae07, Chapter 1]).

Theorem B. Let G be a graph equipped with geodesic metric d on V(G). If there ex-
ist probability measures u and v (on V(G) and E(G) respectively), numbers 6 € [2,00),[3 €
(0, 00), and constants Cis,C1,Co0,C, € (0,00) such that G has (u,v,d)-isoperimetric dimen-
sion & with constant Cig, and (u,d)-Lipschitz-spectral profile of dimension § and bandwidth
B with constants C1,Ce,Cy, then

o, (Way (6)) > —— (5);(1 s
z — | — n .
R 2C;,,C3C \Cy

Remark 2. Note that in Theorem|B] it must hold that the dimension § is at least 2. For
graphs G whose dimensions are strictly between I and 2, like the Laakso graphs Laf’” of
Figure we do not know how to prove nontrivial lower bounds for cr,(Wa;(G)).

Theorem |A| follows immediately from Theorem [B| the observation that logIDfZI =
®x(n), and the following theorem.

2The classical eigenvalue counting function usually counts the eigenvalues of A.
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Theorem C (Isoperimetric and Lipschitz-spectral dimensions of generalized diamond graphs).
Fix k,m €N, and let d be the shortest path metric on D?’Zn, U the degree-probability measure
on V(D?"), and v the uniform probability measure on E(D{" ). Then DY has (u,v,d)-

isoperimetric dimension 1 + % with constant Ciy, < 5 and (u,d)-Lipschitz spectral pro-

file of dimension 1+ 1](:)% and bandwidth k" with constants C1 <6, Coo < 1, and C, < 2k2m?.

We refer to Corollary [2]and Corollary [5|for the proof of Theorem [C]
Our proof of Theorem [B] follows the same outline as Naor-Schechtman’s proof of
CLl(Wal([n]z)) = Q(+/logn). The first step is to make the following reduction to linear

maps: for X a finite-dimensional Banach space, define c[Li?(X) :=inf7 ||| - IT~"l, where

the infimum is over all N € N and linear injections T : X — 511\'_ By [NSO7, Lemma 3.1]
(which is only stated for planar grids, but the proof obviously works for any finite metric
space) we have, for any finite metric space (X,dx),

M cr, (Wai (X)) = ¢ (LE(X)),

where LF(X) is the Lipschitz-free space over X; in our setting it is the Banach dual to the
space Lip,(X) of real-valued Lipschitz functions on X vanishing at a fixed basepoint xq € X.
From there, Naor and Schechtman use a discrete version of an argument by Kislyakov
[Kis75] to prove the necessary distortion estimates for an arbitrary linear 7 : LF([n]z) -
511\/ . In the present work, we identify the precise geometric data of G needed to run
Kislyakov’s argument, and we are naturally led to isolate the isoperimetric and Lipschitz-
spectral dimensions as the key ingredients.

In Section [2, we review Sobolev spaces and prove a general Sobolev inequality on
“measured metric graphs” with a given isoperimetric dimension (Theorem [I)). The proof
technique we use is no different than well-known existing ones (see [FF60] and the thor-
ough exposition from [BH97] in the smooth setting, or [[Chu97], [CGyYO0O0|], and [OstO5]
for the discrete setting) but we include it nonetheless because the general inequality we
require does not seem to appear in the literature.

In Section [3] we prove our adaptation of Kislyakov’s argument, namely Theorem 2]
Theorem [B] follows immediately from (I) and Theorem[2] An important part of the argu-
ment is that 1-summing maps from Y, spaces to Banach lattices are order-bounded. In the
original proof [Kis75] as well as the discretized one [NSO7]], this fact is proved using the
Pietsch factorization theorem. In Lemmal6] we provide a short, self-contained proof.

In the final sections, we investigate the behavior of isoperimetric and Lipschitz-spectral
dimensions under @-products, and we obtain exact computations in the case of @-powers of
certain graphs. In Section[d] we review @-products of graphs and corresponding operations
on measures, metrics, and functions. In Section[5] we prove general results on isoperimet-
ric inequalities of @-products (Theorem [3) and @-powers (Corollary [I)), and in Section [6]
we prove a general theorem on the Lipschitz-spectral profiles of @-powers (Corollary [).
Theorem [C] follows from Examples [2] and [5 of these sections.

2. SOBOLEV AND ISOPERIMETRIC INEQUALITIES

In this section we recall the definitions of the Sobolev spaces on graphs that will be used
in the subsequent sections.

Given a graph G and a geodesic metric d on V(G), one can define a linear opera-
tor V4, which for any function f: V(G) — R, returns its “d-derivative” as the function
Vaf: E(G) — R defined by

Vaf(e) ef Je)=je) ;(_e{(e_) )

The following lemma, which says that the operator V4 commutes with integration, will
come in handy when the time comes to prove the coarea formula.



A TALE OF TWO DIMENSIONS 5

Lemma 1. Let {f;: V(G) — [0,00)}[0,c0) be a collection of functions. If for all x € V(G),
the map t — fi(x) is integrable, then for all e € E(G), the map t — Vq(f;)(e) is integrable
and

2 VaF(e) = fo Vafi(e)dt,

where F(x) = |1 fi(x)dt.

Proof. The integrability of ¢ — Vy(f;)(e) follows immediately from the integrability of
t— fi(x). For all e € E(G), we have

Fe)-F
WF@rriil—ii——d@Jj‘ﬁ@ﬂm—j‘ﬁw)m)

d(e)
f fi(e") = fi(e?)

4o ——— Zdt= fo Vafi(e)dt.

(]

If G is a graph equipped with a probability measure v on E(G), then given a function
f: (V(G),d) = R and p € [1, 0], we define the (1, p)-Sobolev norm (with respect to v and
d) of f by

def
Ifllwrgay = IVafllL, o) = By[[VafIP1P

1p N Vp
f(e") = fle
= \Y/ Pd >
[L@uﬂd1@4 [g% s "©

with the usual convention when p = co. By the geodesicity assumption, it holds that
1/ 1lw1.00 () < Lip(f), with equality if and only if v is fully supported. Note that the Sobolev
norms do not depend on the orientation chosen to unambiguously define the derivative.

The following simple additivity property of the (1,1)-Sobolev norm will be useful in
the ensuing arguments.

Lemma 2 (Additivity of the (1,1)-Sobolev norm). Let G be a graph equipped with a
probability measure v on E(G) and a geodesic metric d on V(G). If for any f: V(G) - R,
we let f, := max{0, f} and f- := —min{0, f}, then

||f||w1,l(v,d) = ||f+||Wl-l(V’d) + ”f—”Wl»l(V,d)'

Proof. Let f: V(G) — R. We need to consider 4 sets of edges:
e P={ecE:f(e7),f(e")=>0land N={e€ E: f(e"), f(e") <0},
e Mi={ecE: f(e)<0<fle)and My ={e€E: f(e*) <0< f(e)}

We clearly have that V4 f,V4(f:), Vq(f=) vanish on PN N and that all other pairwise
intersections are empty. Hence, for each g € {f, f+, f-},

3

llgllwi gy = IVa@IlLy ) = IVa(@LpllL, v +HIIVa(@ NIz, o) + IVa(@)1a Ly () +IVa (@)L, Iy ) -

Furthermore, it also clearly holds that:

(i1) IVa(Hpl = Va(f)1pl and [V()In] = [Va(fO)Lnl,
(12) IVa(N | = Va(f)lm |+ IVa(f-)1ay), for i€ {1,2},
(13) [Va(f)lyl =0 and [Va(f)1p| =0
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Combining everything yields

1 w1 v, @ IVa(NLPNLy ) + VAN ) +IVa (DX Iz 0 + V(D Il 00

(i)A(2)
PE Va1 pllL, 0 + VGO, 0
+ V8 Lo, iy o) + IV a0 + VGt Ly o) + IV a0

BAG3)
=l gy + -l -

[m]

The equivalence between isoperimetric and Sobolev inequalities is well-known, and
the following theorem, which will be used in a crucial way in the sequel, is not new.
However, because we could not locate a statement with this degree of generality, we give
its elementary proof for the convenience of the reader.

Theorem 1 (Sobolev inequality from isoperimetric inequality). Let G be a graph, u a
probability measure on V(G), v a probability measure on E(G), and d a geodesic metric
on V(G). If G has (u,v,d)-isoperimetric dimension & with constant C, then for every map
f:(V(G),d) >R,

”f_E}lf”L(;/(y) < ZC”f“Wl,I(V,d),
where B, f = fV(G) f(x)du(x), and & is the Holder conjugate exponent of 6, i.e. % + [% =1

The proof of Theorem [I]relies on two classical but extremely useful lemmas. The first
lemma is sometimes called the layer-cake representation lemma.

Lemma 3 (Layer-cake representation). Let X be any set and f: X — [0,00) be any func-
tion. Then,

4) f= fo 1ot

Proof. For x € X and 1 € [0, 00), simply observe that 1;7,(x) = 1jg, ¢(x))(#). Therefore, for
every x € X, t = 1;7>4(x) is measurable, and hence

L‘ 1{f>x}(x)dt=f0 Lo,y (Ddt = f(x).

[m]

The second lemma, known as the coarea formula (originally due to Federer [[Fed59])
has been established in various settings (cf. [CGyYOO], [OstO5]]). Note that if the metric
d assigns constant diameter dy to all the edges, then the formula reduces to the classical
equality

f Vef(@ldv(e) = ;' f YdGlf > ).
EG) 0

Lemma 4 (Coarea formula). Let G be a graph, u a probability measure on V(G), v a
probability measure on E(G), and d a geodesic metric on V(G). Let f: V(G) — [0, ) be
a function. Then

1Tyt ) = fo Per,q((f > 1))dr.
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Proof. Given f: V(G) — [0,00), we compute

1A w1160y = IVaSfllLy o)

@ Hvd (j:o 1{f>t}dt)|'L1(v)
@ Hf: le{f>”dtHL1(V)

= Z v(e)f le{f>,}(e)dt’.
€E(G) 0
Assuming the following claim:
Claim 1.
(5) ‘fo le{f>t}(e)dt‘ =j; [Val(ssn(e)|dt,

we can conclude the proof as follows:

> e fo wvdl{fﬂ}(e)dtl

¢€EG)

v(e) f [Valiysn(e)|dt

¢€E(G)

f Z () |Valyssn(e)| dt
0 CEG)

(T rsnen) =1psple) | f v(e)
_fo Ve )‘ de) Z o

ecog{f>t}
Hence, it remains to prove (3) for each fixed e € E(G). This will obviously hold if
Valirsn(e) = 0 for a.e. t€[0,00) orif Vglirsy(e) <0 for ae. t€[0,00). Let e € E(G).
First suppose f(e*) > f(e7). Then Vyl{rsy(e) = ﬁ whenever t € (f(e”), f(e*)), and
Valissn(e) = 0 whenever 1 ¢ [f(e7), f(e*)]. This proves () in this case. In the other case
f(e*) < f(e™), we have Vylissy(e) = % whenever 1 € (f(e*), f(e¥)), and Vgls>y(e) =0
whenever ¢ ¢ [f(e*), f(e”)]. Again this proves (). O

¢€E(G)

We are now ready to prove Theorem [I]

Proof of Theorem[I} Assume G has (u,v,d)-isoperimetric dimension § with constant C <
oo, and let ¢’ be the Holder conjugate of 6. First observe that, for any c € R,

If = EufllLy g < I = clleg @ + 1Bu(c = HliLy g
= If —cllLg g + Eu(c =
<|f =cllzy o +I1f = clley g
<f =elleg g +f = cllzy @ = 21 = cllzy w-

Therefore, it suffices to prove

1L = med(Pllz, o < CllF iy,

where med(f) € R is a median of f, i.e. any real number m such that u({f > m}) < % and

ulf <m}) < % (which always exists). Set g := f—med(f). Since llglly1.1(,q) = /w11 (q)s
it suffices to prove

(©6) I8llzy o < Cllgllwr1,q)-
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Note that med(g) = 0. Let g, := max{g,0} and g_ := —min{g,0}. Then by definition of
med(g), we have

1{g+ > 0}) = u({g > 0}) = u({g > med(g)}) <

N =N =

1({g- > 0}) = u({g < 0}) = u({g <med(g)}) <

and hence by definition of isoperimetric dimension we get

pigs > )7 < CPer,g(igs > 1),

plig- > )7 < CPer,g(ig- > 1),

forall £ > 0.
Notice that the left-hand-sides of the above inequalities equal the Ly (u)-norms of the
indicator functions of the respective sets, and therefore

) I, >nllzy (o) < CPerya(igs > 1),
<

Lig_>nllzy @ < CPerya({g- > 1}).

Together with the fact that g, g_ have disjoint supports and g = g+ — g_, we get

gl = N8 12 )+ llg- ||L5/(,1)

@I)Hf 1 d fwl d ”
i |’ +H 1
0 {g+>1} Ly () 0 {g—>1}

Ly (1)
00 6, 00
<
(fo Hl{gm} Ly(ﬂ)df) +(f0 Hl{g,>,}

o
dt)
L (1)

) 00 ¢ 00 &
< (f CPer,q({g+ > t})dt) + (f CPer,4({g- > t})dt)
0 0

T Clgdliwaga)” + Clg-lrigo)”
< (Cligllwr1vg) +C”g‘”W”(V’d))

Lem[]
= (C||g||w11(vd)

Taking the ¢’-root of each side proves (6). O

3. A DIMENSIONALITY INTERPRETATION OF KISLYAKOV’S ARGUMENT

In this section, we delve into Naor-Schechtman’s discretization of Kislyakov’s argu-
ment. We pinpoint the crucial role of the two numerical parameters introduced in the
introduction : the isoperimetric dimension (Definition [I) and the Lipschitz-spectral di-
mension (Definition [3)). Fix a graph G and a geodesic metric d on V(G). In the sequel,
for u a nonzero measure on V(G) and v a fully-supported measure on E(G), we denote
by Lip, ,(V(G),d) the space of functions f: V(G) — R with E,[f] = 0 equipped with the
norm || fllLip := ||f||W1,w(d’V). It is easily seen that the map f + f —E, f is an onto isometric
isomorphism between Lip,(V(G),d) and Lip,,(V(G),d). Let Wé::[(d, v) be the subspace of
W!1(d,v) consisting of those functions for which E, f = 0. The map f — f—E,f is also
an onto isometric isomorphism between W'!(d,v) and W1 1(d V)

Recall that a bounded linear map R: X —» Y between Banach spaces is I-summing if
there exists C € (0, c0) such that

(8) ZHR(x,)n C sup Z|<x ),

)CEX*‘
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for every finite subset {x,-}f\; e X. We denote the least such constant C such that (§]) holds
by m1(R). We begin with two basic facts concerning 1-summing maps. Their elementary

proofs can be found in [DJT95| Chapter 3, Theorem 2.13].

Lemma 5.

(1) For any probability measure P, let 1| be the formal identity from L. (P) to L1(P) and
X be a subspace of Lo(P), then t1)x: X = 11(X) is 1-summing with w1(t1)x) = L.

) IfQ: W—->X, R: X—> Y, and S: Y — Z are bounded linear maps between
Banach spaces with R 1-summing, then S oRo Q is I-summing with 11(S oRo Q) <

1S 1l (R QI

The next lemma already follows from [Kis75, Proof of Theorem 3] (see also [NSO7,
Lemmas 3.4, 3.5]). We provide a shorter proof for the sake of completeness.

Recall that a Banach lattice is a Banach space (X, || -||) equipped with a partial order <
satisfying, for all @ € [0,00) and x,y,z € X,
X<y = x+z=y+g
X<y = axay,
there exists a supremum x V y of x,y, and
Ixl <yl = [lxll < Ilyll, where [x] = xV (—x).

The main examples of Banach lattices concerning us are the spaces £,,(J), where p € [1, c0],
J is some indexing set, and a < b if and only if a; < b; for all j € J.

Lemma 6. Let N € N. For any Banach lattice X and 1-summing linear map R: €Y — X,
there exists x € X with ||x|| < m1(R) and |R(v)| < x for every v € By .

Proof. Let X be a Banach lattice and R: £¥ — X a l-summing linear map. Define x € X
by x:= 3N | IR(e;)l, where {¢;}"Y | is the standard basis of ¢¥. Then we have

N -
DRG]
i=1

and for every v € By,
(58]

5]

i=1

llxll =

N N N
< Zl IREII < mi(R) sup ) Kb.edl =m(R) sup )bl =mi(R)

(11‘/ i=1 bEB[IIV i=1

N

Z ViR (e;)

i=1

N

N
<> WlIR@E)I < )" IR(e)] = x.

i=1 i=1

IR(v)| =

O

Theorem 2. Let G be a graph, Cis,,C1,Cew,C, constants in (0, 00), u a probability measure
on V(G), v a probability measure on E(G), and d a geodesic metric on V(G). Let ;5 €
[2,00) and Sspec € [1,00). If G has (u,v,d)-isoperimetric dimension 6;5, with constant Cig,,
and Lipschitz-spectral profile of dimension 6pec, bandwidth B, and constants C1,Ce,Cy,
then any D-isomorphic embedding from the Lipschitz-free space LF(V(G),qd) into a finite-
dimensional L,-space é’]lv satisfies

1 1
D > —1 (6iso )51'50 (fﬁ sfss])er*(simfl ds) iso .
2Cis0 C% Co C?’ 1

Proof. Assume that there exist N € N and a D-isomorphic embedding 7: LF(V(G),d) —
t’]lv. By scaling, we may assume that for all x € LF(V(G),d), |[xllLr < [|Tx]l; < DI|x|ILg.
The dual map T*: £Y — Lipy(V(G),d) = LipO’H(V(G),d) is an onto linear map satisfying
[IT*|| < D and, importantly,

) T*(Byy) 2 Bip, ,(v(G).d)»

which follows from ||x||Lr <||T x||; and the Hahn-Banach theorem. Denote by ¢,y : W(;’lll(v, d)—
Ls: (u) the formal identity. It follows from Theorem (I{ and the condition Wé’ﬁll(v,d) C
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ker(E,) that ||50pll < 2Cis0. Let {fj}jes be a collection of pairwise orthogonal functions re-
alizing the (u,d)-Lipschitz-spectral profile of dimension ¢ and bandwidth 3, with constants
C1,Cw,Cy. We define a linear map 7 : L(u) — R’ by

F(g) E Eulgfi)jer-

Since fj € Loo(u), for all j € J, F(g) is well-defined for all g € L,(u) and p € [1,00]. More-
over, since sup je; [ fjllLe) < Ceo, it follows that [F I, —tw() < Coo. By orthogonality
of the collection {fj}je; and because sup e ; I fjllL, ) < SUP jes 1 fillLw@) < Coo, We have that

IF |y w—6) < Coo- Since 67 < 2, the Riesz-Thorin interpolatiorﬂ theorem tells us that
F: Ly (1) — Cs,,(J) is well-defined and [|F1IL,, W—ls;,, () S Cs. We thus have a chain

of linear maps

Lsob

T _. F
€Y, = Lipy,, (V(G),d) = Wyl (v d) 5 Ly () = €, (J),
where ¢ is the formal identity from Lipo’ﬂ(V(G),d) into Wé’lll(v,d). Note that the gradient
operator Vq defines a contractive linear map Lipo’y(V(G), d) — L (v) and a linear isometric

embedding W(; ’L(v, d) — Li(v), and that we have the following commutative diagram:

Lipg,(V(G),d) ———— W, (%.d)

“ o

XCLo(V) — 2 Li(W)>DY

Here, X = Vd(Lipo’ﬂ(V(G),d)), (1 is the formal identity, ¥ = ¢;(X), and ¢ = Val oty 0 Vg.
Since v is a probability measure, the above factorization and Lemma [5] implies ¢ is 1-
summing with 71 () < 1. Similarly, by Lemma[5]again,

mU(F o tsop 0o T™) <IF |- lltsonll IT711 < 2Cis0Co0 D.
The above inequality together with Lemma@implies that there exists b € {5, (J) with
(10) Iblls;,, < 2CisoCooD
(1D \/ |F otgopotoT*(a)| < b.
acB,n
It follows from the definition of ¥ and from Definition (II]) that, for all j € J,
(12) IF(f)l = Ci%e;,

where {e}} jc; is the canonical basis of €5, (J). Therefore,

iso

a o O\ TGN 1 ej 1 ej
bl = FotgpotoT = —_ > — " = — - .
bl \/ |F o tsop0toT*(a)l \/Llp(fj) ct Y, Lip(f) C%;Llp( 1

aeB N jeJ

By taking the norm on both sides we get

1/61'50
1 1 (1Y)
= {Z m] <|blls;,, < 2CisoCooD,
Ci\ % Lip(/))

and hence

1 1/6is0
1

(13) D> . , .
zcl.sgc%coo Z Llp(fj)ézso

jeJ

3Riesz-Thorin interpolation theorem is valid for o-finite measures and can be applied in our situation since J
is countable.
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From here, we calculate the sum applying the classical formula

f \hPdo = p f P o ((h > 1)dt
Q 0

with Q = J and o the counting measure:
1 °° 1
— =9 Siso—1|[ ; J: d
jezj Lip(f;)diso ’sofo f |{] € Lip(f)) > t” !
o1 oy 1 11
:5”0‘[0\ mi{je.]. m>;}|§ds
<1
= iso fo WH j€J: Lip(f)) < s)|ds

B 1 5A‘pec
(14) @&mf — s
1

soisotl  C
y
Combining (T3)) and (T4) gives us

L (Oiso\ai (7 bopec—sio1 g5\ s
D>2Ciwc%cm(é_s:)5, (jl‘ er, S, 1ds)‘7 .

4. BRIEF REVIEW OF GRAPH MEASURES AND @-PRODUCTS

The graphs we are interested in are graphs built by taking @-product of various s-
graphs. In the first subsection we define measures on the vertex set of general graphs
induced by measures on their edge set, and in the following subsection we recall basic
properties of the @-product operation relevant to the ensuing arguments.

4.1. Edge-induced vertex measures. Let G be a graph and « = (a(e))ect) C (0,1).
When v is a measure on E(G), we get an induced measure p,(v) on V(G) defined for
x € V(G) by

(15) Ha® E D veae)+ Y ve)I - ale)).
i R
It can be easily checked that i, (v) is the unique measure on V(G) satisfying
(16) f fdpa(v) = f a(e)f(e")+(1—ale)f(e)dv(e)
V(G) EG)

for all f: V(G) — R.

Remark 3. Whenever v is a probability measure, so is uo(v). If a = % we will often
suppress notation and write u(v) for w1 (v). If v is the uniform probability measure on

E(G), we call u(v) the degree-probability measure on V(G) because, for all x € V(G), we

have
deg(x) ~ deg(x)
2EG)|  Yyevicydeg(y)’
4.2. @-products. In the sequel, an s-t graph will be a graph G equipped with two distin-
guished and distinct vertices: a source vertex s(G) and a sink or target vertex #(G), and an

orientation of the edges such that every vertex in V(G) belongs to a directed path from s(G)
to t(G).

Example 1. Let k > 2 be an integer. Let Py denote the path graph of length k with the
following concrete labelling: V(Py) := {£: 0 <i <k} and E(Py) = (52, 1): 1 < i<kl
The graph Py has k+ 1 vertices and k edges directed from the source s(Py) := 0 to the sink
t(Py) := 1, thus turning Py into an s-t graph. The graph Py is typically equipped with the
normalized geodesic metric induced by the weights dp, (e) := % for every e € E(Py).

HO)(x) =
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The next example supplies the class of graphs to which our main theorems on dimen-
sions of @-powers apply.

Example 2 (Generalized diamond graphs). Let k,m > 2 be integers. The m-branching
diamond graph of depth k, denoted Dy 1, is the s-t graph with vertex set:

V(Dim) := V(P X{L,...m}/ ~,

where (u,i) ~ (v, j) if and only if (u,i) = (v, j), oru=v=0,oru=v=1,
and directed edge set:

E(Dgm) :={([(e.DL[(e".D]) : e € E(Pr),i € {1,...m}},
with source s(Dy ) = [(0,0)] and sink t(Dy ) := [(1,0)].

Figure 1. The diamond graphs D5 and D3 4.

We typically equip V(Dy ) with the normalized geodesic metric induced by the weights
dp,,,(e) := % and E(Dy,,) with the uniform probability measure VD, (€) := ﬁ for every
eec E(Dk’m).

It seems that the first formal definition of @-product appeared in [LR10]].

Definition 4 (@-product). Let H be a graph and G an s-t graph. We define the graph
@-product of H by G, denoted H @G, as follows.

o The vertex set V(H @ G) is defined to be E(H) X V(G)/ ~, where (e1,u;) ~ (e2,u2)
if and only if
- (e1,u1) = (ez,u), or
- el =e;, u =1(G), and up = 5(G), or
- e =ej, u = (G), and uy = t(G), or
- e] =e;, u1 = s(G), and uz = s(G).
For (e,u) € E(H) X V(G), its equivalence class in V(H @ G) is denoted by e @ u.
o The directed edge set E(H@G) is defined to be {(e@ f~,e@ f*) : (e, f) € E(H) X
E(G)}. We denote the edge (e@ f~,e@ f*) by e@ f.

Remark 4. The assignment (e, f) — e f defines a bijection E(H) X E(G) —» E(H@G).
With our choice of notation, it obviously holds that (e@ f)* = e f*.

It is routine to check that H @G satisfies our standing assumptions on graphs (finite, con-
nected, directed, with at least one edge, and without self-loops or multiple edges between
the same pair of vertices) since H and G do.

There is a canonical injection V(H) — V(H @ G) given by e¢* — ¢@#G) and e~ —
e @ s(G) for every e € E(H). The domain of this map is all of V(H) since every vertex is an
endpoint of at least one edge, and it is well-defined by the definition of the equivalence re-
lation ~ defining V(H @G). We treat V(H) as a subset of V(H @G) under this identification.
If H is an s-t graph, then H @ G inherits an s-¢ structure under the choice s(H @ G) := s(H),
t(HoG) :=t(H).
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$(Dao @ Dyo) t(Da2 @ Dyo)

FiGure 2. The @-product Dy, @ D5 = D%.

Let H and H’ be graphs. Recall that a graph morphism is a map 6: V(H) — V(H")
that preserves directed edges, i.e. (8(e™),0(e™)) € E(H’) for every e € E(H) (we adopt the
convention that all graph morphisms are directed). In this case 6 induces a well-defined
map (still denoted ) from E(H) to E(H’) satisfying 8(e)* = 6(e*). Let G and G’ be s-t
graphs and 6: V(G) — V(G”) a graph morphism. If 8(s(G)) = s(G”) and 6(¢(G)) = #(G’), then
0 is an s-t graph morphism. Let 8y : V(H) — V(H’") be a graph morphism and 6 : V(G) —
V(G’) an s-t graph morphism. We define the @-morphism 0y @65: V(HoG) — V(H' @G’)
by

By @605)(eou) :=0gy(e) @05 (u).

It can be easily verified that 8y @ 0 is a well-defined graph morphism.
4.3. @-measures on @-products. Let H be a graph and G an s-t graph. When vy and
v are measures on E(H) and E(G), respectively, we define the @-measure vy @ vg on
E(HoG) by

def
17) (Ve @vG)(e@ f) = vule) - va(f).

Remark 5. Obviously, under the identification E(H@G) = E(H) X E(G), the @-measure is
simply the product measure.

Combining and(T7), we obtain a simple identity below that will be used repeatedly

in the sequel. For e¢g € E(H), we define the contractions along eg of S C V(H@G) and a =

def def def
(€@ MeofeEmoc) C0,1) by S,y = (x€V(G): ep@x €S} and @y = (@ey(f))feEG) =

(a(eo @ f)) fee(G)- Then, for all § C V(H@G) and (a(e @ f))eofeeHoc) C (0,1) we have

(18) Ha(VvH@VG)(S) = Z va(O)a, (VG )(S o).
ecE(H)

Given measures vy and ug on E(H) and V(G), respectively, Riesz’s representation the-
orem guarantees that there exists a unique @-measure vy @ ug on V(H @ G) satisfying

(19) f fdvroug) = ( fle@x)dug(x)|dvy(e)
V(HoG) E(H) \JV(G)

forall f: VIHoG) — R.
Using (T8) with @ = 1, we see that (T9) implies

(20) HOvgove) = v @ u(ve)

whenever vy and vg are measures on E(H) and E(G), respectively.
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4.4. @-metrics on @-products. Let H be a graph and G an s-t graph. Let dy and dg be
geodesic metrics on V(H) and V(G), respectively. We define the @-geodesic metric dg @dg
to be the unique geodesic metric on V(H @ G) satisfying

21 (dr @dg)(e@ f) = du(e) - da (/).

foralleo f € E(H®G).
Observe that for any u,v € V(H) c V(H @ G), it holds that

(dy @dg)(u,v) = dp(u,v) - da(s(G), 1(G)).

Hence, if the geodesic metric on G is normalized, i.e. dg(s(G),#(G)) = 1, then the canonical
inclusion of (V(H),dy) in (V(H@G),dyg @dg) is an isometric embedding. Note also that
for any e € E(H) and u,v € V(G), it clearly holds that

(dyg@dg)(e@u,e@v) =dgy(e)-dg(u,v).

5. ISOPERIMETRIC DIMENSION OF @-PRODUCTS AND @-POWERS

The main goal of this section is to compute the isoperimetric dimension of @-powers of
graphs. This is accomplished with Theorem[d} To prove this theorem, we study the behav-
ior of isoperimetric ratios under @-products. In Definition [I]and Section 2] we considered
measures on the edge and vertex sets that were independent of each other. In our study
of the isoperimetric dimension of @-products we require a certain compatibility condition
between the two measures. In some sense the measure on the vertex set is governed by the
measure on the edge set.

For G a graph, a probability measure v on E(G), a geodesic metric d on V(G), § € [1, ),
and @ = (a(e)).ce.) C (0,1), we define the isoperimetric ratio of S € V(G) by

def Perg,(S)
(22) Qdrvas(S) = . —.

min{ue (V)(S), Ha(V)(S )} 5
Thus, G has (uq(v), v,d)-isoperimetric dimension ¢ with constant C if gq,,,5(S) > 1/C for
all § c V(G).
Since obviously 9(S) = 9(S ©) and thus Perg, (S) = Pery, (S €), it is certainly true that

‘]d,v,a,é(S) = maX{Qd,v,a,(S(S ) C?d,v,a,é(Sc)}
where for all @ # S c V(G),

23) Goao(s) & LS
L))

Note here that for all S # 0, u,(v)(S) # 0 since v is fully supported and a(e) > 0 for all
e € E(G). We will conveniently referred to (23)) as the ~-isoperimetric ratio. First we prove
a general lemma showing that, in order to lower bound isoperimetric ratios, it suffices to
consider only connected subsets. Recall that a subset S of V(G) is connected if any two
vertices x,yin S can be connected by a path made of vertices in S. If § € V(G), a connected
component of S is a maximal connected subset of S .

Proposition 1. Let G be a graph and v a probability measure on E(G). Let a = (a(€))ecEG) C
O,1) and S C V(G) with ua(v)(S) < ue(v)(S) and let S1,S 2,...,S n be its connected com-
ponents, then

Qd,v,é,a/(s) > m_in Qd,v,é,a(Sj)-
1< j<n

Proof. Since the boundaries of S ;, j=1,2,...,n, are pairwise disjoint, it follows that

Z?‘:l Perd,v(Sj)
Qd,v,&a(S) = R
o

(1) ()8 )

Thus the proposition follows from the following claim.
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Claim 2. Let 0 <r< 1, neN, ay,...,a, non-negative numbers, and by,...,b, positive
numbers. Then
n a; a
i=14j . i
(24 = > min b—;
n <J< .
(Zpiby)  Tob
Proof of Claim[2}
l/r n , n
i L ry" < ,
it iy Z Zb mn ) <) < e
j= j=
where in the last inequahty we used that r € (0, 1]. O

O

5.1. Behavior of isoperimetric ratios under @-products. Throughout this subsection,
fix an isoperimetric exponent ¢ € [1,00), a graph H, an s-t graph G, probability measures
vy and vg on E(H) and E(G), respectively, and geodesic metrics dg and dg, on V(H) and
V(G) respectively. We assume that dg is normalized, meaning dg(s(G),#(G)) = 1.

First let us introduce some convenient and simplified notation. We will simply write
Pery, Perg, and Pergqg for Pery, q,,, Per,; d;, and Per,, oy, .d;0q- T€SPectively. Similarly,
for (a(e))ecEHoG)s B(€))ecEH), (Y(€))ecEG) C (0,1), we will omit references to the (fixed)
metrics, measures, and isoperimetric exponent, and we will abbreviate the isoperimetric
ratios qd,edg,vyove.s.a> 4dy.ve.68> Ad Gdg.vg.6ys BY GHoG o> qHp. and gg,y, respectively. We
apply the same rules for the ~-isoperimetric ratios. The induced measures u,(vy @ vg),
H1g(ve), and 1, (vg), will be shorten to ugeG, o, fH,g, and ug,, respectively.

We start with a first intuitive lemma which says that the ~-isoperimetric ratio of a
nonempty subset S of H @G contained entirely inside a copy of G (and not containing
the end vertices) is up to some natural scaling factors and appropriate weights the ~-
isoperimetric ratio of S considered in G. For e € E(H) and S C V(G), we define the /ift of
S in the e-th copy of G by e @S :={e@x: x€ S} Cc V(H®G).

Lemma 7. For every (a(e))ecEHoG) C (0,1), eg € E(H), and § € V(G)\ {s(G),H(G)} with
S #0,

vi(eo)?
du(eo)

Proof. Since S does not contain the endpoints we have dgpc(eg @ S) = eg @ dg(S), and
thus

6~]H@G,a(eO@S) Gaq) (S).

_ vr(eo)vg(e) _ vu(eo)
Pergoc(eo@S) = eeés) dneodo@ ~ dnteo) Perg(S).

Equation (T8)) tells us that upoc.e(e0@S) = VH(€0)UG ap, (S ), Which yields

vi(eo)
T PerG(S)  yy(e)s

[VE(e0)UG.ar, sy duleo)

GHeGa(eg@S) = 4Gy (S)-

O

The next lemma is our main technical observation for isoperimetric ratios of subsets
containing both endpoints of at least an edge in H. We need one more piece of notation
pertaining to lifts of edges of G. For e € E(H), we define the lift of F C E(G) in the e-th
copyof GbyeoF:={eof: fe F}C E(HoG).

Lemma 8. Let @ = (a(e @ f))eoreEHosc) C (0,1) and S CV(H@G), with ireco(S) < % If
there exists ey € E(H) such that {66,63} C S, then at least one of the following conditions
(a) and (b) hold.

(a) SU(eo@S¢,) # VIH@G) and qHoG.q(S) > qHoG.o(S U(eo@S¢)),
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or
1
o -
(b) QoG .a(S) > B GG o, (SE,)-

Note that in (a) the complement is taken in V(G), i.e. S := V(G)\S ¢, ={x€ V(G): e9@x ¢
S}

Proof. Assume that there exists eg € E(H) such that {ea,e(‘;} c §. We will prove that if (a)
does not hold then (b) holds.

In the case that S U(ep@S ¢ ) = V(H@G), and thus S = e @S¢, Ceo@(V(G)\{s(G),H(G)}),
it follows that

1
Lem[l vg(eg)s _
41106.0(5) = 4Ho6.a(S%) = GHoG.a(€0@SE) > =G 40 (SE,),
dp(eo) 0

yielding (b).

So we assume that S U(ep@S¢) # V(H@G) and gHoG.(S) < qrec.o(S U(eo@S5)).
Necessarily Sg  # 0. Letting S :=SUl(ep @S¢,), we can also assume without loss of gen-
erality that

- 1 -
(25) HHoG,a(S) > 3 > 1HoG,o((S)°)

since otherwise

& ve(eg)
Perpoc(S) _ Pernec(S) - el Perg(S «)

qH@G,(l(S) = ol ol
HHGo(S) 7 HHG,a(S) 7
Pergog(S)
< % = qHoG.o(S),

HHeGa(S) 3

contradicting our assumption. If we let

vi(eo) - vi(eo)
dp(eo) " dg(eo)
by = /«lH@G,{z(SC) - VH(eO)/lG,(teO (S 50), by = VH(eO)ﬂG,(yeO (Sgo)’

ay :=Pergec(S) - Perg(S,), a Perg(Se,),

then
al+ap Pery G(S) Pery, G(S)
T = T < — - — = GHoG.o(S),
(b1+b2) 7 UHEG(SY) T min{upec,e(S9),UHeG..(S)} 7
and
vi(eg) ~
a) Perpoc(S)— dZ(e?)) Perg(S 20) Pergoc(S) @) ~
L= _ 222 06.4(S).
b’ (UG, (S ) = VH(€0)UG ary (SEy)) HHeG,o((S)) 3
By our assumption, we have
ay+ap a
(26) <
(b +by) o b’
Then by Claim[2]in the proof of Proposition[I} it follows that
an al+ap
@7 N ——
b’ (b1 +by) 7
which gives (b) after substitution. O

The next theorem is our main result on isoperimetric inequalities. It relates isoperimetric
rations of H@G in terms of geometric parameters of H and G and their isoperimetric ratios.
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Theorem 3. For ¢ € [1,00), a graph H, an s-t graph G, probability measures vy and vg
on E(H) and E(G) respectively, and geodesic metrics dg and dg, on V(H) and V(G),
respectively, with dg normalized, we have

min inf S)>
SCV(HeG) 06(01)5(11@6)6111@0’“( )2
S#0 ’

1
. . vh(e)s . . -
min4 min - min inf  Gga(S),
ecE(H) dy(e) sms<c),r@<G>>:® ae(0,1)E©)
S#

min inf . min
SV ae(0,1)EH gp,(S) 1SN{SG)HG))I=1

Perg(S )}

Proof. For convenience let us introduce the following parameters for H, G, and H 2 G:

def

G = min Perg(S),
p ISN{s(G),HG)}I=1
3 def  hin inf  Gga(S),

SN(G).UGN=0 ge(0,1)E©G)
S#0

1
det . vm(e)s
= min

ecE(H) dg(e)’

gk min inf gra(S), for K € {H,H2G).
SV 00,1

Let @ = (a(e))ecEHoG) C (0,1) be arbitrary. For each S ¢ V(HoG) with § ¢ {0, V(HoG)},
define

NS)Ele e EH) : {e™,e*) NS =D but (e@V(G)NS # 0|

+{e€ E(H):{e",e"}C S but (e@V(G)) ¢ S}
We will prove that

(28) qHoG.o(S) > min{py - 4. qH - PG}

by induction on N(S') € NU{0}. As we will see, the base case N(S) = 0 requires as much
work as the inductive step. Note that N(S) = N(S¢), and hence by passing to S¢ if neces-
sary, we may assume that ugoc.o(S) < % without changing the value of grego(S) or N(S)
(which are the only two quantities that matter).

Assume that N(S) = 0. Noting that |[S, N {s(G),#(G)}| =1 & e € dy(S NV(H)) and
because N(S) = 0 we have

Inoc($)= ) (e@du(S.),

e€dy(SNV(H))

and thus
vy (e)

(29) PeryoG(S) = dH o Pere(se).

ecop sV “H\€
It follows from (T8)) that

ui106.0$) BN Vi (S
ecE(H)
B S o+ D vaouen S+ Y. vi@ucaSo),

ecE(H) ecE(H) ecE(H)
e etes eteS,e—¢S e~eS,eteS
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where the last equality follows from the assumption that N(S) = 0, and thus that e*,e” € §
implies that S, = V(G), and e*,e” ¢ S implies that S, = 0. Hence after defining

% ifet,e-€S,oret,e” ¢S,
def

B(e) = ,uG,are(Se) ifet € S,ande” ¢S,
1—4Ga,(Se) ifet¢S,ande” €8,

we get

B0 HroGaS)= Y. va@BE@+ Y. v -pe) B (s nvi).
e€E(H), ecE(H),
eteSNV(H) e~ eSNV(H)

Combining (29) and (30}, we obtain
Per S
Gr106.0(S) = —o2tieeG)_
HHeG,a(S) 3
9,50 Yecdn(SOVH)) 5’;—8 Perg(S.)
- 5-1
uap(SNV(H)) s
S Pery(S NV(H))- pc
z o—1
uap(S NV(H)) s
=qupS NV(H)) pc > qu - pc,

where in the last equality, we’ve used the fact that ugg(S N V(H)) @ AHeG.o(S) < % In-
equality (28] follows in the base case N(S) = 0.

Now we prove the inductive step. Assume N(S) > 0 and that (28) holds for all S’
V(HoG) with S’ ¢ {0,V(H2G)} and N(S’) < N(S). Of course, in this situation we have
two cases: (I) there exists e € E(H) with {e",e™} c S but e@ V(G) ¢ S, and (II) there exists
ee€ E(H) with {e",et}NS =0 but (@ V(G))NS #0.

Assume that (I) holds. Let e € E(H) such that {e; ,eg }C S buteg@V(G) ¢ S. Then,
setting S" :=S U(eg@S ¢,) (and recalling that we may assume poG,ao(S) < %), Lemma
implies that one of the following holds:

(@) §" ¢{0,V(H2G)} and GroG.o(S) > qHoG,a(S”).

() qHG.o(S) = pH - G-
Since N(S’) = N(S) — 1, if (a) holds, then we get (Z8) by the inductive hypothesis. If (b)
holds then we get (28) automatically. This completes the proof for case (I).

Now assume that (I) holds. Let B be a connected component of S with grec.o(S) >
qHoG «(B), which exists by Proposition Note that oG .o(B) < HHeG(S) < % Consider
the set F :={ee€ E(H) : {e",et}NB=0but (e@V(G))NB # 0}. Since B is a connected
component, necessarily |F| € {0, 1}. Therefore exactly one of the following two subcases
must hold: (i) |F| =1, i.e. there exist e € E(H) and B’ c V(G) \ {s(G),#(G)} such that
B=eoB ,or(ii) |[F|=0,ie. {ecEH):{e,et}NnB=0but(e@V(G)NB+0}=0
. Assume that (i) holds. Then Lemma implies groG.o(B) > pH - §g. and (28)) follows.
Finally, assume that (ii) holds. Then the following is true.

e Since B C S is a connected component,
{ecEH):{e,e"}cBbut(e@V(G) ¢ B)clec E(H):{e ,et}c S but (e@V(G)) ¢ S}.
e Since we are in case (II),
{eec E(H):{e",e*}NS =0 but (e@ V(G))NS # 0} £ 0.
e Since we are in subcase (ii),

{ec E(H):{e et} nB=0but(e@V(G)NB+0}=0.
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These three items together with the definition of N(S'), N(B) imply N(B) < N(S). Hence
(28)) holds by the inductive hypothesis. This completes the proof of the inductive step in
all cases. O

5.2. The isoperimetric dimension of @-powers. In this subsection, we again fix an isoperi-
metric exponent d € [1,00), an s- graph G, a normalized geodesic metric dg on V(G), and
a fully supported probability measure vg on E(G). We retain the same notation from the
previous subsection.

Definition 5 (o-powers). Given an s-t graph G, we define its n-th @-power G®" for n € N
recursively as follows: G' := G and G?"*! := G?" 0 G.
Remark 6. It holds that E(G®") = {@’}.zlej : {ej}:le € E(G)}, where ®;f=16j is defined in the
obvious way.

Recall the following notation from the previous subsection:

Pervgn,d ()

qgen o = min

SSVGen) . 5
s#0  min {ua(v?;”)(S),/la(vgn)(SC)} ’
qgon = inf qGon o
@e(0,1)EG?
Je = min inf  Ggo(S).

- SN{s(G),1(G)}=0 QE(O,I)E(G>
S0

We characterize precisely when a @-power admits a uniform lower bound on the isoperi-
metric ratio.

Theorem 4. Let G be an s-t graph and assume that |V(G)| > 2. Then the following condi-
tions are equivalent:

(1) There exists ¢ > 0 such that for all n € N,
Pervgn ’dgn (S )

min 5T =2 C
scvGeny K3
s%0  min {,u(vgn)(S ),,u(vgn)(SC)} °
(2) 1
3
def . VG(E) def .
— > = > .
«eB(6) dg(e) Fand po Jin, - Petvdg ®)>1

ISN{SGHG=1
(3) There exists ¢ > 0 such that for all n € N,
. . Pervgn,d 6 (S)
inf min >c.
a€(0 l)E(GQ") SCV(Gon)
’ S#0

-1
P

min {1, (V2")(S ). pta (V3" )(S )
Moreover, in both (1) and (3), ¢ can be taken to be
min{Per,; 4,(S): 0 # S < V(G)}.

Proof. We retain the notational conventions from the previous subsection, e.g., Pergen
means Pervgn’dgn and pgen , means /Ja(vg").

The implication (3) = (1) is immediate, and the implication (2) = (3) holds by
induction, using Theorem 3] Indeed, let

¢ < min{Per,, 4,(S): 0% S C V(G)}.

Then clearly g > c. Moreover, g, > ¢ and assuming that ggen > ¢, for some n € N, we first
observe that

1 1
3 3
def Vion(€) (Rem. BATHAET) , [Tz v (e)) g

on — _— = e —
ke ecE(G2") dgon(e) e1,e2,...en€E(G) H?Zl dg(e)) -
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and then by applying Theoremto H = G°" and G, we obtain from the induction hypoth-
esis that

qGon+1) > min{pG@n . Z]E;,qGQn . pc} > min{Z]g,qu} 2> C.
It remains to prove that (1) implies (2), which we do by contraposition. Assume that

(2) does not hold, so that pg < 1 or pg < 1. Assume first that pg < 1. Let e € E(G) such

1
that % <1.SetS := V(G)\{s(G),#(G)} # 0, and S, := ¢®" @S C V(G?"@G) for n € N.
Since v is fully supported and E(G) has more than two edges, vg(e) < 1. From this we

get
Hgenn ($) = figor (€7 08) BV (9) = vele) () = 0.

Therefore, for n sufficiently large, tgeon+1(S,) < % Using this we get, for all n sufficiently
large,

V®n(€®”)% Perg(S ve(e)s \" Per(S
dgores 1 Sn) = Ggarn 4 () "D 2 @ o =( c;;(())) o o0
G € uG(S)s G ] uG(S)s

This shows (1) in the case pg < 1.
Now assume that pg < 1. Choose any S C V(G) with |S N {s(G),#(G)}| =1 and

Perg(S) = min{Perg(B): BC V(G),|BN{s(G),1(G)}| =1} < 1.

Without loss of generality we may assume that s(G) € S and #(G) ¢ S. The set S must be
connected, because otherwise the connected component of S containing s(G) would have
strictly smaller perimeter. By the same reasoning, since Perg(S €) = Perg(S), S must also
be connected. We consider 2 cases: either S or S¢ is a singleton, and neither S nor S€ is a
singleton.
Case 1: Either S or S€ is a singleton.

We will only treat the case that S is a singleton, since the argument in the other case is
identical. Then we have that § = {s(G)}, and hence by our convention of the orientation of
an s-t graph,

vg(e)

31 =P “h= |

. > Perg((5(G))) Z() 4o
e~ =s(G)

Let eg € E(G) such that e¢; = s(G) and such that there exists e; € E(G) with ¢} = eg
(such an edge ep must exist since V(G) has more than 2 elements). We define, for n € N,
n=2,

Sp:=eg@ V(G c V(GoG?" ) = (G,
It holds that

dgon(Sn) = {fi0 @0 fn € E(G?): fi = ef.f = 5(G) for2< j<n}
<

J
Ulfie 0@ fy € EG™"): fi # eo. f; = s(G) for 1 < j<n).
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Note that at least the first of above two sets cannot be empty by choice of ¢p. It follows
that

n—1 n—1

vg(e) vg(f) vg(e) va(f)
Pergen(S,) =
e;@ dg(e) feza:m da(/) ecE@)\leg) dg(e) feza;s) dg(f)
em=¢f f7=5G) e~ =5(G) Fm=s(G)
n—1
_ vg(e) N Z vg(e) vG(f)
ecEG)\eg) dg(e) ¢cE(G) dg(e) FEEG) da(f)
e~ =5(G) e’=ea f~=5(G)
- W6t 5 29 fpergasany D o,
eEG)\leg) dg(e) ¢€E(G) dg(e) n—ee
e~ =s(G) e =et

0
Thus, the proof that (1) is not satisfied, is complete in this case if we can verify that

inf min{pgen (S ), ugen(Sy,)} > 0.

neN
First note that
igon(S 1) = Hon(eo @ VG B v eo)pigoun (VG = vi(e) > min vG(e)> 0.
Secondly, there must exist e> € E(G) with €] = #(G) and e; # s(G), from which it follows

that e @ e2 @ V(G?"2) is a subset of V(G @G @ G2"~?) = V(G?") disjoint from S, and
thus

Hgon(S) = pgen(e2@e2@ V(G®”_2)) @ vgz(ez @ey) > min vG(e)2 > 0.
e€E(G)
Case 2: min{|S|,|S°|} = 2.

Since S and S ¢ are connected, there exist e1, e, € E(G) such that el ef €S and e, e; eSe.
We define S, € V(G?") recursively for all n € N. Let S := S and

Swii= | ) e0s), cV(GaG™M),

¢cE(G)
where
V(G e,et €S
§ 0 e ,et ¢S
S e"e€S,etgsS’
s eteS,e ¢S

’

In particular we have S,

=V(G®)and s,

= (. For all n € N, we have

Ogom1)(S nt1) = U e@dgenS, .

e€dgS
and thus
vg(e) ) vg(e)
Pergont1 (S ps1) = Z dG( )PerG@n(Sw) = Z dG( )PerG@n(S,,) = Perg(S)Pergen(S ),
ccogts) 96 eedg(s) 0

from which we deduce by induction that

Pergen(S ) = Perg(S)" — 0.
n—oo

On the other hand,

/lG@n(Sn) = ,LlG®n( U edS
e€E(G)

’
n—1l,e

)>llG®ﬂ(€1 N

’
n—1,eq

) = pigon (e1 2 V(G2 ) B ey,
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and observing that S}, = cg ) €@[S .1, a similar argument shows that ugen(S},) > v(e2).
Combining these last three estimates yields

qGQn’%(Sn) njoo 0,
proving the negation of (1). O

We immediately get the next corollary, which characterizes the isoperimetric dimension
of G®" in terms of easily verifiable conditions on G.

Corollary 1. Ifan s-t graph G satisfies |V(G)| > 2, then the following are equivalent:
1
(1) ForallneN, G has (p(v®”) v d®”) isoperimetric dimension 6 = eeE(G) lgggj/%
with constant C < Sm‘gé Per,; d45(S )_ .
)

(2) There exist 5 € [1,00) and C € (0, 00) such that, for all n e N, G°" has (;1(1/@") v d®”)
isoperimetric dimension & with constant C.
(3) Srglvl(g) Pery; 4,(S) > 1
ISA(SGLHGI=1T
5.3. Applications. In this section we show how to apply the results in Section [5 to two
important sequences of graphs.

5.3.1. Isoperimetric dimensions of diamond graphs. Let k,m > 2 be integers. Recall from
Example [2 that the m-branching diamond graph of depth &, Dy, is equipped with vp,,
the uniform probability measure on E(Dy,,) and de,m the normalized geodesic metric on
V(Dg,m). It can be easily verified that PeryD (S ) > 1 for every S c V(Dg,,) with
|A N {s(Dgm),#(Drm)}l = 1. Indeed, by symmetry and the fact that connected components
of § have smaller perimeter than S, it suffices to check the inequality assuming that S is
connected, s(Dg,,;) € S, and #(Dy,,) ¢ S. It is clear that any such set S must be a union
of directed paths {Pi}{zl, 1 < j < m, starting at the common vertex s(Dy,,) and ending at
non-neighboring vertices. It is easily seen that PerVDk,m,de’m (S) =1 in this case. It is also

m
lear that P $)™' < =, and thus by Corollary 1| t that:
clear tha oqusllga‘}(G) ery;.dg(S) > and thus by Coro ary we get tha
Corollary 2. Forall, k,m>2 and all n € N, D®" has (;1(1/@" gz d®” -isoperimetric
dimension 1+ @ with constant C < 5. In particular, the classtcal bmary diamond graph
D, has (/J(VD?n),chlan,dD?n)-isoperimetric dimension 2 with constant C < 1

5.3.2. Isoperimetric dimensions of Laakso graphs. Let La; denote the level 1 Laakso
graph (originally studied by Lang and Plaut [LPOI, Theorem 2.3]) depicted in Figure [3]
We give labels to the vertices as V(Lay) = {s(La1) = uo,u1/4, u1/2+, 412, u3/4,u1 = t(Lay)}
so that the edge set is

E(Lay) = {(uo,u1/4), (u17a,u1y2+), 174, u1/2-), (U124, u3/4), (U1 2, u3/4), (U374, U1)}.
U2

s(La) = uy wy = t(La)

'ulj_iQ,

Ficure 3. The Laakso graph La;.
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Equip V(La;) with the normalized geodesic metric di 5, (e) := % for every e € E(Lay). If
VLa,,u 1S the uniform probability measure on E(La;), then Per,,l_al’wdLal ({s(Lap}) = % and
thus by Corollary [1| there is no § < co such that La, := La?" has (”(V?;l,u)’v?:l,u’d?;l -
isoperimetric dimension ¢ with a fixed constant C € (0,00). However, if v, ) is the
probability measure on E(La;) defined by vi4, p(e) := % if e € {(uo,u1/4),(u3/4,u1)} and

Via,,ple) = % otherwise, then it is easy to check that PerVLa],pdeal (S)>1foreveryd#S C

V(La,). Therefore, since }giﬁﬁ; = %, Corollary gives:

Corollary 3. There is C < oo such that, for every n € N, L, has (H(Vfghp)’vgm’dfgl -

isoperimetric dimension % with constant C < co.

6. LIPSCHITZ-SPECTRAL PROFILE OF @-PRODUCTS AND @-POWERS

The main goal of this section is to compute the Lipschitz-spectral profile of @-powers of
s-t graphs G when E(G) is equipped with the uniform probability measure (Corollary [).
This result will be obtained as a particular case of a more general study of the Lipschitz-
spectral profile of @-products (Theorems [5]6][7). Throughout this section, fix an integer
k>2.

Remark 7. We remark that none of the results of this section require the vertices in an s-t
graph G to lie on a directed edge path from s(G) to t(G), the results apply to more general
graphs.

6.1. Operators between function spaces. We introduce various operators between func-
tion spaces that we use to build orthogonal sets of Lipschitz functions on @-products. The
first two operators are @-products and barycentric extensions of functions. These operators
are defined whenever the relevant graphs are s-t.

Definition 6 (@-products of functions). Given a graph H, s-t graph G, and functions h :
EH)-> R, g1:V(G) >R, g2: E(G) - R with g1(s(G)) = g1(1(G)) = 0, we define ho g :
VIH2G) > Rand ho gy : EH2G) - R by (hogi)(e@u) :=h(e)-g1(u) and (h@ g>)(e@
e’):=h(e)- gx(e’). Note that h@ g is well-defined because g1(s(G)) = g1(t(G)) = 0.

Given a real-valued function f on V(H), a barycentric extension operator will return a
function on V(H @ Py) by taking a natural barycentric combination of the values of f at the
two corresponding vertices of H where each copy of Py is attached.

Definition 7 (Barycentric extension). Given a graph H and function f: V(H) —» R, we
define its barycentric extension B(f): V(H@P;) —» R by

B(fHw) = (1-Hfe)+Lf(e)
Sforallu= e@é e V(HoPy).

The next two operators, pullbacks and conditional expectations, require a graph mor-
phism 6 : V(G) — V(G’) and a measure ug on V(G) rather than an s-f structure.

Let G, H be graphs and 6 : V(G) — V(G’) a graph morphism. We define o() to be the
o-algebra on V(G) or E(G) generated by 8. That is, the atoms of o(f) are preimages of
singleton subsets of V(G”) or E(G’) under 6, and o7(9) is generated by these atoms.

Definition 8 (Pullbacks induced by graph morphisms). Let G, H be graphs and 6 : V(G) —
V(G’) a graph morphism. For a given function f € RVC), we define its pullback by 6*(f) :=
fo0eRY D, Since 0 is a graph morphism, it induces a well-defined map 0 : E(G) — E(G"),
and thus we get a pullback operator 6" : RE(G) _ RE© given by the same formula.

Remark 8. A function on V(G) or E(G) is o(6)-measurable if and only if it is in the image
of 6".
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Definition 9 (Conditional expectations induced by graph morphisms). Let G,G’ be graphs,
0:V(G) = V(G’) a graph morphism, and vg a measure on E(G). We define Effc to be the
conditional expectation with respect to the measure space (E(G),0(0),vg). That is, for
every g: E(G) - R, EeG (2) : E(G) — R is o(0)-measurable and satisfies

f h-ES, (g)dv = f h-gdvg
E(G) E(G)
for every o (6)-measurable h : E(G) — R.

6.2. Strongly orthogonal sets of Lipschitz functions on @-products. The following def-
inition is the crucial strengthening of orthogonality needed to study Lipschitz-spectral pro-
file of @-products.

Definition 10 (Strong orthogonality). When H is a graph and f : V(H) — R is a function,
we define the induced edge-functions f_, fi : E(H) = R by f_(e) := f(e™) and fi(e) :=
f(e™). For vy a measure on E(H) and f,g : V(H) — R, we say that f,g are strongly vg-
orthogonal if f;,,8., are orthogonal in Lo(E(H),vy) for all e1,&> € {—,+}. We say that a
set of functions F c RV is strongly vy-orthogonal if f,g are strongly vy-orthogonal for
all f+ge€F.

Remark 9. It follows easily from that strong vg-orthogonality of f,g: V(H) - R
implies orthogonality of f,g in Ly(V(H),u(vy)), and this is all that is needed as far as
Lipschitz-spectral is concerned. However, for our inductive argument to close in the proof
of Theorem 5] we need to consider strongly orthogonal sets of functions.

The main goal of this subsection is to extend a given strongly vgy-orthogonal set of
functions on V(H) to a strongly vy @ vg-orthogonal set of functions on V(H @ G) with
control on the L, L., and Lipschitz norms of the functions. To do this, we must work
with a special class of graphs G.

For G an s-t graph, a graph morphism r : V(G) — V(Py) is called a Pg-collapsing map
if 771({0}) = {s(G)} and 7' ({1}) = {#(G)}.

Example 3 (Pj-collapsing map for diamonds). Let k,m > 2 be integers. Recall from Ex-
ample |2| the diamond graph Dy, with vertex set V(Dim) := V(Pr) X {1,...m}/ ~, where
(u,i) ~ (v, j) ifand only if (u,i) = (v, j), u=v=0,oru=v=1. The map n: V(Dyn) = V(P)
defined by n([(u,0)]) := u is a Py-collapsing map. See Figure[d)

s(Py) ® ° o t(P2) s(P;) @ ® * o i(P;)

Figure 4. The s-t graphs Dy 5 and D3 4 and their Pi-collapsing maps 7.

Definition 11. Let H be a graph and G an s-t graph with Py-collapsing map n. Let
Fi c RV gy cREHD py c RVO) pe sets of functions with f3(s(G)) = f3(#(G)) = 0 for
every f3 € F3. Then we define the collection of functions F (F1, F,, F3) c RVH20) py

F(F1,F2,F3) = ((idgon) o B)(F1) U (F2 @ F3).
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Ficure 5. Construction of the set % (Fy,F,,F3) from the sets F| =
{¢), F2 = {Y1,¥2.¥3,¢4} and F3 = {¢}. The set .F (Fy, F2, F3) consists of
the top right function ((idp,, @n)* o B)(¢) and the bottom row of func-

tions Y| @, Y2 @ P, Y3 @ P, 4 @ P.

In the above definition, (idg @7)* o 8 should be thought to transfer the set of functions
F on V(H) to the set of functions ((idyg @ 7)* o B)(F1) on V(H @G) in a natural way that
preserves Li, Lo, and Lipschitz norms and also (8, vy, vp,)-orthogonality. The second set
F>@ F3 will be strongly orthogonal if F, and F3 are each strongly orthogonal, and F> @ F3
will be strongly orthogonal to ((idy @ m)* o B)(F1) if F3 C ker(]EZa(VG)) for all @ € A. See
Figure [5] for an example when H = G = Dy. By repeating the procedure demonstrated
in this figure, one may obtain orthogonal sets of functions F, C Lz(D%) witnessing the
Lipschitz-spectral profile of D% having dimension 2, bandwidth 2¥, and uniform control
on the constants. Readers who are interested only in the diamond graphs D% may wish to
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provide these simpler details for themselves and avoid the technicalities presented in the
remainder of the section (which are necessary for our result on general @-products).

The next three theorems establish the precise facts needed to calculate the Lipschitz-
spectral profile. We save the proofs until the ensuing subsection. After stating the theo-
rems, we give as a corollary a lower bound on the Lipschitz-spectral profile of @-powers
for certain graphs, such as the diamond graphs.

Theorem 5 (Preservation of strong orthogonality). Let H be a graph, G an s-t graph with
Pi-collapsing map n, and vy, vg measures on E(H), E(G). Suppose that

o F cRY® s strongly vy-orthogonal,

e [, c REWD) jg orthogonal in Ly(E(H),vy), and

o F3 c RV js strongly vg-orthogonal and (F3)_,(F3),C ker(E7).
Then F (F),F,,F3) c RV(H@O) g strongly vy @ vg-orthogonal.

Letg;:= (%, %) be the jth edge of P;. We say that a measure vp, on E(Py) is reflection
invariant if vp (&;) = vp (er—j+1) forevery 1 < j < k. Itis easy to see that, if vp, is reflection
invariant, then the induced measure u(vp,) on V(Py) is also reflection invariant in the sense
that u(vp, (1) = (v, /(") for every 0 < j < k.

For H a graph and F c RV we say that F has the edge-sign property if f(e™)- f(e*) >
0 for every f € F and {e¢",e"} € E(H). Whenever u is a measure on a set S and p €
[1,00], we write inf||F||Lp(ﬂ) and sup||F||Lp(,1) to denote inf rep ||f||Lp(#) and SUp e ||f||Lp(”),
respectively.

Theorem 6 (Preservation of edge-sign property and L, Lo,-norms). Suppose that H,G,m,vy,vg
are as in Theorem[3] Suppose

o Fi cRY® s any subset,

o Fr c REWD is any subset, and

e F3cRVO satisfies F3(s(G)) = F3(t(G)) ={0}.
Then
(32)
Supll.Z (F1, F2, F3)|l Lo (vyoutvg)) = MaxX{Sup |F 1]z gy SUP I F2ll Lo (viy) - SUP IF 3| oo uv ) }-
Additionally, if muvg is reflection invariant and if Fy, F3 have the edge-sign property, then
(33) F(F1,F,,F3) has the edge-sign property,
(34)

inf |7 (F1, Fa, F3)|lL, vyoutve) = min{inf | Fillz, ey I 1 F2llz, ) - I0E 13112 uovg ) -

Theorem 7 (Increase of Lipschitz growth function). Suppose that H,G,n are as in The-
orem 3| and that V(H),V(G) are equipped with geodesic metrics dg,dg. Equip V(H@G)
with the @-geodesic metric dg @dg. Suppose that

o Fj cRVUH jg any subset,

e FhC REWH) ¢ any subset, and

o F3 c RV js any subset with F3(s(G)) = F3(t(G)) = {0).
Then, for s >0

N

YFF, FyF3)(8) = VE (8) +|F2| - yF, Her |
SUP e, SUPecEH) dp(e)

Definition 12 (Base functions). Let G be an s-t graph with Py-collapsing map nt, and let vg
be the uniform probability measure on E(G). We say that ¢ : V(G) — R is a base function
of G if ¢ has the edge-sign property and ¢—,¢.. € ker(E7,).

Remark 10. Ler G,m,vg be as in the previous definition. Although it won’t be needed for
our purposes, it can be checked that a nonzero base function on G exists if and only if one
of the following hold.
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° |7T_](£)| > 3 for some % e V(Pp).
deg” (u1) _ deg(u1)
deg®(uz) deg (u2)’

° n’l(%) ={u1,uy} for some % € V(Py) and uy #up € V(G) with

where deg*(u) = |{e € E(G) : e* = u}|.

The next corollary and the example following it are our main applications of the tools
developed in this section.

Corollary 4 (Lipschitz-spectral profile of @-powers). Suppose that G is an s-t graph with
Px-collapsing map i, vg is a probability measure on E(G), and dg is a geodesic metric on

V(G). If

(1) vg is uniform,

(2) vp, :=mavg is reflection invariant,

(3) G admits a nonzero base function ¢, and
(4) dg(e) = %for every e € E(G),

log |E(G)|

then, for every n > 1, G°" has (dg”, u(vg”))—Lipschitz—spectral profile of dimension =5 ogk

and bandwidth k"', with constants Cp, < ZWM, C.<1,C,< 2|E(G)2.
Ly (u0vG)
Note that, in the conclusion of the corollary, the dimension and constants Cz,,Cy,,C,
are independent of n and that the bandwidth grows exponentially with n.

Proof. Assume vg,vp,,dg are as above, and let ¢ be a nonzero base function. We prove the
following stronger statement by induction: For every n > 1, there exists a set of functions
Fic RV(G®) satisfying:

(1) F{ has the edge-sign property.

(2) F{ is strongly vg”-orthogonal.

Il 2o (utv)) )_1 . n n
3) (2—” ) <P g < SUPIF e < 1.
log|EG)
@ v (k™) > QIEG))~ (k™) ek for every 1 <m < n.
By Remark [9] to prove the desired estimates on the Lipschitz-spectral profile, only orthog-
onality in Ly (V(G®"),u(vZ")) and not the full force of () is needed, and (T) is not needed

at all. However, for the induction to close, we do need (I)) and (2).
Define ¢ := —2—. Then we have

T I¢lleo
o Bl =1,
o ¢, ¢, €ker(E]),
I9IIL; (a0
o Il gy = ~—H, and

e ¢ has the edge-sign property.
Note that the edge-sign property, ||¢|l = 1, and dg(e) = % for all e € E(G) together imply
e Lip(¢) <k
We now begin the inductive proof. The base case n =1 is satisfied by F } ={¢}. Letn>2,
and assume that the statement holds for n—1. Let F’ ’1"1 c RYG” ™ be a set of functions
satisfying (I)-@) given by the induction hypothesis. Let F» C L2(E(G®"‘1),vg"_1) be an
orthogonal subset such that sup||F3lle < 1, inf||F2]l; > 4, and |[F>| > $IE(G®"1)|. Such
a set exists by uniformity of vg"_l and by Sylvester’s construction of Hadamard matrices

(see Lemma . Then we define F}| := .Z(F~',Fa,{¢}) C RY(G®'eG) By Theorem
and the inductive hypothesis, F is strongly V%"-orthogonal, verifying (Z). By Theorem
and the inductive hypothesis, F/| has the edge-sign property, verifying (). We now verify

B-@.
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By (20), Theorem[6] and the inductive hypothesis,

I FYz, oz = F I, ot o)

~ -1
- | 191l
= m]n{]nf”Fn 1” on—1 ,lanFZ“ @n—1 ||¢||L ( ))} > (2"'—

1Ly o2ty Liog™) 1uta PIL v

sup||F7lleo = max{sup||F} ™ [leo, up 1F2lleo - Illeo} = 1,
verifying (3).

Finally, we verify (@). By Theorem [7| the facts that |F| > %IE(G®”‘1)| = %|E(G)I"_1,
sup||F2lle < 1, and Lip(¢) < k, and the inductive hypothesis applied to (d) for F ;‘_1 , we get,
forany 1 <m <n,

knl
YEr(K™) 2y et (K™) +1Fal - i) (m)

[ v &) m<n—1
" HIEGIT m=n

log|E(G)|
_J@EG T m<n-1
JEEG)I! m=n

og|E(G)|

L el
:(ZlE(G)D_ (km) logk
O

We now apply our machinery to compute the Lipschitz-spectral profile of diamond
graphs. Let k,m > 2 be integers. Recall from Example [2| the definition of the diamond
graph Dy, with vp,,, the uniform probability measure on E(D ) and dp,,, the normal-
ized geodesic metric on V(Dy,,), and recall the Pj-collapsing map 7 : V(D) — V(Py)
from Example It is clear that vp, := myvp, , is the uniform probability measure on
E(Py), and hence is reflection-invariant. Furthermore, we may define a base function
¢ : V(Dim) = V(Pr) x{1,...m}/ ~— R by

1 iodd,i<m, u¢ {S(Dk,m)st(Dk,m)}
g def .
¢([,D) = { =1 i even, u ¢ {s(Dgm),((Dgm)}
0  otherwise
See a picture of ¢ for Dy in the top left corner of Figure 3}
The following can be directly computed.
e ¢ has the edge-sign property.
e ¢ _,p, € ker(E’v“Dk ).
¢ llglleo =21].( Dot
( —1)2| 2
o llgll = == > 1.
Hence, by Corollary ] we obtain:
Corollary 5. The diamond graph D?”ﬁ’l has (dg’;»l,vg'z,m)—Lipschitz-spectral profile of di-

logm
logk’

mension 1+ bandwidth k", and constants Cr, <6, Cr, <1, Cy< 2k2m?.

6.3. Supporting propositions and lemmas. In this subsection, we prove a host of sup-
porting lemmas and propositions. Each proposition is directly used in the next subsection
to prove the main theorems (Theoremsﬁ],@,, and each lemma is used in the proof of one
of the propositions. These results illustrate how our various operators commute with each
other and behave with respect to L, L, and Lipschitz norms and strong orthogonality.
We begin with a set of three propositions pertaining to the induced edge-function op-
erators that are used in the proof of Theorem [5] The first two, Propositions [2] and [3] can
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be viewed as stating that induced edge-function operators (-); : RV#") — REH) commute
with pre-@ operators 2@ (-) : RY(©) — RV(HG) and with pullback operators 6*.

Proposition 2. For every graph H, s-t graph G, functions h: E(H) - R, g: V(G) - R
with g(s(G)) = g(t(G)) =0, and e € {—,+},
(h@g)e =hogs.
Proof. Let H,G,h,g,e be as above. Let e @e; € E(H@G). Then
(h@g)e(e1@ex) = (h@g)((e1@e2)") = (h@g)(e) @€5)
= h(e1)-g(€5) = he1)-gs(e2) = (h@g:)(e1 @ e2).
O
Proposition 3. Letr 6 : V(G) — V(G’) be a graph morphism between graphs. For every
f:V(G") > Rand e €{—,+},
9*(f)£ = 9*(f€)
Proof. Let f,e be as above. Let e € E(G). Then we have
0" (Ne(e) = 07 (f)(e) = f(B(e”)) = f(B(e)*) = fo(6(e)) = 6" (fe)(e).
O
The third proposition on induced edge-function operators illustrates how certain inner-
products of B(f). and B(f"). can be expressed as linear combinations of f.fl, fif+.

This proposition easily implies the fact that the barycentric extension operator B preserves
strong orthogonality, which is crucial to the proof of Theorem [5]

Proposition 4. For every graph H, measure vp, on E(Py), f,f" : V(H) = R, and &,&’ €
{—,+}, there exist scalars c1,cp,c3,c4 € R such that, for every ey € E(H),

fE - )(B(f)s B(f")e)e1 @ex)dvp,(e2) = (c1f-fL +caf-fi+c3fifl+cafif)er).
k

Proof. Let H,vp,,f, f’,&,& be as above. We will show the proof in the case &£ = — and
& = +. The other cases can be treated similarly. For any e¢; € E(H), we have

f (B(H)-B(f")+)(e1 @e2)dvp,(e2)
E(Py)

k

EL) fen) + L feN((1 = b (e7) + £ £ (eDve, (7, 1)

k
ZH = pve i))]f(e[)f’(e]) + (Z(l —ZEve ((F i))]f(e[)f’(ef)

1
k
=1 i=1

(30-

[Z(’ L1 = Hyve, (5, ))]f(e ) (€7) [Z (G )))f(e )f'(€)

i=1
= (cif-fl+eaf-fi+csfef +eafifer).

O

We require one more proposition to be used in the proof of Theorem [5] It shows a
commutation relation between pre-@ operators and conditional expectations.

Proposition 5. Let H be a graph, 0 : V(G) = V(G’) an s-t graph morphism between s-t
graphs, and vy, vg measures on E(H), E(G). Then forany h: E(H) > Rand g: E(G) - R,

E\1% (hog) = hoEY (g).

vH®VG
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Proof. Let h, g be as above. We need to show that 1@ E? (&) is o (idy @ 0)-measurable and
satisfies

(35) f ¢-(h@ES ()d(vy 0vG) = f ¢-(hog)d(vi @)
E(HoG) E(HoG)

for every o(idy @ 6)-measurable ¢ : E(H@G) — R. Since E! (&) is o(0)-measurable, there
exists f/ : E(G") — R such that EﬁG (g) = 0*(f’). It is immediate to check that (idg @6)*(h@
f")=h@67 (), which shows that h@ Ef_(g) is o(idy @ 6)-measurable.

Finally we verify (33). Let (idy @0)*(f) : E(H@G) — R be an arbitrary o(idy @ 0)-
measurable function. For each ¢; € E(H), define f¢! : E(G") —» R by [ (e2) := f(e1 @ep). It
is immediate to check that for every e; @e; € E(H@G), (idy @6)*(f)(e1 @e2) = 0" (f¢!)(e2).
Then we have

[ Gnooy (oS, @nionove)
E(H2G)
@ f f (idy @0)" (f)- (h@E ())(e1 @e2)dvi(ex)dvi(er)
EH) JEG)
- f W [ @)L (@) endvilendvier)
E(H) EG)
~ [ wen [ @G- predvotenavaten
E(H) EG)

- f f (idy @0)*(f)-(ho g))(e1 De)dvg(en)dvler)

(idy @0)"(f) - (h@ g)d(ve @ c).
E(HoG)

[m]

The second set of propositions shows how L, L., and Lipschitz norms are affected
by @-operators, B-operators, and pullback operators. They will be used in the proofs of
Theorems [6]and [7}

Proposition 6. Let H be a graph, G an s-t graph, vy, uc measures on E(H),V(G), and
dy,dg geodesic metrics on V(H),V(G). Equip V(H @ G) with the @-measure vy @ ug, and
equip V(H @ G) with the @-geodesic metric dg @dg. Then for every h: E(H) — R and
g: V(G) = Rwith g(s(G)) = g(t(G)) = 0, the following holds.

* [[hogllo = lAllcollgllco-

o Lip(h@g) = Sup,cpy lh(e)l dr(e)™" Lip(g).

o [hogllL,vyoug) = IMllL,omIglL; (ug)-

Proof. Let h, g be as above. The first item is obvious. For the second, let e @e; € E(H2G).
Then we have

IV(h@g)(e1@e2)| = (dy @dg)(e1 @€2) ' [(h@ g)((e1 @ €2)") — (h@g)(e1 @€2) 7))
= dp(en)™'dgle2)”' Ih(er)g(e3) ~ h(er)g(er)]
= |h(enldn(en)™ [V(g)(e2)l-
Since e; @ e, € E(H @ G) was arbitrary, the conclusion follows by taking the supremum of

each side. The third item follows immediately from (I9) and the definition of 2@ g. m]

The next proposition on preservation of L, norms follows more or less immediately
from the definition of pushforward measure nyvs and the defining property of graph mor-
phisms 6. It is used in the proof of Theorem [6]
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Proposition 7. Let H be a graph, 6 : V(G) — V(G’) an s-t graph morphism between s-
t graphs, and vy,vg measures on E(H),E(G). Then for every f: V(H@G’) - R and
pEll,e0],

id @0)" (NI, vyeuve) = IflL,oueum@sve-

Proof. Letg:V(H®G’) — R be any function. For each e € E(H), define the contraction of
g along e by g°: V(G’) — R by g°(u) := g(e@u). The conclusion of the proposition follows
by choosing g = |f|” (for p < oo, the conclusion is obvious for p = co0) and applying the
following calculation:

f (idi @) (9)d(vi o u(ve)) 2 f
V(HoG)

E(H)

@9 - @9 +
© f f gle@b(e]) +g(e <81))dm(e1)dy,,(e>
E(H) JE(G)

f g(e@8(u))du(vg)(w)dvy(e)
V(G)

2

:f f ge(e(el)_);ge(9(61)+)dVG(€1)dVH(e)
E(H) JEG)

_ f f 9*(ge_)(el);9*(gi)(el)dvc(el)d"H(e)
E(H) JE(G)

_ f f soen 8 (el) o endvte)
E(H) JE(G")

2
© f f ¢ (Wdu(Bsve)Wdvi(e)
EH)JV(G)

= f f gle@u)du(Oyve)(u)dvy(e)
E(H) JV(@)

o gd(vi @(647G)-
V(HoG")

The next lemma states that barycentric extension operators preserve expectations when
vp, is reflection invariant. It is only used to prove Proposition @ which in turn is used in
the proofs of Theorems [6 and

Lemma 9. Let H be a graph and vy a measure on E(H). Then for any reflection invariant
probability measure pp, on V(Py) and function f: V(H) — R,

| sndouous)= [ fduou)
V(HoPy) V(H)

Proof. Letvp,, f be as above. It is easily verified from the definition that

B(f) e p)+B(NHea(l- ) _ fle)+fer)

(36) 5 >
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for every e € E(H) and é € V(Py). Then using the reflection invariance of up, we have

f By oup,) 2 f ( f B(f)(ff@i)ﬂpk(é))dw:(e)
V(HoP}) E(H) \JV(Py)

(up (D) +up (1-1)
:f ( B(f)(e®ﬁ)( —— ")]de<e>
E(H)\JV(Py)
@ ( —f(ei);f(e )HPk(i))dVH(e)
E(H) \JV(Py)
fEI+fED)
E(H) 2
D[ fduom
V(H)

[m]

Barycentric extension operators preserve Lo-norms, Lipschitz constants, and, under
certain restrictions, Lj-norms.

Proposition 8. For any graph H and function f: V(H) —» R,

* 1B(Nlleo = llflco,
e Lip(B(f)) = Lip(f).

Moreover, if vy is a measure on E(H), up, is a reflection invariant probability measure on
V(Py), and f satisfies the edge-sign property, then

* 1B(NlLyovnenp,) = ALy Guv)-

Proof. The first two items are obvious and we omit their proofs. For the third, since f has
the edge-sign property, it is clear that | B(f)| = B(|f]). Together with Lemma [9} this gives
us

f (v 28 f BUf)dry oup,) = | BU)Id i Opp,).
V(H) V(HoPy)

V(HoPy)
O

The last proposition shows how one may commute pullback operators with the gradient
operator, which implies that pullback operators preserve Lipschitz constants. It is used in
the proof of Theorem 7

Proposition 9. Let 0 : V(G) — V(G’) a surjective graph morphism between graphs and
dg’,dg geodesic metrics on V(G'),V(G) such that dg'(6(e)) = dg(e) for every e € E(G).
Then for every f: V(G') - R,

o (Vag 00)(f) = (0" o Vg, )(f),

e Lip(6*(f)) = Lip(f).
Proof. Let f:V(G’) — R and e € E(G’) be arbitrary. Since 6 is a graph morphism, 8(e*) =
#(e)*. Then we have

G () =" (f)eT) _ fBe™) -~ fBle)

Vo (0" (N))e) = 3@ 3o
_f B(e)*) - f(6(e)7) _ foe)") - fce))
dg(e) dg’ (6(e))

= (Vag, /)0(e) = 0" (Vg f)(e).

The second item follows from the first and the fact that ||0*(2)l|lc = llgllec Since 6 is
surjective. O
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6.4. Proofs of main theorems. In this final subsection, we provide the proofs of Theo-
rems 3] [6] and[7] We start with the proof of Theorem 3|regarding the preservation of strong
orthogonality. This proof requires Propositions 2} 3] {] and 5]

Proof of Theorem[3] Let f # f’ € F and &,&’ € {—,+}. By Proposition there are scalars
c1,¢2,¢3,¢4 € R such that, for every e; € E(H),

37 L(P )(B(f)s B(f")e)e1 @ex)dnyvgler) = (c1f-fl+caf-fi+c3fifl+cafifi)er).
k
Then we have

f ((idg @m)* 0 B)(f))e((idy @7)* 0 B)(f" N d(ve @ Vi)
E(HoG)

Pror (idy @ 7) (B(Ne)idy @7)" (B(f)e )d(vir @vG)
E(HoG)

=f B(f)s B(f)erd(vy @ myvi)

E(HOPy)

=f f (B(f)e B(f")e ) e1 @ex)dmyvg(er)dvi(er)
E(H) JE(Py)

@ (@S firesfof e L

EH
= O,

where the last equality holds since f, f* are assumed to be strongly vg-orthogonal. This
proves that ((idyg @7m)* 0 B)(F) is strongly vy @ vg-orthogonal.
Now let fog # f'@g’ € F, @ F5. Then we have

Prop 2]
E(HoG

= ffldvy f 8:8dvG
E(H) EG)

-0,

f (fo8)ef 08 ) d(vi @vG) (fo8e)(f @8.)d(vis @v5)
E(HoG) )

where the last equality holds since F is vy-orthogonal and F3 is strongly vg-orthogonal.
This proves that F, @ F3 is strongly vy @ vg-orthogonal.

It remains to verify strong vy @ vg-orthogonality between ((idy @7)* o B)(F1) and Fr @
F3. Let ((idg @n)* o B)(f) € ((idg @7)* o B)(F1) and f' @ g € Fr@ F3. It follows im-
mediately from Proposition El that ((idy @ m)* 0 B)(f)e is o (idy @ m)-measurable. Then if

we can show (f' @g")s € ker(Ei‘ngv’;), we have the desired orthogonality and the proof is
complete.
id, Prop2| _id Prop
B (1 0810 "REEUT (f 0g.) "B p 0BT (g,) =0,
where the last equation holds by assumption on F3. O

We now provide the details of the proof of Theorem [§ pertaining to the preservation of
edge-sign property and L, Loo-norms. This proof requires Propositions [6] [7} and 8]

Proof of Theorem[6] Let ((idy @n)* o B)(f1) € ((idy @7)* 0 B)(F)) and f> @ f3 € F, @ F.
First we have, for p € {1, 00},

R « Prop Prop
i @7 0 BY SOl omonoren - PN BUNL mentrsren =L Ifillyurmy

P
Lo 50 28 s, 15,
which proves (32) and (34).
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Furthermore, it is clear that ((idg @7)* o 8)(f1) has the edge-sign property since f; does
and that f> @ f3 has the edge-sign property since f3 does, proving (33). O

Final, the proof of Theorem [7)is given below, thereby completing the proof of the main
results. This proof requires Propositions 6} [8] and [9]

Proof of Theorem[/] Let s > 0. Of course, it is easy to see from the definitions that it
suffices to prove

Y((idyonyoB)(F,)(8) = YF, ($),

S
> |Fol- — -
YFy0F;(S) 2 |F3| '}’F3(SupL1p(F2))
L2t

where sup Lip(F2) := SUp 4, e, SUPec(h) g, r) » A0 the above follow from
Lip(((idg @m)" 0 B)(f1)) = Lip(f1),

. e
Lip(f,@/3) < sup ()
cet(H) du(e)
|((idg @7)" 0 B)(F1)| = |F1]
|[F2@ F3| = |Fa||F3)
for every f1 € Fy, f> € F», and f3 € F3. The first line follows from Propositions [E_s’] and E}
the second from Proposition[6] and the third and fourth are obvious. O

Lip(f3)

lemmsectionpropsection

APPENDIX A.

In this short appendix we recall for the convenience of the reader the construction of
orthogonal sets needed in the proof of Corollary ]

Lemma 10. Let P be the uniform probability measure on a finite set Q. Then there exists
a collection of functions {f;: Q — R} ey such that

o {fi}jes is orthogonal as a subset of L(Q,P),
o supje;lfillee) <1,

o infje/|IfjlL, @ > 3. and

o 1> 310l

Proof. Let n € N such that 2" < Q] < 27+l Choose any subset § ¢ Q with |S| = 2", and
choose an arbitrary enumeration of its elements, say S := {si}iz;. Let H = [hij]l%';.:l be a
2" x 2" Hadamard matrix, meaning one whose columns (and therefore rows) are orthogonal
and such that &;; € {—1,1} for every 1 <i,j <2". Such a matrix exists by Sylvester’s
construction [Hor07, § 2.1.1]. For each 1 < j <2", we associate to the jth column of H a

function f;: Q — R defined by

L def Jhij w=si
f’(@"{o wes.

Then the collection { fj}ﬁl satisfies the four desired properties. O
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