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ABSTRACT making processes. Towards that end, we conducted a survey study

This paper describes current progress on developing an ethical
architecture for robots that are designed to follow human ethical
decision-making processes. We surveyed both regular adults
(folks) and ethics experts (experts) on what they consider to be
ethical behavior in two specific scenarios: pill-sorting with an older
adult and game playing with a child. A key goal of the surveys is to
better understand human ethical decision-making. In the first
survey, folk responses were based on the subject’s ethical choices
(“folk morality”); in the second survey, expert responses were
based on the expert’s application of different formal ethical
frameworks to each scenario. We observed that most of the formal
ethical frameworks we included in the survey (Utilitarianism,
Kantian Ethics, Ethics of Care and Virtue Ethics) and “folk
morality” were conservative toward deception in the high-risk task
with an older adult when both the adult and the child had significant
performance deficiencies.
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« Artificial intelligence = Philosophical/theoretical foundation of
artificial intelligence - Theory of mind
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1 Introduction

Determining what counts as an “ethical” decision can be
challenging, which is not only true for humans but also for robots.
Yet researchers are working toward developing robots that can act
ethically [1]-[3]. Various approaches have been proposed to create
ethical robots including learning from moral exemplars [4] and
using a set of predefined ethical rules [5]. However, these
approaches may not generate appropriate behaviors in unseen and
realistic environments. In particular, we want to ensure that human-
robot interaction is acceptable to an end-user both in terms of
experience and outcomes. To tackle these limitations, we want the
actions of robots to be consistent with human ethical decision-
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with two separate surveys, one for folks and one for experts, to shed
light on how humans make ethical decisions in two different
scenarios that can involve some level of deception. This survey
study is part of an ongoing NSF project [6] which aims to create an
ethical architecture that can switch between different ethical
frameworks to produce behaviors that are adaptable and grounded
on what humans considered to be acceptable.

Deception in social robots has been an important but
controversial topic. Some researchers are concerned about the
undermining effect on human users [7], [8] while others believe
robotic deception is permissible and can even be beneficial [9],
[10]. The survey seeks to answer the question: which ethical robotic
behaviors involving deception in human-robot scenarios are
acceptable? Studying how people react to these situations may help
answer this question.

In this study, we focused on two different scenarios: pill-sorting
with an older adult and game playing with a child. Pill sorting is a
common and important task for an older adult. Since incorrect
sorting results can lead to serious, even fatal, consequences, we
considered it a high-risk task. Moreover, the training for the task
could be challenging for older adults with memory issues and can
lead to frustration. We investigated whether the use of deception to
keep an older adult engaged in a pill sorting task is appropriate
morally, given the adult’s emotions and performance history. For
the game playing scenario, we chose the classic board game
Connect Four. Since the outcomes of this gameplay had no obvious
risk to the child, apart from frustration, we considered it a low-risk
task. We chose to investigate whether an adult or a robot should let
the child win intentionally to make him/her happy by either playing
badly (subtle deceptions) or allowing the child to break the game’s
rules (cheat) in various cases.

2 Survey Data Collection

We collected survey data from both regular adults (folks) and ethics
experts (experts). For folk survey data, we used the Amazon
Mechanical Turk service and collected 100 valid responses in
January 2020. For expert survey data, we invited 30 ethics experts
and received 22 survey responses in February 2020. Compared with
the folk survey, expert survey questions had similar wording, but
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the experts needed to answer the questions based on a set of formal
ethical frameworks and could choose “uncertain” as a response in
addition to the “yes” or “no” answer options, based on their
familiarity with the framework or other factors. The “uncertain”
option was not offered in the folk survey. The ethics experts were
asked to base their answer responses on Utilitarianism [], Kantian
Ethics [], Social Justice Theory [], Ethics of Care [], and Virtue
Ethics[].

3 Synopsis of Survey Results Analysis

Given the survey data including folk responses and expert
responses, we wanted to examine if there was a significant
difference in the tendency to deceive between pill sorting with an
older adult and game playing with a child under various ethical
frameworks (including folks’ opinions which we termed “folk
morality”’). Because the survey data are dichotomous and paired,
we performed McNemar tests for large sample sizes, or exact
McNemar Test for small sample sizes, using the MLxtend library
[11]. We used these tests to determine if there are differences on
whether to deceive the human subjects between the two scenarios.
To study the expert survey data, we normalized the data by
excluding the uncertain responses (22% in pill sorting and 38% in
playing game playing). We focused on two specific cases to
compare the pill sorting and the game playing scenarios:

Case 1 (minor performance deficiencies): Both the older adult
and the child made one mistake in pill sorting and game playing
respectively. Both were frustrated.

Case 2 (significant performance deficiencies): The older adult
got half of the pill sorting task wrong, and the child lost 5 games
straight. Both were also frustrated.

W vesves M Yes-No Mo-es [ No-No

Falk oraliy ]
Utilitarianism .
Social Justice _
Theory
Ethics of Care -
Virtue Ethics _
0% 25% 50% 5% 100%
Ethical Framework P-value
Folk Morality 0.0553
Utilitarianism 0.2188
Kantian Ethics 0.0625
Social Justice Theory 0.25
Ethics of Care 0.03125
Virtue Ethics 0.125

Figure 1. The distributions of response pairs and p-values from
McNemar tests in different ethical frameworks in case 1 (both the
older adult and the child made 1 mistake and were frustrated). A
response pair includes a response on deception in pill sorting and a

response on deception in game playing. For example, yes-no indicates
the survey participant believed it was okay to deceive an older adult in
pill-sorting but not for a child in game-playing.

Based on the results of case 1 (Figure 1) we only observed
significant differences (p < 0.05) between the two scenarios in the
Ethics of Care framework while other ethical frameworks failed to
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show the statistical significances. The Ethics of Care framework
indicated that it was more acceptable to deceive a child in a game
than to deceive an older adult in a pill sorting task when both only
made one mistake and became frustrated. However, results of case
2 (Figure 2) showed most of the ethical frameworks except Social
Justice Theory had significant differences between the two
scenarios when the human subjects had significant performance
deficiencies and were frustrated. These results demonstrated that
the ethical frameworks (folk morality, Utilitarianism, Kantian
Ethics, Ethics of Care and Virtue Ethics) were significantly more
restrictive regarding the use of deception in the high-risk task with
an older adult than a low-risk task (game playing) with a child when
the adult’s or child’s performance was seriously deficient. This may
be because significant performance deficiencies in high-risk tasks
with an older adult, in this case pill sorting, can lead to serious
consequences. Comparing with results from both cases, we
observed that more ethical frameworks showed significant
differences between the two scenarios when those sorting pills or
playing the game had much greater performance deficiencies. This
observation suggests that the performance of tasks can be an
important factor for each ethical framework when making decisions
on whether to deceive.

W ves-Yes W Yes-No No-Yes [l No-No
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Utilitarianism -
Social Justice -
Ethics of Care
\
Virtue Ethics. ‘ -
0% 25% 50% 75% 100%
Ethical Framework P-value
Folk Morality 0.0000
Utilitarianism [12] 0.002
Kantian Ethics [13] 0.0323
Social Justice Theory [14] 0.125
Ethics of Care [15] 0.001
Virtue Ethics [16] 0.0078

Figure 2. The distributions of response pairs and p-values from
McNemar tests in different ethical frameworks case 2 (both the older
adult and the child had significant performance deficiencies and were

frustrated). A response pair includes a response on deception in pill
sorting and a response on deception in game playing. For example,
yes-no indicates the survey participant believed it was okay to deceive
an older adult in pill-sorting but not for a child in game-playing.

4 Conclusion

In this abstract, we share survey data collected from both regular
adults (using folk morality) and ethics experts (using formal ethical
frameworks) for ethical behaviors in two specific scenarios: pill
sorting with an older adult and game playing with a child. The
results helped us learn more about how people perceive ethical
decision making. the human subjects When the human subjects had
significant performance deficiencies, ethical frameworks (folk
morality, Utilitarianism, Kantian Ethics, Ethics of Care and Virtue
Ethics) were significantly more likely to condemn the use of
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deception in the high-risk task with an older adult. There are other
results which we will report regarding the risk levels and
demographics, but space precludes them here.
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