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Abstract

Visible light positioning (VLP) is an accurate indoor positioning technology that uses luminaires as transmitters.
In particular, circular luminaires are a common source type for VLP, that are typically treated only as point sources
for positioning, while ignoring their geometry characteristics. In this paper, the arc feature of the circular luminaire
and the coordinate information obtained via visible light communication (VLC) are jointly used for positioning, and
a novel perspective arcs approach is proposed for VLC-enabled indoor positioning. The proposed approach does not
rely on any inertial measurement unit and has no tilted angle limitation at the user. First, a VLC assisted perspective
circle and arc algorithm (V-PCA) is proposed for a scenario in which a complete luminaire and an incomplete one
can be captured by the user. Based on plane and solid geometry theory, the relationship between the luminaire and
the user is exploited to estimate the orientation and the coordinate of the luminaire in the camera coordinate system.
Then, the pose and location of the user in the world coordinate system are obtained by single-view geometry theory.
Considering the cases in which parts of VLC links are blocked, an anti-occlusion VLC assisted perspective arcs
algorithm (OA-V-PA) is proposed. In OA-V-PA, an approximation method is developed to estimate the projection
of the luminaire’s center on the image and, then, to calculate the pose and location of the user. Simulation results
show that the proposed indoor positioning algorithm can achieve a 90th percentile positioning accuracy of around
10 cm. Moreover, an experimental prototype is implemented to verify the feasibility. In the established prototype,

a fused image processing method is proposed to simultaneously obtain the VLC information and the geometric
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information. Experimental results in the established prototype show that the average positioning accuracy is less

than 5 cm for different tilted angles of the user.

I. INTRODUCTION

With the surge of location-based services such as location tracking and navigation, positioning technol-
ogy has attracted increasing attention from both academia and industry, and it is also drove by the trends
of 5G and 6G wireless systems [2]. In the outdoor environment, satellite-based positioning technology can
provide acceptable and convenient positioning service. In contrast, existing indoor positioning technologies,
such as WiFi, RFID, Ultra-Wide Band (UWB), and Bluetooth still face the challenges of balancing the
positioning accuracy and the implementation cost [3]. Since visible light possesses strong directionality and
low multipath interference [4], [S], visible light positioning (VLP) with visible light communication (VLC)

has emerged as a promising indoor positioning technique with low cost and high positioning accuracy [6].

A. Related Works

VLP algorithms can be grouped into several categories including: proximity [7], fingerprinting [8]—
[10], received signal strength (RSS) [11]-[13] , time of arrival (TOA) [14], angle of arrival (AOA) [15],
[16] and image sensing [17], [18]. Proximity is the simplest positioning technique. However, it can only
provide a proximity location information, whose accuracy largely depends on the density of the transmitter
distribution [19]. Both proximity and fingerprinting can estimate the user’s location using a single luminaire.
The use of fingerprinting can achieve better positioning accuracy than proximity, however, it is susceptible
to environment changes [20]. RSS algorithms determine the location of the user based on the power
of the received signal, and hence, they depend on accurate channel models [12]. Both TOA and AOA
algorithms have high requirements for receiving devices to ensure the positioning accuracy. In particular,
TOA needs to use precise clocking unit to ensure accurate time synchronization while AOA needs to
use micro-electro-mechanical system sensors to obtain AOA values. Compared to the algorithms that use
photodiodes (PD) to receive signals, image sensing algorithms use cameras to receive visible light signals,
and they determine the location of a given user by analyzing the geometric relations between LEDs and
their projections on the image plane [21], [22]. To this end, an image sensor is used at the receiver to
avoid perfect channel model assumption in RSS based algorithms and requirements of receiving devices
in TOA and AOA algorithms.

Most existing VLP algorithms achieve positioning by treating indoor luminaires as point sources in

indoor scenarios. Hence, they typically need three or more luminaires for positioning [23]-[25]. The



performance of positioning may be limited by the filed of view (FOV) of the user. These approaches
neglect the geometric features that the luminaires possess, such as circle and arc features, which can also
be used in positioning algorithms and, ultimately, help reduce the number of required luminaires. Recently,
the works in [26]-[29] studied circular luminaires based VLP using image sensing. In particular, in [26],
the authors assumed a weak perspective projection and marked a margin point on a circular luminaire
to estimate the pose and the location of the user. In [27] and [28], the authors proposed positioning
models based on inertial measurement unit (IMU) of the camera. [27] proposed a planes-intersection-line
positioning scheme by approximating the projected radius of the luminaire, and [28] introduced a center
detecting method by using a boundary fitting method. The work in [29] used an IMU and weak perspective
projection model to estimate the pose of the user, and the authors showed that this approach improves the
accuracy of positioning compared with [26] by calibrating the measurement of IMU so as to reduce the
azimuth angle error. Indeed, for the weak perspective projection, a large or small tilted angle can lead to
inaccurate approximation, thus resulting in positioning error. The positioning schemes in [27]-[29] relied
on an extra device, called IMU, which is known to have inherent measurement errors due to the influence
of magnetic field [27]. Overall, existing VLP approaches based on circular luminaires typically require
extra devices or assume an ideal projection model, which limits their practical applications. In contrast,
we propose a practical indoor positioning algorithm based on circular luminaires, which can achieve high

positioning accuracy with a single camera as receiver, and relax the tilted angle limitation at the user.

B. Contributions

The main contribution of this paper is a new perspective arcs method for VLP that is applied in
practical application scenarios. In particular, when a complete circular luminaire and an incomplete one
are captured, a perspective circle and arc positioning algorithm assisted by VLC (V-PCA) is proposed,
which is preliminarily introduced in our conference version [1]. Meanwhile, when two incomplete circular
luminaires are captured, an anti-occlusion perspective arcs algorithm assisted by VLC (OA-V-PA) is
proposed for indoor positioning. Compared to our previous work [1], here, we propose a new positioning
algorithm, OA-V-PA, to tackle the challenge of occlusion. In addition, we have developed a prototype in
order to verify the performance of the algorithm. To authors’ best knowledge, this is the first VLP method
for circular luminaires that can achieve accurate and practical positioning without IMU and strict tilted

angle limitations at the user. Our key contributions are summarized as follows:

« We propose an indoor positioning system with a circular luminaires layout. In the system, a perspective

circle and arc algorithm, dubbed V-PCA, is proposed, and the user equipped with a single camera can



be located. In V-PCA, the geometric features consisting of a complete circle and an arc are exploited
to obtain the normal vector of the luminaire first. Then, we obtain the projections of the center and
a mark point of circular luminaire on the image plane based on solid geometry theory. We finally
estimate the location and pose of the user based on single-view geometry theory by analyzing the
normal vector and the geometric information of the center and the mark point.

« To further enhance the practicality of V-PCA, we propose an anti-occlusion VLC assisted perspective
arcs algorithm (OA-V-PA), which can achieve efficient positioning even when some of the VLC links
are blocked. In OA-V-PA, only two arcs extracted from two incomplete luminaires are required to
estimate the location and pose of the user. We also show that the positioning system has no requirement
of IMU at the user, and it significantly relaxes the tilted angle limitations of the user.

o We implement both simulations and practical experiments to verify the performance of V-PCA and
OA-V-PA. In the practical experiments, we use a mobile phone as the receiver, and we propose a fused
image processing scheme to receive the visible light signals and detect the contour of the luminaire’s
projection accurately. Finally, we establish an experimental prototype which can achieve accurate and
real-time positioning.

Simulation results show that the proposed algorithms can achieve a 95th percentile location accuracy
of less than 10 cm, and experimental results show that the proposed algorithm can achieve an average
accuracy within 5 cm.

The rest of the paper is organized as follows. Section II introduces the system model. The proposed
V-PCA algorithm is presented in Section III, and the proposed OA-V-PA algorithm is detailed in Section
IV. Section V introduces the implementation of the algorithm. Then, simulation and experimental results
are presented and discussed in Section VI. Finally, conclusions are drawn in Section VII.

Hereinafter, we adopt the following notations: both matrices and coordinates of points are denoted by
capital boldface such as R) and P, and they can be inferred easily by context. Vectors are denoted
by 8 such as W , or small boldface such as n{gp. In addition, we use ()’ to denote projection on the
image plane. For instance, G, is the projection of G,. Lines are defined and denoted by two points, such

as M N. In addition, the definitions of key system parameters are listed in Table I.

II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model

We consider an indoor VLP system that consists of a circular panel luminaires layout and one user

equipped with a camera, as shown in Fig. 1(a). The circular panel luminaires are mounted on the ceiling



TABLE 1
SUMMARY OF NOTATIONS

[ Symbol ] Meaning Symbol | Meaning
(o, V)" Pixel coordinate of O dz, dy Physical size of each pixel
f Focal length Q Elliptic parameter matrix
PP/ P} Coordinate of point ¢ in WCS/CCS/ACS II/11y Fitted ellipse of luminaire’s projection
M Mark point of the luminaire GGy Center of the circular luminaire
M’ Projection of M on image plane GG Projection of G./G on image plane
I Elliptical cone whose vertex is the I'c Conical surface that is the lateral face of
camera and base is the fitted ellipse elliptical cone I"
w, 0, ¢ Euler angles around z°-axis, y°-axis, niep/ Normal vector of the luminaire in
z°-axis nigp/ NLED WCS/CCS/ACS
RYItY Pose/location of the camera in WCS R Pose of the camera in ACS (Rotation
(Rotation matrix/translation vector from matrix from CCS to ACS)
CCS to WCS)
Luminaire V»p
\\\\\ \,\;‘ % nc > <——luminare circle
A Mt e <>Projection ellipsell,/
) ;/ -r\/ " \;- . - “Parallel circle 11, - o \ v e
@ ‘g v\\ ’,,r'\mﬂ%” iy SO\ Y

/' 4 ) ,".U"‘\ VA /()‘(0*’)

(a) Illustration of the system scenario. (b) The projection diagram of the system.

Fig. 1. System model diagrams.

of a room and are assumed to face vertically downwards. Each luminaire consists of several LEDs, each of
which transmits the VLC information to the user. The user uses its camera to receive the VLC information
and capture the image of the luminaires to estimate its current pose and location.

In the considered system, the geometric relationship between the luminaire and the user will be used
to estimate the pose and location of the user. We use a standard pinhole camera model to model the
imaging of luminaires [30], [31]. In particular, each luminaire can be captured by the user’s camera, and
its projection is an ellipse on the image plane as shown in Fig. 1(b). The ellipse II. on the image plane
is the projection of a luminaire. The projection of the luminaire and the user can generate an elliptical
cone I', whose base is ellipse Il., and vertex is O°. The lateral surface of the elliptical cone I is a conical
surface that is denoted by I'..

To accurately estimate the user’s location and pose, we need to use four coordinate systems: a) the

two-dimensional (2D) pixel coordinate system (PCS) OP — uPvP on the image plane, b) the 2D image



coordinate system (ICS) O' — z'y/' on the image plane, c) the three-dimensional (3D) camera coordinate
system (CCS) O° — z°y°2¢, and d) the 3D world coordinate system (WCS) O% — 2¥y"2". In particular,
OP, O}, O°¢ and O are the origins of PCS, ICS, CCS and WCS, respectively. In PCS, ICS, and CCS,
the coordinate axes uP, z!, and z¢ are parallel. Meanwhile, v®, y', and y° are parallel. Although PCS and
CCS are both on the image plane, their origins OP and O' are different. In particular, OP is at the vertex
of the image, while O is at the intersection of the optical axis and the image plane. Meanwhile, the units
in ICS, CCS, and WCS are physical units, while the unit of a point in PCS is pixel. O' and O¢ are on
the optical axis, and the distance between them is the focal length f. Therefore, the z-coordinate of the
image plane in CCS is 2¢ = f. Here, we term the coordinate of a point in PCS/ICS/CCS/WCS as pixel
coordinate/image coordinate/camera coordinate/world coordinate. he positioning process starts with the
pixel coordinate since the user first obtains the position of the projection’s pixel on the image. Then, the
pixel coordinate can be transformed into an image coordinate. Next, we summarize the transformations

among the four coordinate systems in the following lemmas.

Lemma 1. On the image plane, given a pixel coordinate, P = (u )T, of point i’ in PCS, the image

coordinate, P} = (z},y})T, of point ¢ in ICS can be obtained by

, i, d, 0O updy
= = - Pj — , ey
yi, 0 dy ’U()dy

where d, and d,, are the physical size of each pixel along z' and y' axes on the image plane, respectively,

and (u,,v,)" is the pixel coordinate of the origin, O}, of ICS.

Proof. Given the pixel coordinate of the origin, (uo,vo)T, the physical size, d, and d,', and the pixel

p P
2l UZ"

coordinate, Py = (u}, v})™, of point ¢ on the image plane, =}, = d, (u}, — u,) and y}, = d,, (v} — v,) can

be obtained according to single-view geometry theory [32]. This completes the proof.

O

Lemma 2. Given a camera coordinate, P¢ = (z¢,y¢, 25)"

7

, of point ¢ in CCS, the image coordinate,

"The origin (., vo)T and the physical sizes d, and d,, are camera’s intrinsic parameters, and can be calibrated in advance [11].
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Particularly, the camera coordinate of point i’ in CCS is P§ = (z},y., f)".

Proof. According to the triangle similarity in projection diagram, we have ;—C = Z—fc and 3—0 = 270 Hence,

k3

we can obtain the coordinates of Pf using P;. This completes the proof of (2). The image plane is

perpendicular to the optical axis, and thus, any point on the image plane has the z-coordinate of z¢ = f.

Then, we can have the camera coordinate of point i’ as P = (i, 4}, f)7T. U

Lemma 3. Given a camera coordinate, P = (¢, y¢, 25)T, of point 7, a rotation matrix RY, and a translation

vector tY, the world coordinate, P¥ = (zV¥, 4, z")T of point ¢ can be obtained by [22]
P =R P+t 3)

where RY is a 3 x 3 matrix, which also represents the pose of the user. t¥ is a 3 x 1 vector, which also

represents the location of the user.

Proof. R contains the rotations corresponding to z¢, y¢, and 2¢ axes in CCS. Thus, R} can be considered
as the pose of the user. Since P = t¥ when P¢ = (0,0, O)T according to (3), Y can be considered as

the location of the user. O

After establishing the relationships among the four coordinate systems, we can use the geometric
information on the image plane to deduce the relationship between the user and the spatial luminaire,

so as to estimate the user’s location and pose. This design problem will be formulated next.

B. Problem Formulation

Given the introduced system model, we now introduce our pose and location estimation problem. Our
purpose is to obtain accurate RY and ¢t} in (3). Let Rx, Ry, and Ry be the rotation matrices around

axis x¢, y¢, and z¢, respectively. Then, the pose of the user can be expressed as

R’ =RxRyR,, “4)

c —



where Ry, Ry, and R, can be denoted by [22]

1 0 0
Rx =10 cosp —sinp |, &)
0 sing cosgp

cos@ 0 sind
Ry = 0 1 0 , (6)

—sinf 0 cosf

and
cosy —siny 0
Ry = | siny cosy 0 |, @)
0 0 1

with ¢, 6, and v being the Euler angles around z°-axis, y“-axis, and z¢-axis, respectively. Hence, if we
want to estimate the pose R of the user, we need to estimate the Euler angles ¢, 6, and 1. Given the
estimated R, the location t?' of the user can also be estimated according to (3).

We consider two scenarios. In the first scenario, we analyze a case in which a complete circular luminaire
and an incomplete one can be captured by the camera. As introduced in Section I, when using circular
luminaires for positioning in existing studies, an IMU? must be used to estimate the Euler angles, the
accuracy of which is significantly affected by the estimation deviation of the IMU. Moreover, when circle
features are employed in pose estimation, there lacks point correspondences, and there are usually dual
solutions. To circumvent these challenges, the V-PCA algorithm is proposed for accurate positioning. We
propose two methods including space-time coding and artificially marking to obtain point correspondences.
We also propose to use the geometric features extracted from the ellipse image of a circular luminaire
to estimate the Euler angles, and use another captured incomplete luminaire for disambiguating. Then,
considering that parts of VLC links may be blocked, we further consider a second scenario in which
two incomplete luminaires are captured. However, the point correspondences in V-PCA are no longer
appropriate for this scenario. Hence, we propose the OA-V-PA algorithm with an approximation method
developed to solve point correspondences. In the following sections, we detail the proposed V-PCA and

OA-V-PA algorithms.

2IMU is an electronic device that can measure the orientation of the user, and it usually has measurement errors [27].



III. V-PCA POSITIONING ALGORITHM

In this section, we consider a scenario in which a complete luminaire and an incomplete luminaire
are simultaneously captured by the camera, and then, a novel positioning algorithm, called V-PCA, is
introduced for the user’s pose and location estimation. Compared to existing VLP algorithms that require
IMU for Euler angles estimation, the proposed algorithm can achieve higher positioning accuracy with
only image sensor, thereby avoiding measurement errors. The proposed V-PCA algorithm consists of three
steps: a) Estimate the normal vector nfyy of the luminaire in CCS. b) Estimate the coordinates of the
center GG, and the mark point M in CCS, i.e., P(C;e and Pj,. c¢) Estimate the pose and the location of the
user in WCS based on nfyp, P§ and Py, by using single-view geometry theory. Next, we introduce the

various steps of our proposed V-PCA algorithm.

A. Normal Vector of Luminaires in CCS

To estimate the pose and location of the user, the first step is to find the normal vector nfyy of the
luminaire in CCS, and, thus, determine the orientation of the user. To obtain nf ,, we establish an auxiliary
coordinate system (ACS) and exploit the geometric relation between the luminaire and its projection on
the image plane.

On the image plane, the elliptic curve II. of a luminaire can be expressed as

A(z")? + Ba'y'+ C(y')* + Dz’ + BEy' + 1 = 0, (8)
where A, B, C, D, and F are parameters that can be determined by curving fitting with the least squares
fitting [33]. We use the singular value decomposition method to solve this least squares fitting problem,

and the computational complexity is O(nm) [34], where m is the number of extracted feature points, and

n is the number of fitted parameters.

Lemma 4. Given ICS, CCS and an expression of elliptic curve, II., i.e., A(xi)2 + Baly' + C’(yi)2 + Dzl +
Ey'+ 1 = 0, there must exist a canonical frame of conicoid, i.e., ACS, which enables the conical surface

I'. of the elliptical cone I' can be represented in a compact form as
M(a®)? 4+ Xa(y")? + Xa(2%)* = 0, ©)

Af* Bf*/2 Df/2
in ACS. A1, Ay, and A3 are eigenvalues of Q = | Bf2/2 Cf? Ef/2 |, and the rotation matrix from

Df/2 Ef/2 1
ACS to CCS is denoted by R , which consists of the eigenvectors of Q.
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Proof. By substituting (2) into (8), we can have a general form of the conical surface I'. in CCS as
T
Afz(llfc)z+Bf2llfcyc—|—0f2(yc)2—l—DfZE'CZC—I—EfchC‘I‘(Zc)z — |:[L’C yc Zci| Q|:ZIZ'C yc ZCi| — O’ (10)

Af*  Bf?/2 Df/2
where Q = | Bf?/2 Cf* Ef/2 |. Matrix Q is not a diagonal matrix since the central axis of

Df/2 Ef/2 1
elliptical cone I' does not coincide with any coordinate axes of CCS. To simplify (10), we first assume a

canonical frame of conicoid, ACS, and a rotation matrix, R, from ACS to CCS. Then, the transformation

between ACS and CCS can be expressed as

T T
|:.CL’C yc ZC:| :R;[xa ya Za:| , (11)
By substituting (11) into (10), we have
T T
oy | (R)TQRY oy | =0 (12)
Next, by diagonalizing matrix Q, (12) can be derived as
(R QR; = (R))™'QR;, = diag (M, A2, \s) (13)

where R consists of the eigenvectors of Q. In addition, A\, Ao, and )3 are eigenvalues of Q. Hence, in
ACS, a compact form equation of conical surface I'. in (9) can be derived from (12).

Note that matrix  is a real symmetric matrix, and thus it can be diagonalized definitely. After
diagonalizing matrix @, RS and )\;,% = 1,2,3 can be obtained. Meanwhile, the corresponding ACS

can also be determined. O

ACS aligns one of the coordinate axes with the central axis of elliptical cone I', and it also shares the
same origin with CCS. The values of \;,7 = 1,2, 3 determine the relative position of the elliptical cone I'
and the coordinate axes of ACS. I'. in (9) is the standard form of a quadric cone in a canonical frame of
conicoids [35]. Hence, the coefficients \;,7 = 1,2, 3 must contain one negative coefficient and two positive
coefficients [36]. Here, six possible cases of Aj, Ao, and A3 are listed in Table II. Each case represents a
relation between the elliptical cone and the coordinate axes. For instance, A3 < 0 < Ay < A; means that
the central axis of elliptical cone I' aligns with z* axis, the major-axis of the ellipse is parallel to y* axis,
and the minor-axis is parallel to z® axis. When A\, Ao, and A3 have other relations, we can always find

the corresponding relations between the elliptical cone and the coordinate axes.
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TABLE 1T
ALL CASES OF \;,i = 1,2, 3.

| Cases | Calculation expressions |
I INES _ VDY
M <0< da < | b= /832 ko= —y /3R

A3 <0< A1 < A2 klz\/ifiié ,k’2=—\/§f:§;
A2 <0< A < A3 klz\/ﬁ,/@:—\/;f:i;
A2 <0< Az <X\ klz\/igiiz ,k2:—\/§;:§g
A <0< A3 < A2 klz\/ﬁ,/@:—\/;i:i?

A <0< A2 < A3 klz\/;\giif’]@:—\/;z:;\?

We estimate the normal vector of the luminaire plane by finding a parallel plane to it. In particular,
rotating the plane that ellipse II. lies on around its major axis, we can obtain two circles, termed as II;
and II,, that intersect with conical surface I'., and only one of them is parallel to the luminaire. 1I; and II,
have different orientations, and both circles are parallel to y* axis. Without loss of generality, we define

planes II; and II; as

2% = kx® + b, (14)
and

2% = kox®™ + b, (15)
respectively, where b = , /ﬁ and ky = — ﬁ decide the orientation of the circular planes [35], and

b is a constant. The expressions of k; and k5 for all cases are listed in Table II. Given variables k; and k-,
there exists two possible normal vectors of the luminaire, and they can be expressed as ny;, = (k1,0, —1)T
and nf, = (k2,0, =

To eliminate the duality of the normal vector, an arc of another LED luminaire is utilized to find the
correct one, instead of requiring another complete luminaire. This arc can be fitted into another ellipse II;.
Similarly, we further construct the elliptical cone using 11, and the camera vertex, and rotate the plane
that 11y lies on to obtain two circles with the normal vectors of nf, and nf,. Since both the arc and the

complete circle are on the ceiling of the room, there exists two identical items among n{ > Mi1,» Miy,» and

ny, in theory. Then, we can solve

=125 =34, (16)

: a a
min [|[n% —n
¥ H IL; I;

to obtain the optimal plane II;» and the normal vector nf; , where * represents the optimal ¢ obtained
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from (16). Based on nf; , the normalized normal vector of the LED luminaire in CCS can be expressed

as
a
;.

VEE T

As such, the normal vector of the luminaires can be obtained, and it will be used in the subsequent pose

ey = RS (17)

and location estimation. For convenience, we denote the obtained nf i in (17) as nf gz = (t1, ta, tg)T.

B. Center and Mark Point Coordinates in CCS

To achieve positioning, two points, GG, and M, on the luminaire are required, and their coordinates in
CCS, P, and Py, should be obtained. In particular, G, is at the center of the luminaire, while M is a
mark point on the margin of the luminaire. The vector Ge—]\f can be normalized as ng_,, = (0, 1, O)T in
WCS. In this section, we leverage the geometric relationship between the points and their projections on
the image plane to estimate Pf,_ and Py;.

We first propose to obtain the projections of G, and M on the image plane. G/, and M’ are the projections
of G, and M, respectively. There are two methods to obtain the projections proposed. The first method
is to artificially mark. The points can be marked directly on the luminaire, as implemented in [26]. The
second method designs a space-time coding model to obtain points G, and M’ by taking advantage of
VLC. One possible space-time coding model is designed as shown in Fig. 2. The codes are sequentially
transmitted by the luminaire. It can be found that the projection point G is the intersection point of lines
P'G!, and M'G.. Lines P'G., and M'G are the projections of lines PG, and MG., respectively. The
projection point M/’ can be found as the endpoint of the overlapped line, M’'G’, of two sequential codes.
Thus, the points G/, and M’ can be found on the image plane, and their coordinates can be obtained
through image processing [37]. Even though in Fig. 2 there are only a few active LEDs, the space-time
coding design will not affect the illumination level. This is because that the space-time coding can be
carefully designed to achieve a target dimming level [38]. In addition, all the LEDs on the same luminaire
broadcast the luminaire’s ID information and the world coordinates information of the center GG, and the
mark point M. In addition to the above method, one can use other space-time codes such as turning on/off
the center LED and the mark point to identify the mark points.

Then, we exploit the relationship between the points and their projections to obtain P5_ and Py;. As
shown in Fig. 1(b), the luminaire plane intersects line M'O° at point M, while intersects line G,O° at
point GG.. Hence, we now derive equations of the luminaire plane and the lines.

Fig. 3 shows the projection of elliptical cone I' on the 2Oz plane. Line segment L, L5 is the projection

of the complete luminaire circle captured by the camera, and the length of L, L, is equal to the diameter
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O LED is OFF.
[ LED is ON.

Fig. 2. Space-time coding model.

Fig. 3. The projection of elliptical cone on the z*Oz* plane.

of the luminaire, 2R. Line segment I, I, is the projection of II, on #*0z* plane, and line segment L, L,

is the projection of 1I;» on 2*0Oz* plane. Moreover, lines L;O* and L,O* can be expressed as [35]

[\
& =4/ ——ax 1
z )\393 (18)

By combining and solving z* = k;-2*+b and (18), the coordinates of points L; and L., can be obtained.
T T
Here, we define PL",1 = <xz,1 ,yi,l , zz,l ) and PL",2 = <xi,2, yzg, zz) . The expression of luminaire plane
can be given by

2* = kLgp2® + brep, 19)

where kLED = k‘z* and bLED = 21D

P, —P*
! ’

The coordinate, P5;, of point M’ in CCS can be obtained by (2). Then, the coordinate, P, =
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(23,3, 2%,) ", of point M’ in ACS can be further obtained by P¥, = R*. P{,. With P, =

C
(@8, Y3y z?\/[,)T, the point-normal form equation of line M’O* can be given by

a a

_v_= (20)

T Y Fw
From Fig. 3, we can also observe that luminaire plane and line M’'O?* intersect at point M. Thus by

T

combining and solving (19) and (20), we can obtain the coordinate of point M in ACS, i.e., Py;. Similarly,
we can also obtain the coordinate of point G., P& _, in ACS by using the line G'O* and (19). Finally, the
coordinates of points GG, and M in CCS, Pf_and Py, are given by PS5 = R;- P; and Py, = R; - Py,

respectively.

C. Pose and Location Estimation

Based on njyp, Pg_ and Py, the pose and location of the user in WCS can be further obtained with
VLC as follows.
Based on single-view geometry theory, the relationship between mfp, = (tl,t2,t3)T and )y =

(0,0,-1)" is nfpp = (RY)" - nfyp. which can further derived as

sinf = tl,
—cosfsinp = to, (21)

—cosfcos p = t3.

The rotation angles ¢ and 6 corresponding to the z“-axis and y°-axis can be obtained by solving (21). In

addition, G.M can be normalized as ny_,, = (0, 1, 0)" in WCS. The normalized form of G.M will be

P& —PS
G M
nCGM:’ -
e

J— T w J— W C 1 3
e —pe | (s1,82,53) . We also have ny; ,, = RY - nf, ,;, which can be further derived as
€

sin 1 cos § = sy,
cos 1 cos p + sin ) sin fsin p = s, (22)

— cos 1 sin ¢ + sin ¢ sin 6 cos p = s3.

Then, with the obtained ¢ and 6, the rotation angle ) corresponding to z¢-axis can be obtained from
(22). Note that all the three equations are needed to determine a unique angle. I can also be obtained
according to (4). By substituting the obtained WCS and CCS coordinates of G and M, i.e., Py, P,
Py} and Py, into

Y =

C

(Py, — RY - Pg) + (Py; — RY - Py))], (23)

|~
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ty can be obtained. In (23), we average t7 = P5 — RY - P; and t7 = Py, — RY - Py, to reduce

estimation errors. In this way, the pose and location of the camera, i.e., R} and ¢!, have been obtained.

IV. AO-V-PA POSITIONING ALGORITHM

In Section III, an accurate positioning algorithm V-PCA has been proposed. However, in practice, the
camera may not always be able to capture complete circular luminaire images due to limited FOV and
possible occlusions. In such circumstances, the center of luminaire and the mark point cannot be determined
by the space-time coding design or artificial marking, and, thus, V-PCA cannot work. To circumvent these
practical challenges, we propose an anti-occlusion positioning algorithm based on V-PCA, called AO-V-
PA, which can achieve positioning using incomplete circular luminaire images. In particular, the normal
vector of the luminaire in CCS is first estimated using the same process as V-PCA. Then, we fit the ellipses
from arcs, and the center of the ellipse is approximated as the projection of the luminaires’s center on the
image plane. Finally, the pose and location of the user can be obtained based on the estimated centers
and the normal vector n{p. Since the principle of nfpy estimation in OA-V-PA is similar to the one in
V-PCA, we will not reproduce it in this section for brevity. The main differences between OA-V-PA and

V-PCA are introduced below.

A. Center Coordinates in CCS

The image plane has only incomplete luminaires that are defined as incomplete ellipses. In such
circumstances, the artificial mark point may not be captured, and the space-time coding can also not
be completely received. Thus, we propose to approximate the projection of the luminaire’s center using
the center of the fitted ellipse, so as to calculate the pose of the user. Although the approximation of the
projection center may yield additional estimation errors, it can increase the feasibility and robustness of
the positioning algorithm, which will be verified in the simulation results.

We use G. and Gy to represent the centers of two circular luminaires, which are captured by the camera
and lie on two ellipses, II. and II;, respectively on the image plane. The projections of G, and G on
the image plane are G/ and G’;, respectively. The general form functions of ellipses II. and II; can be
estimated according to (8). Then, the known parameters A, B, C, D, and E can be used to obtain the

centers of the ellipses. The coordinate of the center of ellipse II. in ICS can be expressed as

i _ BE—-2CD
e 4AC—-B2> (24)
i _ BD-2AF
Ye = dac—B2>
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and it can be used to approximate P, ~ (z}, y;)T. Similarly, the center of another fitted ellipse IT; on
the image plane can also be approximated with PiG} ~ (mlf,y})T Next, Pp, and P(i;} are respectively
used to obtain the point-normal form equations of lines G;,O* and G';O?, which are combined and solved
with (19) to obtain the coordinates of the point GG, and Gy in ACS . Thus, we obtain the coordinates, Pg_
and P§ , which are respectively substituted into Pg = R; - PG, and PG = R - PG, to obtain Pg and

Péf. Consequently, the coordinates of two luminaires’ centers in CCS can be estimated.

B. Pose and Location Estimation

This step estimates the pose and location of the user. Similar to Section III, we first calculate the rotation
matrix. The rotation angles ¢ and # corresponding to the z-axis and y°-axis can be obtained according to
(21). The rotation angle v corresponding to the z°-axis can be obtained by using the estimated luminaires’
centers, i.e., G, and Gy. In particular, the normalized form of CTG; in WCS is calculated first with the
known P and Py, and we denote it by ng ;, = (91, 9o, gg)T for simplicity. Note that (g1, go, gg)T
cannot be equal to (0,1, O)T. This is because that CTGf can have arbitrary direction since the camera

may capture two lummalres at any locations. Then, the normalized form of G.Gy in CCS is calculated

c

C
by nNg.g; =
P&, —Pg

. T
‘ — (hy, hy, hs)". According to ng.q, = (RY) - ng,q,, we have

g1 cospcost + gosiny cosf — ggsin = hy,
—g1 (sin 1) cos ¢ + cos 1 sin fsin 1)) + go (cos 1 cos p + sin ¢ sin fsin)) + gz cosfsinp = hy,  (25)
g1 (sin ) sin ¢ + sin ¥ sin 0 cos ) — g (cos 1 sin ¢ + sin 1 sin @ cos ) + g3 cos O cos ¢ = hs.

Then, with the obtained ¢ and 6, the rotation angle ¢ corresponding to z¢-axis can be calculated by using
the auxiliary angle formula in trigonometric function to solve (25). R} can also be obtained according to
4).

Similar to (23), ' can be calculated by substituting the obtained WCS and CCS coordinates of GG, and
Gy, ie., PY, Pg, , and P , into

1
ty = |(Py~RY-P)+ (P, —RY-F ). (26)

Consequently, the pose and location of the user, i.e., R and tY’, have been estimated.

Above all, we can observe that V-PCA and OA-V-PA share most of the positioning process, while
have some key differences. In particular, when a complete circular luminaire and an incomplete circular
luminaire are captured by the camera, the V-PCA can be used to estimate the location; if there are only

incomplete circular luminaires captured, the OA-V-PA can be used. Although both V-PCA and OA-V-PA
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can be implemented in the same scenarios, OA-V-PA cannot replace V-PCA since V-PCA can directly
use the information of the projections of the center and the mark point, while in OA-V-PA, the projection
of the luminaire’s center is obtained by an approximation method. Hence, V-PCA can provide more
accurate positioning results compared to OA-V-PA. The performance difference will be shown in Section
VI. Here, we term this dynamic integration of V-PCA and OA-V-PA as V-PA, which can select appropriate

positioning algorithms according to the captured luminaires.

V. IMPLEMENTATION OF V-PA

In this section, we establish an experimental prototype to verify the feasibility and efficiency of the pro-
posed algorithm. The illustration of the experimental setup is shown in Fig. 4, and the device specifications

are given in Table IIL

A. Implementations

The experiment is carried out in an indoor environment. The height of the transmitters is 2.84 m. There
are 12 circular luminaires mounted on the ceiling of the room to provide illumination and positioning
information. As long as two luminaires are captured, whether they are complete or not, the user can be
located. In the experiment, we manually mark the center and a mark point on each luminaire, and the
mark points on one luminaire are shown in Fig. 4 (a). All the LEDs in a luminaire transmit the same

information containing the luminaire’s coordinate and ID.

Arduino: Manchester
encoding and OOK —
modulation

Dimming 5 Luminaire: addlon
module DD312 ADL-TDO1B

mobile phone Realme Q2i

|
|
| Camera: rear camera of
|
|
|

(a) Experimental environment. (b) Block diagram.

Fig. 4. Experimental setup.
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TABLE III
DEVICE SPECIFICATIONS

| Parameters | Model/Values |
Model Addlon ADL-TDO1B
. Semi-angle, @4 /o 67.5°
Transmitter Transmitter Power/, P, 5 W
Radius 3.5 cm
Model Rear camera of Realme Q2i
f=3.462mm
Camera Intrinsic parameters dy =dy =1.12 x 10~ %em
(uo, vo) = (2080, 1560)
Resolution 4160 x 3120
Exposure time 1.25 ms & 6.67 ms

To successfully transmit the information, Arduino Studio is used to generate signals with Manchester
encoding and on-off keying (OOK) modulation. Then, the dimming module is designed to control the
transmitted power of the LED, after which, DD312, a constant current LED driver is used to drive the
LED to emit light without flicking. In this way, the information of the transmitters are broadcasted to the
air. To successfully receive the geometric information and the modulated VLC information that contain the
IDs and world coordinates of the luminaires, a single camera is calibrated by a conventional method [39]
to extract information from 2D images. We use rear complementary metal oxide semiconductor (CMOS)
camera of Realme Q2i due to the exposure time requirement of the rolling shutter. We first leverage the
rolling shutter effect of the CMOS image sensor to capture the fringe image of the luminaire, and we
demodulate the fringes to receive the VLC information. Then, an image processing is implemented by
an Android/Java program to receive the geometric information. Once an image is captured, the region of
interest (ROI) is exploited for image processing to enhance the accuracy. After contour extraction and
curve fitting, the elliptic curve equation and the pixel coordinates of the projections can be obtained from
the processed images. Finally, the geometric feature information and the VLC information will be input
into an Android/Java program, and the pose and location of the user can be output by implementing the

proposed algorithm in the program.

B. Image Processing

At the receiver side, both geometric feature information and VLC signals are supposed to be obtained.
However, the fringe image that is easy to demodulate does not have enough clear outlines to fit the
elliptic curve equation. For instance, Fig. 5 (a) is an original fringe image, which will turn into Fig. 5 (b)
after filtering. It can be observed that the outline of Fig. 5 (b) is rather vague, which can lead to further

detection errors as shown in Fig. 5 (c). Therefore, we propose a fused image processing scheme, and the
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(a) Original image. (b) Filtered image. (c) Fitted outline.

Fig. 5. Fringe images in image processing.

Image Image ; .
(ET=6.67ms) (ET=1.25ms) = I
l l VLC_Camera
Color-to-greyscale image conversion
L L
Blur filter

I

Binarization

ROI
extraction

l |

Center middle pixel column and
two adjacent pixel columns

[ [

Binarization

Foundcontour

Fitting elliptic Calculating width of stripes
curve
\‘/ Number
of found
Elliptic curve Decode Luminaires:
equation L 4
and center VLC SHOT
coordinate infromation EXIT
(a) Flow diagram. (b) APP interface.

Fig. 6. Flow diagram of image processing and APP interface.

flow diagram is shown in Fig. 6 (a). In the proposed scheme, once a user needs to locate, the image sensor
will take two photos under different exposure times (ET), and we develop an application as shown in Fig.
6 (b) for convenience. In this application, it can be automatically shoot under two ETs, and the interval
between two ETs can be artificially controlled. When this interval is extremely short, the two captured
images have approximately the same pose and location, and, thus, the pixel coordinates in two images
are the same. Under a long ET, the luminaire is captured as a complete circle or an ellipse, while under
a short ET, it is captured as a fringe image, as shown in Fig. 7 (a) and Fig. 7 (b), respectively.

Fig. 7 (a) and Fig. 7 (b) are used to obtain the geometric feature information and VLC signals as
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(a) Image captured under a (b) Image captured under a short
long exposure time (ET=6.67 exposure time (ET=1.25 ms).
ms).

Fig. 7. Images in two-step image processing.

illustrated in Fig. 6 (a). First, Fig. 7 (a) and Fig. 7 (b) are converted from RGB images to greyscale
images. For the images under the long ET, the filtered image is binarized to make the area of the bright
region clear, so as to facilitate the ROI extraction. Since this image is considered to have the same pixels
coordinates with the one under the short ET, the extracted ROIs can also be used in the image captured
under the short ET. Then, Hough Transform [40] is used for object detection. The points on the ellipse
contour, the projection point of the luminaire’s center, and the projection point of the mark point are all
extracted, and the extracted points on the contour are used to fit the elliptic curve equation with the least
squares fitting. With this equation, the center of the ellipse can also be obtained according to (24) when
the center or the mark point is not detected due to the occlusion. The occlusion can be detected by setting
a threshold for a deviation distance between the extracted contour points and the fitted curve. For images
under the short ET, a binarization process is performed in each ROI. The threshold of this binarization is
higher than that under the long ET, since bright and dark fringes here have to be more distinguishable to
reduce error in decoding. Then, according to the pixel coordinate of the center in the image, the middle
pixel column and its two adjacent pixel columns are extracted, as shown in the regions of red boxes in Fig.
7 (b). The three pixel columns are selected here to reduce the calculation error. The widths of the bright
and dark fringes in red boxes are further calculated. Then, the VLC signals are obtained by decoding the

width values of the fringes.

VI. SIMULATION AND EXPERIMENTAL RESULTS

In this section, we evaluate the performance of V-PCA and OA-V-PA via simulation and experimental

results.



21

A. Simulation Setup

We consider a rectangular room, in which four luminaires are deployed on the ceiling of the room. The
system parameters are listed in Table IV. Unless otherwise specified, the radius of the LED luminaire is 15
cm. The image noise is defined as the deviation between the extracted feature points and the true contour,
and this is modeled as a white Gaussian noise having an expectation of zero and a standard deviation
of 2 pixels [22]. All statistical results are averaged over independent runs of 10,000 samples. For each
simulation sample, the location and pose of the user are generated randomly in the room, and the tilted
angle of the user is also generated randomly on the premise that at least two incomplete luminaires can be
captured. To mitigate the impact of image noise, the pixel coordinate is obtained by processing 20 images

for each location [22].

TABLE IV
SYSTEM PARAMETERS

| Parameters | Values |
LED semi-angle, ¢4/, 60°
Principal point of camera (uo,v0) = (320, 240)
Physical sizes dy =dy=125x 10"
Room size 8m X 6m x 3m
Location of four LEDs (m) | (2,2,3), (6,2,3),(2,4,3), (6,4,3)

We evaluate the positioning performance in terms of location and pose accuracy. We define the location

w

T
_ w w W
est T (xesm yest’ Zest) are true and

T
_ w w w _ w w w
erTor as ElOC - Hrtrue - Test”’ Where Ttrue - (xtrue7ytrue7 Ztrue) and r

W

estimated world coordinates of the user, respectively. In addition, with the true rotation R, ., we quantify

the relative error of the estimated pose, RY .., by Epos (%) = ||Gtrue — est|| / [|@est|| [41], where gyyue and

c,est?

gest are the normalized quaternions of the true and the estimated rotation matrices, i.e., RY, . and RY .,

respectively.

B. Simulation Results

1) Effect of image noise and the luminaire’s radius on positioning performance: In practice, since two
captured luminaires can be complete or incomplete, both V-PCA and OA-V-PA algorithms may be used.
Therefore, we evaluate the performance of V-PA that adaptively uses V-PCA and OA-V-PA according to
the practical scenario, and we compare the positioning accuracy of V-PA with other existing algorithms.
In terms of the number of required luminaires, we conduct PnP algorithm [42] as a baseline scheme. PnP
algorithm is performed by analyzing more than four correspondences between 3D reference points and
their 2D projections on the image, and it requires at least four LEDs for positioning. However, not all

samples capture four luminaires simultaneously. Thus we select four LEDs evenly from two arcs captured
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Fig. 8. CDF of the location error.

by the camera, such as the LEDs at the locations of M, N, P and () on the luminaire in Fig. 2. To show
the advantage of our algorithm that does not need extra device at the user, we conduct the IMU-based VLP
(V-IMU) algorithm [27] as another baseline scheme. Note that IMU typically measures the pitch and roll
angles with an error of 1.5°, and the azimuth angle with an error of 15° [29]. Therefore, for the V-IMU
algorithm, we impose random measurement errors that satisfy the uniform distribution of [0, 1.5°] on the
pitch and roll angles, and random measurement errors that satisfy the uniform distribution of [0, 15°] on
the azimuth angle.

Fig. 8 compares the performance of our proposed algorithm with PnP and V-IMU algorithms in terms
of the cumulative distribution function (CDF) of the location error. From this figure, we can observe that
V-PA has the best performance among the three algorithms. As shown in Fig. 8, V-PA is able to achieve
a 90th percentile accuracy of about 10 cm. In contrast, the PnP algorithm can achieve a 78th percentile
accuracy of about 10 cm. Meanwhile, for the V-IMU algorithm, only a 16th percentile accuracy of about
10 cm is achieved. This is because the V-IMU algorithm requires the tilted angles to be small to achieve
reliable approximation for the projection radius.

Fig. 9 shows the effect of image noise on V-PA in terms of the average Ej,. and FEp. The image noise
is modeled as a white Gaussian noise with an expectation of zero and a standard deviation o,, that ranges
from O to 4 pixels. From Fig. 9 (a), we can observe that the average FEj,. is 0 cm when o, is 0 for V-PA
and PnP. That indicates that the location errors of them are totally caused by the image noise. The average
FEloe of V-IMU increases from 31 cm to 61 cm as the image noise increases from O to 4 pixels, while that
of PnP increases from O cm to 37 cm. Besides, as the image noise increases, the average FEj,. of V-PA

varies in a relative small range, from 0 cm to 10 cm, which indicates that V-PA is more robust to image
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noise. In addition, Fig. 9 (b) further illustrates the average L. versus the image noise. The average E,os

of V-PA increases from 0% to 1.5% as radius increases, while that of PnP increases from 0% to 3.8%.

These results also verify that, compared with the PnP algorithm, V-PA is more robust to image noise.

Fig. 10 evaluates the effect of the radius of the luminaire on positioning accuracy. This performance

is captured by the average FEi, and the average FEi, with the radius varying from 4 cm to 18 cm. As

shown in Fig. 10 (a), the accuracy of location estimation improves as the radius of luminaire increases.

V-PA has the best performance among the three algorithms. For V-PA, the average F),. remains below 18

cm for all radii. For PnP, the average F),. decreases from 61 cm to 15 cm as the radius of the luminaire

increases. Meanwhile, for V-IMU, the average .. decreases from 70 cm to 49 cm. We can observe that,

when the radius is below 8 cm, the average F),. of both V-PA and PnP decreases fast as radius increases.
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Fig. 11. Cumulative Distribution Function (CDF) of the location error.

This is due to the fact that, when the captured geometric features have small size, the positioning accuracy
is affected by the image noise more seriously. Fig. 10 (b) compares the average L, of V-PA and PnP.
Here, we observe V-PA is more accurate than PnP. The average FE,.s of V-PA decreases from 2.8% to
0.7% as the radius increases, while that of PnP decreases from 6.6% to 1.7%. This also indicates that the
pose accuracy of the PnP algorithm is affected more by the small size of luminaire than that of the V-PA
algorithm.

2) Effect of the arc length of the captured luminaires on positioning performance: We then also
compare the positioning performance of V-PCA and OA-V-PA algorithms, in which, we evaluate how
the length of the contours that extracted from the captured luminaires affect the positioning performance.
For comparison, we conduct four schemes: i) OA-V-PA with two semicircles extracted, ii) OA-V-PA with
two superior arcs extracted, iii) V-PCA with a circle and a semicircle extracted, and iv) V-PCA with two
circles extracted. For each scheme, we use the same samples for fairness, and each sample captures two
complete luminaires. This means that V-PCA and OA-V-PA capture the same information at the same
position with the same tilted angle, while they use different arc information for positioning.

Fig. 11 compares the performance of V-PCA and OA-V-PA in terms of the CDF of the location error.
We observe that V-PCA performs better than OA-V-PA. The performance of the two V-PCA schemes are
close, and the performance of V-PCA with two circles is slightly better than that of V-PCA with a circle
and a semicircle. V-PCA schemes are able to achieve a 97th percentile accuracy of about 10 cm, which
is slightly better than the performance of V-PA in Fig. 8. This is because OA-V-PA is also adaptively
selected together with V-PCA in Fig. 8. As shown in Fig. 8, OA-V-PA with two semicircles can achieve

an 86th percentile accuracy of about 10 cm, while OV-V-PA with two superior arcs can only achieve a
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50th percentile accuracy of about 10 cm. Therefore, the location accuracy improves as the available arc

length of captured luminaire increases.

Fig. 12 shows the effect of the arc length of the extracted contour on positioning accuracy as image

noise increases. The image noise is modeled with a standard deviation o,, that ranges from 0 to 4 pixels.

From Fig. 12(a), we can observe that the average FEj,. is O cm when o, is zero for V-PCA, while it is

about 0.7 cm for OA-V-PA. This is because, in OA-V-PA, the projection of the luminaires center is an

approximative value, which leads to slight deviations. Moreover, the average Fj,. of OA-V-PA with two

semicircles increases from 0.7 cm to 31.2 cm as the image noise increases from 0 to 4 pixels, while that

of OA-V-PA with two superior arcs increases from 0.7 cm to 11.8 cm. For V-PCA with a circle and a

semicircle, the average Ej,. increases from O cm to 5.6 cm, while it increases from 0 cm to 6.1 cm for
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V-PCA with two circles. Fig. 12 (b) further illustrates the average £, versus the image noise. Here, we
can see that the average E,, of all schemes increase as the image noise increases. Both Fig. 12 (a) and
Fig. 12 (b) indicate that the robustness to image noise increases when the arc length of captured luminaire
increases. In the situation in which a complete circle is captured, this change is not obvious whether the
other captured luminaire is complete or incomplete. This is due to the fact that the other captured luminaire
is only used to eliminate the duality of the normal vector but not estimate the location of the user.

Fig. 13 evaluates the effect of the arc length of the extracted contour on positioning accuracy as the
radius of the luminaire increases. The radius varies from 6 cm to 16 cm. As shown in Fig. 13, V-PCA
with two circles has the best performance in terms of the average Fj,. and the average F,. In Fig. 13 (a),
the average Ej,. of OA-V-PA with two semicircles decreases from 41.2 cm to 12.7cm, while the average
FElo. of OA-V-PA with two superior arcs decreases from 14.6 cm to 5.4 cm. We can also observe that the
averages of FEj,. of two V-PCA schemes are both below 10 cm. Fig. 13 (b) compares the average
of OV-V-PA and V-PCA versus the radius of luminaire. We can observe that V-PCA performs better than
OA-V-PA. This also verifies that the positioning performance increases as the arc length of the captured
luminaire increases. Although the accuracy of OA-V-PA is slightly lower than V-PCA, it improves as the

arc length of the captured luminaire increases.

C. Experimental Results

This subsection evaluates the accuracy of V-PA via practical experiments. To verify the performance
of V-PA, we estimate the locations of 16 points uniformly distributed in a 180 cm x 210 cm test area.
At each reference point, the smartphone is fixed on a tripod in order to ensure the accuracy of the user’s
coordinates. The coordinates in cm of the reference points are (45, 30), (45, 90), (45, 150), (45, 210),
(90, 30), (90,90), (90, 150), (90, 210), (135, 30), (135, 90), (135, 150), (135, 210), (180, 30), (180, 90),
(180, 150) and (180, 210), which also represent the location of the center of the smartphone. For each test
point, we locate the user for 10 times. In the experiments, we compare the performance of our algorithm
with V-IMU. We also evaluate the effect of heights and tilted angles of the user on the 3D positioning
accuracy and the robustness.

Fig. 14 compares the experimental performance of our proposed algorithm with V-IMU in terms of the
CDF of the location error. The tilted angle is 0° and the height of the user is 120 cm. It can be observed
that our positioning algorithm outperforms V-IMU. In particular, V-PA is able to achieve less than 10 cm
positioning errors for 100th percentile test points, while V-IMU can achieve a 50th percentile accuracy of

about 10 cm.



27

0.8 -

59
a
@)
04r
02f —<4— V-IMU
—4—V-PA
0 10 20 30 40 50 60 70
Location Error [cm]
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Fig. 15. The mean of experimental E.. versus the tilted angle and height of the user.

Fig. 15 (a) shows the average location error versus the tilted angle of the user. Due to the challenge
in measuring the three rotation angles of orientation, we only tilt the smartphone around its bottom edge
with different angles. Hence, we only need to measure a tilted angle to evaluate the effect of the tilted
angles on positioning performance. From Fig. 15 (a), it can be observed that as the tilted angle increases,
the mean of the location error also increases. This is because that when the tilted angle increases, the
eccentricity of the projection ellipse also increases. Hence, the approximation error of the projection of
the luminaire’s center increases and leads to positioning error. However, the mean of the location error
increases in a relative small range, i.e. from 3 cm to 5 cm. Therefore, the tilted angle of the user has little
effect on the positioning performance. Fig. 15 (b) shows the average location error versus the height of

the user. The tilted angle of the user is 0°. It can be observed that as the height of the user increases, the
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mean of the location error slightly varies between 3 and 4 cm. This verifies that positioning performance
is robust to the variations of the height of the users.

Fig. 16 shows the positioning performance of the proposed scheme as tilted angle and height of the user
change. It can be observed that the positioning accuracy varies slightly when the tilted angle and height

change, which is aligned with Figs. 15 (a) and 15 (b), thus further verifying the robustness of V-PA.
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Fig. 16. CDF of the positioning accuracies under different settings.

VII. CONCLUSION

In this paper, we have proposed a practical V-PA approach for indoor positioning, which can achieve
pose and location estimation of the user using circular luminaires. The proposed approach does not need
IMU and has no tilted angle limitations at the user. In particular, we have first developed an algorithm called
V-PCA, in which, the geometric features extracted from a complete circular luminaire and an incomplete
one have been developed for the pose and location estimation. Furthermore, we have proposed the OA-V-
PA algorithm to enhance the practicality and robustness when part VLC links are blocked. We have also
established a prototype, in which a fused image processing scheme was proposed to simultaneously obtain
VLC signals and geometric information. Simulation results show that V-PA can achieve a 90th percentile
positioning accuracy of around 10 cm. The experimental results also show that the average location error
is less than 5 cm whether the user is tilted or vertically upward. Therefore, V-PA is promising for indoor

positioning, which is practical and suitable for common indoor scenarios.
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