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The neurocognition of engineering students designing: A preliminary study exploring
problem framing and the use of concept mapping

Abstract

Neuroimaging provides a relatively new approach for advancing engineering education by
exploring changes in neurocognition from educational interventions. The purpose of the research
described in this paper is to present the results of a preliminary study that measured students’
neurocognition while concept mapping. Engineering design is an iterative process of exploring
both the problem and solution spaces. To aid students in exploring these spaces, half of the 66
engineering students who participated in the study were first asked to develop a concept map and
then construct a design problem statement. The concept mapping activity significantly reduced
neurocognitive activation in the students’ left prefrontal cortex (PFC) compared to students who
did not receive this intervention when constructing their problem statement. The sub-region in
the left PFC that elicited less activation is generally associated with analytical judgment and
goal-directed planning. The group of students who completed the concept mapping activity had
greater focused neurocognitive activation in their right PFC. The right PFC is often associated
with divergent thinking and ill-structured representation. Patterns of functional connectivity
across students’ PFC also differed between the groups. The concept mapping activity reduced the
network density in students’ PFC. Lower network density is one measure of lower cognitive
effort. These results provide new insight into the neurocognition of engineering students when
designing and how educational interventions can change engineering students’ neurocognition. A
better understanding of how interventions like concept mapping shape students’ neurocognition,
and how this relates to learning, can lay the groundwork for novel advances in engineering
education that support new tools and pedagogy for engineering design.

Introduction and Background

Engineering design is an iterative process that requires the co-evolution of both the problem and
solution spaces [1], [2]. Tools and techniques that help students explore the problem and solution
spaces in new ways can aid in their educational development as design engineers. Concept
mapping as an educational tool tends to focus on measuring students’ ability to think in
systems [3]. Much research has focused on how to develop concept mapping as an assessment
tool for student learning [3], [4]. For example, one assessment approach is to count the number
of concepts, cross-links, and the level of hierarchies in students’ concept maps [5]. Another
approach is to use a three-point scale to rate the content on a concept map for
comprehensiveness, organization, and correctness [6].

Concept mapping may also be an approach to help students explore both the problems and
solutions in new ways by visualizing the representation of information and the relationships
between this information [3], [7]. The graphical structure of concept maps facilitates the
visualization of new relationships and elements. Less is understood about how concept mapping
may be useful as a technique to expand students’ ability to explore the problem and solution
spaces. The process of graphically representing the connections between complex system
components may help enable unique “retrieval paths” for new concepts and help students create



new knowledge [8]. What these retrieval paths look like is not well understood Is the change in
cognitive processing that occurs from concept mapping observable in students’ brains?

Methods from neuroscience offer an approach to answer this question. Neuroimaging provides a
layer of information and insight about design cognition that is underexplored [9], and holds
potential to advance engineering education by adding new objective measures. For example, a
prior neuroimaging study found that first-year and fourth-year engineering students use
anatomically different regions of their brain when solving design problems and these differences
correspond to varying levels of design performance [10]. Measuring students’ neurocognition
and their behavior can provide new insights into the effects of tools and techniques, like concept
mapping, on students’ design ability.

Research Question

The research question is what are the effects of concept mapping on students’ neurocognition
when developing problem statements? The expectation was that concept maps create new
knowledge by focusing students’ attention on the relationships between existing concepts. The
use of concept maps divides the task into first thinking about the information and relationships
broadly before being directed to identify a problem. Based on cognitive load theory [11], [12],
this segmenting, or division, of the process may reduce the cognitive effort required by students
when constructing their design problem statements and this is observable in their neurocognition.

Methods

All of the participants (n=66) in this study were engineering students (undergraduate and
graduate) at Virginia Tech. Participants were recruited through their engineering courses and
through university communication channels such as campus activity bulletin boards and
department listservs. The participants were provided with a $30 gift card for their participation in
the study. The experiment procedure was approved by the Institutional Review Board.

Once enrolled, participants were randomly assigned to the intervention or control group. The
intervention group learned about concept mapping. They were shown a four-minute video about
the elements and relationships in a concept map and how to construct a concept map. To practice
the process, they were asked to construct a concept map about their educational experience and
could ask questions while they practiced. The participants in the control group were not given
instruction about concept mapping or asked to practice it.

Students in both groups were then outfitted with a functional near infrared spectroscopy (fNIRS)
device. fNIRS was chosen as the neuroimaging instrument because it offers relatively good
resolution in both time and space, respectively, compared to functional magnetic resonance
imaging (fMRI) and electro-encephalography (EEG). fNIRS measures the change of oxygenated
(oxy-Hb) and deoxygenated hemoglobin (deoxy-Hb), also called blood oxygenation level
dependent (BOLD) response. BOLD response is a proxy for brain activity [13]. An increase in
oxy-Hb typically mirrors neuronal activity and implies the allocation of resources and nutrients
by the cerebrovascular system [14]. fMRI also measures the BOLD response. The benefit of
fNIRS compared to fMRI is participants can perform tasks sitting at a desk rather than inside of a
large tube laying on their backs. fNIRS was preferred over EEG because of the spatial resolution



of the data. The fNIRS cap is shown in Figure 1(a). Changes in oxy-Hb were measured using the
fNIRS in 22 channels placed in the 10-20 system along the prefrontal cortex (Figure 1(b)).
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Figure 1: (a) fNIRS cap on participant, (b) prefrontal cortex channel placement

While wearing the fNIRS cap, students were asked to first complete a word tracing task to record
baseline activation in their brain. This type of baseline recording is typical among neurocognitive
studies [15], [16]. Subsequent to the word tracing, participants were asked to rest for thirty
seconds by staring at a cross-hair.

Students in the intervention group were then prompted to construct a concept map. There were
two design tasks and two associated concept maps. One of the tasks asked the intervention group
of students to “create a concept map illustrating all of the systems and stakeholders that interact
with each other in Patton Hall.” Patton Hall is a familiar building on campus. Following the
concept mapping task students were told “Virginia Tech has hired you as a consultant. Patton
Hall needs to be renovated and your role is to provide a document containing everything you
think could be improved in the building. Please be as descriptive and elaborate as you can in
explaining your ideas and how they would impact the systems and stakeholders.” A thirty second
rest period followed both the concept map and problem statement task.

The second task then prompted the intervention group of students to “create a concept map
illustrating all of the mobility systems on campus.” Following the concept mapping task,
students were told, “Virginia Tech has hired you as a consultant. Mobility on campus needs to be
redesigned and your role is to provide a document containing everything you think that could be
improved. Please be as descriptive and elaborate as you can in explaining your ideas and how
they would impact mobility on campus”. The order of these two tasks were randomized for each
participant. The control group was given the same instructions except for the concept maps. The
experiment was conducted using PsychoPy. PsychoPy helped provide timed instructions and
prompts on a display screen for each task.

Neuroimaging data

Ten out of sixty-six participants were removed from further analysis due to poor signals. The
fNIRS raw data for the fifty-six (n=28 for each group) participants were processed using a
bandpass filter (frequency ranging between 0.01 and 0.1 Hz, third order Butterworth filter)
which was done to eliminate low frequency physiological and high frequency instrumental



noises. Additionally, an independent component analysis (ICA) with a coefficient of spatial
uniformity of 0.5 was applied to remove motion artifacts. This elimination step was critical in
processing the raw fNIRS data to avoid false discovery in fNIRS analysis [17]. The parameters
in data processing are based on prior research [18]. Shimadzu fNIRS software was used to filter
and pre-process the fNIRS data. After preprocessing, fNIRS data were analyzed using a locally
developed python script. A baseline correction and z-transformation were applied to make
fNIRS data comparable between subjects and between the two groups.

The neurocognitive activation in the prefrontal cortex (PFC) and its sub-regions was analyzed.
Oxy-Hb was averaged for all channels to assess differences in activation for the whole PFC.
Since sub-regions in the PFC are recruited for different cognitive tasks related to engineering, the
oxy-Hb across functional sub-regions for each participant was also analyzed. The mean oxy-Hb
throughout the task was used as a proxy for neurocognitive activation. Independent t-tests were
performed to compare the control group to the intervention group for both tasks. The confidence
interval was 0.05.

Patterns in brain networks were also compared. Brain networks are a representation of functional
connectivity between different sub-regions [19]. Brain networks were created using Pearson’s
correlation, matrices showing the correlation between signal channels measuring the variations in
oxy-Hb. A threshold was then applied to identify the connections between nodes [20]. Multiple
network thresholds were used in this study, including 20%, 25%, 30% and 35% of the correlated
nodes within the network. The process of developing a correlation matrix, applying a threshold,
and illustrating these connections is illustrated in Figure 2. This level of thresholding was used
previously when describing how brainstorming, morphological analysis, and TRIZ produce
distinctly different density networks and regions of centrality [15].
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Figure 2: The process of creating brain network graphs, which is a proxy for functional
coordination in the prefrontal cortex. Calculate the correlation between channels when defining
the problem statement, apply a threshold, and then represent the matrix using brain network
graphs. Base of brain image copyright © Society for Neuroscience.

Results and discussion

Students who first completed the concept mapping task recruited less oxy-Hb to their left PFC
compared to the control group. The reduction of oxy-Hb in the left PFC was consistent for both
tasks, illustrated in Figures 3 and 4. This implies that the use of concept mapping reduced
cognitive load in the left hemisphere of the PFC. This may occur because of the segmenting of



the task into first thinking about concepts associated with the problem before being asked to
identify an define the problems.
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Figure 3: Building system task; (a) Average brain activation for the control group; (b) Average
brain activation for the intervention group.
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Figure 4: Mobility system task; (a) Average brain activation for the control group; (b) Average
brain activation for the intervention group.

The differences observed between groups was significant. Statistical analysis using t-tests found
that the oxy-Hb recruited specifically to the left dorsolateral PFC (DLPFC) was significantly less
for students who completed the concept mapping task about the building system (t=-2.08,
p=0.04; intervention group: M = 0.002, SD = 0.01; control group: M=0.07, SD=0.02) and the
mobility system task (t=2.01, p=0.04; intervention group: M=0.01, SD=0.15; control: M=0.05
SD=0.02). The left DLPFC is generally described with its involvement in making analytical
judgments and goal-directed planning [21], [22]. This deactivation of the left PFC as a result
from concept mapping is consistent with prior research [23]. It may suggest concept mapping
aids students’ understanding of the purpose and goals of the task before being asked to identify
associated problems. The concept mapping activity created an opportunity for the intervention
group to think about the concepts and relationships involved with the topic prior to developing a
problem statement. Thinking about the problem for longer, not necessarily the use of concept
maps, may be the reason differences were observed in students’ neurocognition. Future research
should use an active control, or additional techniques to focus students’ attention on potential
problems and solutions.



The right PFC, a region that was recruited for both the intervention group that was asked to
develop a concept map and the control group, is known to play an active role in divergent
thinking [21], [24] and sustained attention [25]. Designers who display high semantic distances
in solution generation exhibit strong synchronization within their right PFC [26]. Goel and
Grafman [27], investigated concept generation abilities of a designer with lesions in the right
hemisphere and a designer without brain damage. They found the right DLPFC is critical for ill-
structured representation and computations.

A possible explanation for the more directed activation in the right PFC and less activation in the
left PFC among the students who completed the concept maps is the process of creating concept
maps aided students’ mental organization of information and enabled them to spend more time
on the creation of new ideas associated with their problem statements. Being familiar with the
information, and the relationships between this information, may have helped facilitate a quicker
transition from thinking about one idea to another, which seems to correspond to divergent
thinking and the elicitation of activation in the right PFC.

Network analysis

Functional connectivity between nodes representing the prefrontal cortex also varied between
groups. The control group, in both tasks, produced more dense networks with more connections
across regions of the PFC, represented in Figures 5 and 6. This is consistent with prior research
about the effects of concept mapping on students’ neurocognition. Concept mapping alleviated
brain network complexities and required less coordination between different brain regions in a
prior study [28]. Concept mapping seems to focus subsequent activation to specific regions of
the brain.

There is consistency in node centrality in all of the network graphs. Sub-regions in the middle
and left DLPFC, in Figures 5 and 6, are regions with high centrality. High central nodes are
highlighted in red. The medial PFC (mPFC) is believed to be an essential region for neural
networks relevant to perspective taking [29]. Prior neuroscience literature also suggests the
mPFC is recruited in memory retrieval, association learning, and simulating future imaginative
events [30], [31]. A possible explanation for the high centrality of this region is that students
cognitively made associations between ideas during the problem statement process and this is
coordinated through the mPFC.
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Figure 5: Network graph for the building systems task for the (a) control group and (b)
intervention group using a threshold for the correlation matrix of 0.65. Red nodes represent high
centrality.
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Figure 6: Network graph for the mobility systems task for the (a) control group and (b)
intervention group using a threshold for the correlation matrix of 0.65. Red nodes represent high

centrality.

Further research is needed to provide the basis for more complete explanations about the
meaning of these network differences. The central region, or node, in the medial and left
hemisphere of the PFC, might be relevant to the coordination of “retrieval” paths during design.
These regions appear to help facilitate functional interaction and act as a control for information
flow as it interacts with other brain regions, but network characteristics in neuroscience is an
emerging field and how characteristics (e. g., density, clustering coefficient) are correlated to
design performance is an area of future research [32]. The intersection of engineering design
education, neuroscience, and network analysis as a measure for functional connectivity should be
the subject of future investigation to better develop an understanding of how information flows
through the brain.

Conclusion
Concept mapping appears to make designing easier to cognitively manage [11]. Concept

mapping led to deactivation in the region of the brain associated with analytical judgement [21],
[22] and it focused activation in the region of the brain associated with divergent thinking [21],



[24]. Concept mapping also produced less dense networks. These networks are a representation
for functional connectivity in the brain [19]. Network density is a measure of the cognitive
resource requirement of the network, and a lower network density is another measure for lower
cognitive effort.

The brain region with the highest centrality across both groups and both tasks is in the left PFC.
This consistency offers opportunity for future investigation. It may suggest it is important for
controlling information flow in the brain during design. The medial PFC (mPFC) also tended to
be of high centrality (three out of the four groups had nodes with high centrality in this region).
The location of this region, between the left and right hemisphere, may help explain its high
degree of centrality. The association of this region with future thinking and the type of design
task students were completing may also help explain why this area is of high centrality.

The research reported in this paper presents one aspect of the development of the neural
underpinnings of students’ design cognition. Measuring brain activation during design activities
provides an objective result that is independent of the measurer. There is still considerable
research needed to connect brain activations and their resultant networks to the cognitive
activities that occur during design. Methods for analyzing brain activity requires further
development if it is to capture the higher order cognition involved when students design.

Acknowledgements

This material in this paper is based on research supported by the National Science Foundation
under Grant Nos. 1929892 and 1929896. Any opinions, findings, and conclusions or
recommendations expressed in this material are those of the authors and do not necessarily
reflect the views of the National Science Foundation.

References

[1] M. Asimow, Introduction to design. Englewood Cliffs, N.J.: Prentice-Hall, 1962.

[2] D. A. Schon and G. Wiggins, “Kinds of Seeing in Designing,” Creativity and Innovation
Management, vol. 1, no. 2, pp. 68-74, 1992, doi: 10.1111/j.1467-8691.1992.tb00031.x.

[3] M. K. Watson, J. Pelkey, C. R. Noyes, and M. O. Rodgers, “Assessing Conceptual
Knowledge Using Three Concept Map Scoring Methods,” Journal of Engineering
Education, vol. 105, no. 1, pp. 118-146, Jan. 2016, doi: 10.1002/jee.20111.

[4] K. Brandstidter, U. Harms, and J. GroB3schedl, “Assessing System Thinking Through
Different Concept-Mapping Practices,” International Journal of Science Education, vol. 34,
no. 14, pp. 2147-2170, Sep. 2012, doi: 10.1080/09500693.2012.716549.

[5] N. C. Nguyen and O. J. H. Bosch, “A Systems Thinking Approach to identify Leverage
Points for Sustainability: A Case Study in the Cat Ba Biosphere Reserve, Vietnam,”
Systems Research and Behavioral Science, vol. 30, no. 2, pp. 104-115, 2012, doi:
10.1002/sres.2145.

[6] M. Besterfield-Sacre, J. Gerchak, M. R. Lyons, L. J. Shuman, and H. Wolfe, “Scoring
Concept Maps: An Integrated Rubric for Assessing Engineering Education,” Journal of
Engineering Education, vol. 93, no. 2, pp. 105115, Apr. 2004, doi: 10.1002/j.2168-
9830.2004.tb00795 .x.



[7] J.D.Novak, Learning, Creating, and Using Knowledge: Concept Maps as Facilitative
Tools in Schools and Corporations, 2nd ed. New York: Routledge, 2009. doi:
10.4324/9780203862001.

[8] A.M. O’Donnell, D. F. Dansereau, and R. H. Hall, “Knowledge Maps as Scaffolds for
Cognitive Processing,” Educational Psychology Review, vol. 14, no. 1, pp. 71-86, Mar.
2002, doi: 10.1023/A:1013132527007.

[9] J.S. Gero and J. Milovanovic, “A framework for studying design thinking through
measuring designers’ minds, bodies and brains,” Design Science, vol. 6, ed 2020, doi:
10.1017/dsj.2020.15.

[10] M. Hu, T. Shealy, and J. Milovanovic, “Cognitive differences among first-year and senior
engineering students when generating design solutions with and without additional
dimensions of sustainability,” Design Science, vol. 7, ed 2021, doi: 10.1017/dsj.2021.3.

[11] J. Sweller, “Cognitive load theory, learning difficulty, and instructional design,” Learning
and Instruction, vol. 4, no. 4, pp. 295-312, Jan. 1994, doi: 10.1016/0959-4752(94)90003-5.

[12] T. de Jong, “Cognitive load theory, educational research, and instructional design: some
food for thought,” Instructional Science, vol. 38, no. 2, pp. 105-134, Mar. 2010, doi:
10.1007/s11251-009-9110-0.

[13] F. Herold, P. Wiegel, F. Scholkmann, and N. G. Miiller, “Applications of Functional Near-
Infrared Spectroscopy (fNIRS) Neuroimaging in Exercise—Cognition Science: A
Systematic, Methodology-Focused Review,” Journal of Clinical Medicine, vol. 7, no. 12,
Nov. 2018, doi: 10.3390/jcm7120466.

[14] T. Csipo, Agnes Lipecz. P. Mukli, D. Bahadli, O. Abdulhussein, C. Owens, S. Tarantini, R.
Hand, V. Yabluchanska, J. Kellawan, F. Sorond, J. James, A. Csiszar, Z. Ungvari, A.
Yabluchanskiy, “Increased cognitive workload evokes greater neurovascular coupling
responses in healthy young adults,” PLOS ONE, vol. 16, no. 5, p. €0250043, May 2021,
doi: 10.1371/journal.pone.0250043.

[15] M. Hu and T. Shealy, “Systems versus Linear Thinking: Measuring Cognitive Networks for
Engineering Sustainability,” Construction Research Congress, Apr. 2018, doi:
10.1061/9780784481301.072.

[16] S. Tak and J. C. Ye, “Statistical analysis of fNIRS data: A comprehensive review,”
Neurolmage, vol. 85, Part 1, pp. 72-91, Jan. 2014, doi: 10.1016/j.neuroimage.2013.06.016.

[17] H. Santosa, A. Aarabi, S. B. Perlman, and T. Huppert, “Characterization and correction of
the false-discovery rates in resting state connectivity using functional near-infrared
spectroscopy,” Journal of Biomedical Optics, vol. 22, no. 5, p. 055002, May 2017, doi:
10.1117/1.JB0O.22.5.055002.

[18] N. Naseer and K.-S. Hong, “fNIRS-based brain-computer interfaces: a review,” Frontiers
in Human Neuroscience, vol. 9, 2015, doi: 10.3389/fnhum.2015.00003.

[19] D. S. Bassett and O. Sporns, “Network neuroscience,” Nature Neuroscience., vol. 20, no. 3,
Art. no. 3, Mar. 2017, doi: 10.1038/nn.4502.

[20] A. Fornito, A. Zalesky, and E. Bullmore, Fundamentals of Brain Network Analysis.
Academic Press, 2016.

[21] L. Aziz-Zadeh, S.-L. Liew, and F. Dandekar, “Exploring the neural correlates of visual
creativity,” Social Cognitive and Affective Neuroscience, vol. 8, no. 4, pp. 475-480, Apr.
2013, doi: 10.1093/scan/nss021.



[22] L. Gabora, “Revenge of the ‘Neurds’: Characterizing creative thought in terms of the
structure and dynamics of memory,” Creativity Research Journal, vol. 22, no. 1, pp. 1-13,
Feb. 2010, doi: 10.1080/10400410903579494.

[23] M. Hu, T. Shealy, J. Grohs, and R. Panneton, “Empirical evidence that concept mapping
reduces neurocognitive effort during concept generation for sustainability,” Journal of
Cleaner Production, p. 117815, Jul. 2019, doi: 10.1016/j.jclepro.2019.117815.

[24] S. Zmigrod, L. S. Colzato, and B. Hommel, “Stimulating Creativity: Modulation of
Convergent and Divergent Thinking by Transcranial Direct Current Stimulation (tDCS),”
Creativity Research Journal, vol. 27, no. 4, pp. 353-360, Oct. 2015, doi:
10.1080/10400419.2015.1087280.

[25] L. F. Cabeza, A. Castell, M. Medrano, 1. Martorell, G. Pérez, and 1. Fernandez,
“Experimental study on the performance of insulation materials in Mediterranean
construction,” Energy and Buildings, vol. 42, no. 5, pp. 630-636, May 2010, doi:
10.1016/j.enbuild.2009.10.033.

[26] A. Fink, R.H. Grabner, M. Benedek, G. Reishofer, V. Hauswirth, M. Fally, C. Neuper, F.
Ebner, A. C. Neubauer, “The creative brain: Investigation of brain activity during creative
problem solving by means of EEG and FMRI,” Human Brain Mapping, vol. 30, no. 3, pp.
734748, Mar. 2009, doi: 10.1002/hbm.20538.

[27] V. Goel and J. Grafman, “Role of the Right Prefrontal Cortex in Ill-Structured Planning,”
Cognitive Neuropsychology, vol. 17, no. 5, pp. 415-436, Jul. 2000, doi:
10.1080/026432900410775.

[28] M. Hu, T. Shealy, J. Grohs, and R. Panneton, “Empirical evidence that concept mapping
reduces neurocognitive effort during concept generation for sustainability,” Journal of
Cleaner Production, vol. 238, p. 117815, Nov. 2019, doi: 10.1016/j.jclepro.2019.117815.

[29] R. J. Seitz, J. Nickel, and N. P. Azari, “Functional modularity of the medial prefrontal
cortex: Involvement in human empathy,” Neuropsychology, vol. 20, no. 6, pp. 743-751,
2006, doi: 10.1037/0894-4105.20.6.743.

[30] D. R. Euston, A. J. Gruber, and B. L. McNaughton, “The Role of Medial Prefrontal Cortex
in Memory and Decision Making,” Neuron, vol. 76, no. 6, pp. 1057-1070, Dec. 2012, doi:
10.1016/j.neuron.2012.12.002.

[31] M. L. Meyer, H. E. Hershfield, A. G. Waytz, J. N. Mildner, and D. I. Tamir, “Creative
expertise is associated with transcending the here and now,” Journal of Personality and
Social Psychology, vol. 116, no. 4, pp. 483-494, Apr. 2019, doi: 10.1037/pspa0000148.

[32] R. E. Beaty, M. Benedek, S. B. Kaufman, and P. J. Silvia, “Default and Executive Network
Coupling Supports Creative Idea Production,” Scientific Reports, vol. 5, p. 10964, Jun.
2015, doi: 10.1038/srep10964.



