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Abstract

Federated Learning has been actively studied due
to its efficiency in numerous real-world applica-
tions in the past few years. However, the feder-
ated stochastic compositional optimization prob-
lem is still underexplored, even though it has
widespread applications in machine learning. In
this paper, we developed a novel local stochas-
tic compositional gradient descent with momen-
tum method, which facilitates Federated Learning
for the stochastic compositional problem. Impor-
tantly, we investigated the convergence rate of our
proposed method and proved that it can achieve
the O(1/€*) sample complexity, which is better
than existing methods. Meanwhile, our commu-
nication complexity O(1/e3) can match existing
methods. To the best of our knowledge, this is the
first work achieving such favorable sample and
communication complexities. Additionally, ex-
tensive experimental results demonstrate the supe-
rior empirical performance over existing methods,
confirming the efficacy of our method.

1. Introduction

Federated Learning has attracted increasing attention in re-
cent years. It facilitates the distributed data analysis without
sharing the raw data. Thus, it has been applied to various
machine learning tasks. However, most existing works just
focus on the standard stochastic minimization problem, ig-
noring the stochastic compositional optimization problem.
In fact, numerous machine learning models can be formu-
lated as the stochastic compositional optimization problem,
such as the model-agnostic meta-learning (MAML) prob-
lem (Finn et al., 2017), the imbalanced image classification
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problem (Qi et al., 2021). To bridge this gap, in this pa-
per we consider the federated compositional optimization
problem as follows:
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is the data distribution for the inner-level function on the
k-th device. It can be observed that there are two stochastic
functions in this optimization problem, which is different
from the standard Federated Learning model.
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Due to the widespread application of the stochastic compo-
sitional optimization problem in machine learning, a lot of
efforts (Wang et al., 2017a;b; Zhang & Xiao, 2019a; Yuan
et al., 2019; Yang & Hu, 2020) have been made to develop
efficient optimization algorithms for solving Eq. (1) when
K = 1. Since there are two level stochastic functions in
Eq. (1), the standard stochastic gradient is a biased estima-
tion of the full gradient when the outer-level function is
nonlinear. As a result, stochastic gradient descent (SGD)
converges slowly when optimizing Eq. (1). To address this
issue, (Wang et al., 2017a) developed the stochastic compo-
sitional gradient descent (SCGD) method by introducing the
moving average estimation for the inner-level function to
improve the convergence performance, whose sample com-
plexity to achieve the e-accuracy solution is O(1/¢®) for
nonconvex problems. Afterwards, a series of works, such
as (Zhang & Xiao, 2019a;b; Yuan et al., 2019; Yuan & Hu,
2020; Qi et al., 2020), focus on further improving the sample
complexity of SCGD by incorporating the acceleration or
variance reduction techniques. However, the single-machine
setting is different from Federated Learning so that it is un-
clear how to apply these methods to Federated Learning
and how they converge. Especially, it is unclear how the
communication period in Federated Learning affects their
convergence rates.

On the other hand, numerous federated optimization meth-
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ods have been explored in recent years. The essential idea of
federated optimization methods is to conduct multiple local
updates and then perform communication. Under this set-
ting, the computation/sample and communication complexi-
ties of federated optimization methods have been extensively
studied. For instance, (Stich, 2018) studied the convergence
rate of local SGD for strongly convex problems. (Yu et al.,
2019b;a) established the convergence rate of local SGD
and momentum local SGD for nonconvex problems. More-
over, a series of methods have been proposed to address the
heterogeneous data distribution issue (Karimireddy et al.,
2020b; Murata & Suzuki, 2021; Li et al., 2020) and alleviate
the communication issue (Basu et al., 2019; Rothchild et al.,
2020; Reisizadeh et al., 2020; Gao et al., 2021). However,
these works restrict their focus on the standard minimization
problem so that it is not appropriate to utilize them to solve
Eq. (1). Recently, (Huang et al., 2021) developed a local
biased SGD method for optimizing Eq. (1). This method
just employed standard stochastic gradient so that the bias
caused by the compositional structure in the loss function
degenerates the convergence rate. Specifically, its sample
complexity is O(1/¢%) and communication complexity is
O(1/€*) for nonconvex problems. Another recent work
(Wang et al., 2021) formulated the model personalization in
Federated Learning as a stochastic compositional optimiza-
tion, and proposed a local SCGD method whose sample
complexity is O(1/¢®) and communication complexity is
O(1/€®). Obviously, these two methods’ sample complex-
ity is much worse than O(1/¢*) of existing single-machine
SCGD methods (Ghadimi et al., 2020; Chen et al., 2020;
2021b). Therefore, a natural question follows: Is it possible
to have a local SCGD method which can achieve a better
sample complexity than existing federated compositional
optimization methods?

In this paper, we provide an affirmative answer for the afore-
mentioned question. In particular, we developed a novel
local stochastic compositional gradient descent method with
momentum (Local-SCGDM) for optimizing Eq. (1). In
particular, Local-SCGDM demonstrates how to apply the
momentum technique to SCGD for federated compositional
optimization problems, such as what variables should be
communicated. Importantly, the convergence rate of Local-
SCGDM is improved significantly compared with exist-
ing methods. In detail, our theoretical results show that,
by setting the batch size to O(1), our method can achieve
O(1/V/T) convergence rate where 7T is the number of it-
erations. Consequently, our Local-SCGDM can achieve
the O(1/€*) sample complexity, which is much better than
existing methods (Wang et al., 2021; Huang et al., 2021).
Additionally, the communication period of our method can
be as large as O(T/4), resulting in a O(1/€*) communi-
cation complexity, which can match the existing method
(Wang et al., 2021). To the best of our knowledge, this is the

first work achieving such nice sample and communication
complexities for the federated compositional optimization
problem. At last, we conduct extensive experiments on
federated model-agnostic meta-learning task, whose results
confirm the efficacy of our proposed method. In summary,
our work made the following contributions.

* We developed a novel Local-SCGDM method for opti-
mizing the federated compositional optimization prob-
lem. This is the first time to show how the momentum
technique is used in this setting.

* Our Local-SCGDM can achieve the O(1/e*) sample
complexity and O(1/€*) communication complexity
with O(1) batch size, which improves existing com-
plexities significantly.

* We conduct extensive experiments on federated model-
agnostic meta-learning problems. The experimental
results validate the superiority of our theoretical results.

2. Related Work

2.1. Stochastic Compositional Optimization Methods

Since there are two levels of stochastic functions in Eq. (1),
the standard stochastic gradient is a biased estimation for
the full gradient. As a result, directly using SGD to optimize
Eq. (1) converges slowly. To address this problem, (Wang
et al., 2017a) developed SCGD. In particular, SCGD utilizes
the moving average technique to estimate the inner-level
function value, based on which the stochastic gradient of
the outer-level function is computed. Specifically, if we con-
sider the single-machine setting, SCGD updates the model
parameter as follows:

w1 = (1= y)us +vg(w45€)
2= Vg(z;:6)" Vg f(u; Q) 2)

Ti41 = Ty — Nzt

where v € (0, 1) and > 0. Here, u, is the moving average
of the inner-level function value. Then, the stochastic gradi-
ent of the outer-level function is evaluated on w; rather than
g(x¢; €). In this way, it can reduce the estimation variance.
(Wang et al., 2017a) proved that the sample complexity of
SCGD is O(1/¢®) when optimizing the nonconvex problem.
Afterwards, (Wang et al., 2017b) developed an accelerated
SCGD method, which applies the extrapolation-smoothing
scheme to x; for accelerating the convergence speed. As a
result, it can achieve the O(1/€*®) sample complexity for
nonconvex problems.

Inspired by the variance reduction technique in the non-
compositional stochastic optimization field, a couple of
works (Zhang & Xiao, 2019b; Yuan et al., 2019) propose
to accelerate SCGD by reducing the gradient variance. For
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instance, (Zhang & Xiao, 2019b) developed a composite
incremental variance-reduced (CIVR) method by employing
the SPIDER variance reduction technique (Fang et al., 2018;
Nguyen et al., 2017), which can achieve the O(1/€*) sam-
ple complexity for nonconvex problems. However, these
methods need to periodically compute the full gradient so
that they are not applicable to large-scale applications. Re-
cently, (Chen et al., 2020) developed SCSC by employ-
ing the STORM variance reduction technique (Cutkosky &
Orabona, 2019) to estimate the inner-level function value
and achieved the O(1/€*) sample complexity. (Ghadimi
et al., 2020) applied the momentum technique to SCGD,
which also achieved the O(1/¢*) sample complexity. More
recently, (Chen et al., 2021a) studied the convergence rate of
SCGD from the perspective of nested optimization and im-
proved the sample complexity of traditional SCGD (Wang
etal., 2017a) to O(1/€*).

2.2. Federated Optimization Methods

With the development of Federated Learning, many local
SGD methods have been developed in recent years. For
instance, (Stich, 2018) established the sample complexity
and communication complexity of local SGD for strongly-
convex problems. (Yu et al., 2019b) provided the sample
complexity and communication complexity for nonconvex
problems whose stochastic gradients have bounded second
moment. Later, (Yu et al., 2019a) remove the bounded
second moment assumption and established the conver-
gence rate of momentum local SGD for nonconvex prob-
lems. In addition, (Xu et al., 2021; Liu et al., 2020; Gao
& Huang, 2020) also studied the momentum technique for
local SGD under different settings and established the con-
vergence rate. Furthermore, much progress has been made
to improve the communication complexity of local SGD
by compressing gradients (Basu et al., 2019; Rothchild
et al., 2020; Reisizadeh et al., 2020; Gao et al., 2021)
and reducing the variance of stochastic gradients (Khan-
duri et al., 2021; Karimireddy et al., 2020a; Das et al.,
2020). However, all these methods restrict their focus on
the standard minimization problem. Therefore, designing
efficient local SCGD methods is necessary and important.
Recently, (Huang et al., 2021) studied the stochastic com-
positional problem for Federated Learning. Specifically, ~y
in Eq. (2) is set to 1 in (Huang et al., 2021). As such, it
is a standard stochastic gradient descent method and the
large bias of Vg(z¢;€)TV, f(g(z4;€);¢) slows down the
convergence rate, resulting in the O(1/€%) sample complex-
ity and O(1/¢*) communication complexity for nonconvex
problems. As for the recent work (Wang et al., 2021), they
viewed the model personalization problem in Federated
Learning as a model-agnostic meta-learning problem, and
then utilized SCGD to solve this problem, rather than SGD
as (Huang et al., 2021). As such, the sample and communi-

cation complexities are improved to O(1/¢%) and O(1/¢€3),
respectively. However, this method has a limitation. It re-
quires to maintain an inner state wu; for each task. As a
result, it is not applicable to large-scale settings due to the
large memory complexity.

3. Local Stochastic Compositional Gradient
Descent with Momentum

In this section, we present the algorithmic details of local
stochastic compositional gradient descent with momentum,
its convergence rate, as well as its application to federated
model-agnostic meta-learning.

Algorithm 1 Local-SCGDM

Input: 1 > 0, ﬂ>0 v>0,a>0,p>1,x
1: fort=0,---,T—1do

®) _ 40

2. ift == 0 then N
> ugk) =9 (x(() )]iE(() )l)c’ k) (k
4 07 = Vg™ (@ )TV, £ w5 (M),
5 m{ = 20,
6: else(k ) k) ok
7 ut? = (1 — a4+ mg®) (@F e,
k k) o(k) k k
8 ( ) _ vg ( ( ) g( )TV f(k)(u§+)1 C( ))
k k k
9: mﬁﬁ = (1—anm{” + anz",
10: en]? if .
e a® =2 — gyl
12:  if mod(t + 1,p) == 0 then
k _
13: UE+)1 = Utt1 =5 K Zk, 1 t+1 >
k
14: m§+)1 = mt+1 K Zk/ 1 mg+1) ’
k k
15: Iz(f—&-)l = LEH_l % Zk’ 1 5E§+1) s
16:  end if
17: end for

3.1. Local Stochastic Compositional Gradient Descent
with Momentum

The key idea of our proposed local stochastic compositional
gradient descent with momentum (Local-SCGDM) method
is to utilize momentum SCGD to update model parameters
on each device for multiple iterations, and then the commu-
nication is conducted between devices and the central server.
The detail of Local-SCGDM is presented in Algorithm 1.
Specifically, in the first iteration, each device utilizes the
standard stochastic gradient descent method to update the
model parameter, which can be found in Lines 3-5 of Al-
gorithm 1. In other iterations, each worker computes the

momentum mgi)l for the stochastic compositional gradient

Vo ® (&P T, fk (u,(i)l, ¢{¥ to update the model

parameter ng?l, which can be found in Lines 7-9 of Algo-

rithm 1. Here, since the moving average strategy is used
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for the update of ugi)l and mgi)l, their coefficients should

satisfy 0 < yn < land 0 < an < 1. Following the
scheme of Federated Learning, at every p iterations, all de-
vices perform communication with the central server. Here,
the communication period p is greater than 1 such that the
number of communication rounds is reduced to T'/p. It is
worth noting that Local-SCGDM communicates the model

k k . .
parameter xi +)1, momentum mg +)1, and inner-level function

estimator ugi)l with the central server, which is inspired by
our theoretical analysis. Additionally, the standard momen-
tum local SGD (Yu et al., 2019a) also requires to communi-
cate momentum. Thus, the communication strategy in our

method is reasonable.

To sum up, we developed a novel Local-SCGDM method
for solving the federated compositional optimization prob-
lem in Eq. (1). To the best of our knowledge, this is the
first work applying the momentum technique to the fed-
erated compositional optimization problem for improving
its efficiency. Importantly, our method discloses what vari-
ables should be communicated, which has been ignored in
existing literature.

3.2. Convergence Rate

Before presenting the convergence rate of our proposed
Local-SCGDM, we first introduce the following assump-
tions that are widely used in existing stochastic composi-
tional optimization methods.

Assumption 3.1. (Smoothness) Forany k& € {1,2,--- | K},
the function g(¥)(-) is L,-Lipschitz smooth and the func-
tion f(®)(-) is L ;-Lipschitz smooth, i.e., for any 1,29 €
dom g®), and any y;,y, € dom f(*), there exist Ly, >0
and L; > 0 such that

Vg™ (1) — Vg®)(22)|| < Lyl21 — 22,

IVF® (1) = VFE ()] < Lyllyr — va .-

Assumption 3.2. (Bounded gradient) For any k£ €
{1,2,--- , K}, the function g(¥)(-) is C,-Lipschitz con-
tinuous and the function f(¥)(.) is C'-Lipschitz continu-
ous where C; > 0 and Cy > 0. Additionally, for any
z € dom g®) and y € dom f*), the second moments of
V£®) (y;¢) and Vg (z; €) are bounded as follows:

Ee[|Vg™ ;€)% < C7,
EcIVf Py Q7 < CF .
Assumption 3.3. (Bounded variance) For any k£ €
{1,2,--- K}, 2 € domg®, and y € dom f*), there
exist constant values oy > 0, o4 > 0, 64 > 0 such that
Ec[IVF® (y;¢) = VI ()|IP] < o7,
Ee[|Vg™ (x;6) — Vg (@)|P] < o7, (5)
Ee[llg™ (z;€) — ¢ (2)|I°] < o5

3)

“4)

Additionally, following existing stochastic compositional
optimization methods, we denote F'(*)(z) £ f()(g(*) ()
and F(z) = & e, F®)(z) which is Lp-smooth with
Ly = Cg2 Ls + CyLg. Then, we provide the convergence
rate for Algorithm 1 in the following theorem.

Theorem 3.4. Suppose Assumption 3.1-3.3 hold, if o <

CiL? | CiE | L2
%,7<%, \//qf+qf+ ),7]§

min{1

’25(02Lf+ch } p< 4Bn\/602L2+1604L2’ Algo-

rithm 1 has the following convergence rate:

T—1
1 _ior o 2(F(xg) — F(xy))
— <
T ;:0 E[|VF(z:)|7] < BT
6(0920? + C';L?é2 + C]%og) 4C2L26°
anT T

+2ynC2L30; + 2an(Clo} + Cho?) + 29 n*Co L3067
+32p° B2 LE(16CL L3672 + Clob + 3CF07) .
(6)
Corollary 3.5. Suppose Assumption 3.1-3.3 hold, by setting
n = TY2 p = T4 Algorithm 1 has the following
convergence rate:

1 It o
7 2 ElVF@)I] <

6(Cro% + C7L36% + CF

2(F(z0) — F())
BVT

o?) N 4C2 L1252

/T WT

NCFL36;  20(Clo}+Chop)  292Co L3067
VT VT T
N 3202L%(16C2 L5367 + CRot + 30?0’3).
VT

(N
Remark 3.6. The hyperparameters «, 7, 3 in Corollary 3.5
are some constant values. They do not affect the order of
the convergence rate. For instance, when setting o = 1

and v = 1, we have § = \/ﬁw Algorithm 1 still
enjoys the O(ﬁ) convergence rate.

Remark 3.7. According to Corollary 3.5, to make
TZ ' [VF(z,)|| < e T should be as large as O(1/€?).
Because the batch size of our method is just O(1), the
sample complexity is O(1/e*), which is much better than
O(1/€%) (Huang et al., 2021) and O(1/€”) (Wang et al.,
2021). Additionally, the communication complexity of our
method is 7'/p = O(1/€*), which can match that in (Wang
etal., 2021) and better than O(1/e*) in (Huang et al., 2021).

3.3. Application: Federated Model-Agnostic
Meta-Learning

In this subsection, we apply our Local-SGDM method to
the federated model-agnostic meta-learning problem.
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Model-agnostic meta-learning (MAML) (Finn et al., 2017)
aims to learn a meta-initialization model that can be easily
adapted to new tasks. In Federated MAML, it is assumed
that each device has a set of tasks and the goal is to learn
a common meta-initialization model by the collaboration
between all devices. Formally, the loss function on each
device is defined as follows:

K
;*;}@*ZF V@ 2 & LM,
where g*) () = Eeoon D®, { f(k)}

oot [p 70 ()] @
F) (x) = ]EiNPéfﬁ,C(’“)ND,(ffﬁg {f(k) (y; C(k))}

- IEZN'PUC) R ~D®) [LE'C) <y; C(k)ﬂ .

task ?

=E

Here, ,Cz(-k) denotes the loss function for the i-th task on the
k-th device, A > 0 denotes the step size, P[a]:k represents

the task distribution on the k-th device, D( ) and D(k)

,train 7,test

represent the training and test set of the ¢-th task on the &-th
device, respectively. From Eq. (8), it can be observed that
Federated MAML is an federated compositional optimiza-
tion problem. Thus, it can be optimized by our Algorithm 1.

In the following, we demonstrate that Theorem 1 holds for

Federated MAML. Here, we assume the loss function Cgk)
satisfies the following assumptions, which have been widely
used in existing literature (Wang et al., 2021; Ji et al., 2020).

Assumption 3.8. For any k € {1,2,--- ,K}, (z,y) €

dom Egk), we have
IVLP (@) = VL @) < Lifle —
V2L () — v?d’“( )| <L2Hw—y\|
E[|VLY (2:6) - VLM (2))?) < ©)
Emv%E’“)(x;e) - 5’“><x>|| | <2,
vl (@) <@,

where L1, Lo, 01, 02, G are all positive constants.

Based on Assumption 3.8, we can get the following lemma
for the properties of function f*) and ¢(*) in Eq. (8).

Lemma 3.9. Given Assumption 3.8, we can get

Ly =Ly, Ly = ALy,

C?=0i+G* C; = (1+ALy)* 4 No3,
0-]2” = 0-%7 2 = )‘202a62 U% ’ (10)
IVF® (@) - VE® (y)]

< ((1 + )\Ll) L+ /\GLQ)HJ? — y” .

From Lemma 3.9, we can conclude that all assumptions in
Theorem 3.4 are satisfied for Federated MAML in Eq. (8).
Thus, the sample complexity and communication complex-
ity of our Local-SCGDM for Federated MAML are O(1/¢%)
and O(1/€%), respectively.

4. Proof Sketch

In this section, we present the proof sketch of Theorem 3.4.
The details are deferred to Supplementary Materials.

The key idea of our proof is to bound the difference between
momentum and gradients E[||m£]j_)1 — VF®) (zgk) 2],

. . . . k
the variance of inner function estimator E[Hug +)1 —

g (asgk))HQ], as well as the difference between the local

model and the averaged model E|[||z; — ztk) |?]. Here, we
construct a novel potential function to complete the proof.

It is worth noting that our proof is different from the standard
local stochastic gradient descent with momentum method
(Yu et al., 2019a). Specifically, (Yu et al., 2019a) intro-
duced a virtual variable and then studied the convergence
rate of that virtual variable. On the contrary, our method
directly studies the convergence rate for the original model
parameter. Thus, the proof schema is totally different from
(Yu et al,, 2019a). In the following, we have the lemmas
to bound the aforementioned difference. Their proof is
deferred to Supplementary Materials.

Lemma 4.1. Suppose Assumptions 3.1-3.3 hold, and 0 <
an < 1, we can get

k k
E[|m{") — VF®) (2|2
k k
< (1 - an)E[Jm{? - VF® @M))||?
k k
+2anC2L3E[|[ul?; — g™ (zM)|?]
2132 L2 k
+ TSR |P) 4 20707 (C0F + Cha)
(11)

Lemma 4.2. Suppose Assumptions 3.1-3.3 hold, and 0 <
yn < 1, we can get

® 02 < M7C n 2y 2 2s2
Eflluyy — g™ (z )II7] < TE[HW 7] + " n"dg
k k
+ (1 =Bl —g® @) -
(12)
Lemma 4.3. Suppose Assumptions 3.1-3.3 hold, if p <
(k
4617\/6C§L13+16C3L§, the consensus error E[||Z; — x; )H ]
satisfies
T-1 K
_ k
> D EllE — 2|7 < 256TKp? B4 CL L35,
t=0 k=1

+ 16TKp*B*n*Coo} + 48T Kp” °n°Cio, .
(13)
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With above lemmas, we construct a novel potential function
as follows:

k k
P, = E[F( +7—2E [m) — VF® (2M))2)
2,6’02

(k) (.,.(F)
S (e )] -

k
ZEH ulth — g
(14)

Based on this potential function, we can complete the proof
of Theorem 3.4. Specifically, in the following, we demon-
strate how the potential function evolves in each iteration.

Proof. Due to the smoothness of the loss function F'(Z:1),
we can get

1
F(@v) < F@) - SHIVE@IP - 5 Zn mih

B (k)
[k} (k) (.,.(k
+ % kg_l IVFY (x

K
BnL3 _ k
+ =y =)
k=1

k
) —m |2

(15)
where Lp = C2Ly + CyL,. Then, for the potential func-
tion, we can get

Pt+1 - Pt
Bn ﬂnL _ k
< - SEIIVF@)*) + = ZE |1z — 2t |

N (27763031130 N 2772ﬁ3092L?092

v? v

217B3L

o2 ZE t+1H
+ 2577725303@ + 2a5n (Cgaf Ciol)
+ 2895, C5L% .

(16)

. C42 C42
Bysettlngﬂg\/é/< - L4 24 = L4 )Wecansee

how the potential function evolves across 1terations:
P — Pr < 2RV F (3]

BnL% o~
TF Z Elllz; -
k=1

+2080°(Clo% + CF

VP +269m?czriez (17
o7) +2B8y°n°Co L35, .

Finally, by plugging Lemma 4.3 into this inequality, we
complete the proof. O
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Figure 1. Fitted curves over an unseen task for our method Local-
SCGDM and other baselines. The randomly selected ground truth
sinusoid curve is y = 3sin(z + 2 * T).

5. Numerical Experiments

In this section, we aim to evaluate the acceleration effect
of the proposed algorithm Local-SCGDM with two Model-
Agnostic Meta-Learning (MAML) tasks: the Sinewave Re-
gression task and the Few-Shot Classification task over the
Omniglot dataset. The formulation of the MAML tasks as
compostional optimization problems are detailed in Eq. (8)
All experiments are run over a machine with Intel Xeon
Gold 6248 CPU and 4 Nvidia Tesla V100 GPUs. The code
is written with Pytorch and the Federated Learning environ-
ment is simulated with Pytorch.distributed package.

5.1. Sinewave Regression

—— Local-BSGD
Local-SCGD

—— Local-MOML

= Local-5CGDOM

—— Local BSGD

Local-5CGD
= Local-MOML 04
—— Local-5CG0OM

04
03 03

0z 0z

Train Loss
Validation Loss

01 01

0.0 T T T 0o T T T
o 50 100 150 o 50 100 150

Number of Iterations x 103 Number of Iterations (x103)

Figure 2. Train (Left) and Validation(Right) loss for our method
and baselines.

In the first task, we evaluate our proposed algorithm Local-
SCGDM over a 1-D sinusoid regression problem with vari-
ous baselines: Local-BSGD (Huang et al., 2021) (i.e., Local-
MAML (Finn et al., 2017)), Local-SCGD (Wang et al.,
2017a), and Local-MOML (Wang et al., 2021). Note that
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Figure 3. Different choices of inner state momentum coefficient .
The left figure shows the train loss and the right figure shows the
validation loss.
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Figure 4. Different choices of the number of local epochs p. The
left figure shows the training loss and the right figure shows the
validation loss.

Local-SCGD is the federated version of SCGD (Wang et al.,
2017a), where we average the model states and inner states
u every p local iterations. The sinusoid regression task aims
to fit a sinusoid function of the form f(z) = Asin(z + %)
where the amplitude A varies within [0.1, 5] and the phase
coefficient b varies within [0, 5]. This task can be effectively
solved via meta learning while simple pre-training over all
of the tasks leads to a degenerated all zero solution.

We follow a similar experimental protocol as in (Wang et al.,
2021): we construct 25 different training tasks by choos-
ing A={1,2,3,4,5} and b= {1, 2, 3,4, 5} and randomly
and evenly distribute them over 5 clients. Then during
training, we randomly sample 3 tasks for every client per
meta-iteration. For each task we choose K = 10 samples of
x € [—5, 5] randomly. At the test time, we sample 600 new
tasks and for each task, the amplitude A and phase coeffi-
cient b are randomly chosen from the whole possible range.
We use a two-layer fully-connected neural network with
40 hidden units and ReLU activation to perform training.
The inner learning rate is 0.001 for all methods. For other
hyper-parameters, we perform grid search for all methods
and choose the setting with the best results. More precisely,
for Local-BSGD (Local-MAML), we choose meta learning
rate 0.01; for Local-SCGD, we choose meta learning rate
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Figure 5. Different choices of momentum coefficient . The left
figure shows the training loss and the right figure shows the valida-
tion loss.

0.01 and the inner state momentum coefficient 0.9 (this al-
gorithm diverges with smaller values); for Local-MOML,
we choose meta learning rate 0.01, inner state momentum
coefficient 0.7; for our Local-SCGDM, we choose 1 as 1,
meta learning rate coefficient 8 as 0.01, meta momentum
coefficient « as 0.8 and inner state momentum coefficient
v as 0.7. We set the number of local epochs as 5 in all
comparison experiments. Finally, for fair comparison of our
algorithm and Local-MOML, we also maintain a separate
inner state u; for each task ¢ for our algorithm.

Training and test loss of our proposed algorithm and base-
lines are summarized in Figure 2. As shown in this figure,
our local-SCGDM outperforms other baselines with a great
margin. This validates the efficacy of using momentum
to accelerate the convergence of MAML in the Federated
Learning setting. Next, Figure 1 shows the fitted sinusoid
of the meta-learned model over an unseen task. As shown
in Figure 1, our algorithm fits the sinusoid curve well. Next,
we present some ablation studies regarding some key hyper-
parameters: inner state coefficient «y in Figure 3, the number
of local epochs p in Figure 4 and the momentum coefficient
« in Figure 5. As shown in Figure 3, smaller v leads to
faster fitting to the training tasks, however, it overfits the
training data for very small v, e.g., v = 0.3, and we get
the best generalization performance at v = 0.7. As for
the number of local epochs, our Local-SCGDM performs
well in different p values, and it gets both good train and
validation performance when p = 5. For different choices
of momentum coefficient o, our Local-SCGDM gets best
performance both train and validation at value 0.9.

5.2. Few-shot Image Classification

Next, we evaluate our proposed Local-SCGDM with the
few shot image classification task over the Omniglot dataset.
The Omniglot dataset includes 1623 characters from 50 dif-
ferent alphabets and each character consists of 20 samples.
We create the Federated version of the Omniglot dataset.
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Figure 6. Few shot classification results over Omniglot Dataset. The top figures show results of the 5-way-1-shot case and the bottom
figures show the 5-way-5-shot case. We smooth the curves for better visualization.

Firstly, we follow the experimental protocols of Vinyals
et al. (2016) to divide the alphabets to train/validation/test
with 33/5/12, respectively. Then we distribute one alpha-
bet to a client, in other words, we consider 33 clients in
experiments. As in the non-distributed setting, we perform
N-way-K -shot classification, more specifically, for each
task, we randomly sample N characters from the alphabet
over that client and for each character, we sample K samples
for training and 15 samples for validation. We augment the
characters by performing rotation operations (multipliers of
90 degrees). Finally, we use a 4-layer convolutional neural
network where each convolutional layer has 64 filters of
3x3 and it is followed by a batch-normalization layer (Finn
etal., 2017).

In this task, we compare our algorithm with baselines Local-
BSGD (Huang et al., 2021) (i.e., Local-MAML (Finn et al.,
2017)) and Local-SCGD (Wang et al., 2017a). MOML is
ignored due to its requirement of keeping an inner state
for each task which is prohibitive due to large number of
tasks in the Omniglot dataset. For all methods, the inner
learning rate is set as 0.4, for other hyper-parameters, we
perform grid search for each method and choose the setting
with best results. Different sets of hyper-parameters are
used for different cases, e.g., for the 5-way-1-shot case, for
Local-BSGD (Local-MAML), we choose meta learning rate
0.1; for Local-SCGD, we choose meta learning rate 0.1
and inner state momentum coefficient 0.99; for our Local-
SCGDM, we choose 7 as 1, meta learning rate coefficient 3
as 0.1, meta momentum coefficient «v as 0.9 and inner state

momentum coefficient v as 0.99.

The experimental results are summarized in Figure 6, which
includes the 5-way-1-shot and 5-way-5-shot cases, while
the 20-way-1-shot and 20-way-5-shot cases are included in
Supplementary Materials. As shown in these figures, our
algorithm outperforms baselines with a great margin for
both training loss and validation accuracy. This confirms
that our algorithm can effectively accelerate SCGD by using
momentum in federated learning.

6. Conclusion

In this paper, we proposed a novel local stochastic com-
positional gradient descent with momentum method for
federated compositional optimization problems. By intro-
ducing the momentum, our method can improve the sample
complexity significantly compared with existing methods.
Specifically, our method can achieve O(1/€*) sample com-
plexity and O(1/€®) communication complexity. To the
best of our knowledge, this is the first method achieving
such kinds of results. Meanwhile, we proposed a novel
theoretical analysis strategy to establish the convergence
rate. In particular, we developed a novel potential function
and studied how this potential function evolves across it-
erations for establishing the convergence rate. Finally, we
use our method to optimize the federated model-agnostic
meta-learning problem. The extensive experimental results
on benchmark datasets confirm the efficacy of our method.
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A. Supplementary Materials

A.1. More Experiments

In this subsection, we show more experimental results for the federated few-shot classification task over the Omniglot
Dataset. We show results of the 20-way-1-shot and 20-way-5-shot cases in Figure 7.
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Figure 7. Few shot classification results over Omniglot Dataset. The top figures show results of 20-way-1-shot and the bottom figures
show the 20-way-5-shot case. We smooth the curves for better visualization.

A.2. Proof of Lemma 3.9

Proof. From the definition of ¢(*), we can get
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Thus, C? = (1+ AL1)? + A?073. In addition, due to HVE,Ek)(y) || < G, we can get
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A.3. Proof of Lemma 4.1

Proof. Denoting v =vgk ( ;5,@), one can get
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where the fourth equahty follows from E[f(* (ugi)l, C(k))] 1 )(ugi)l) and ]E[vt(k)] = Vg(k)(xgk)), the fifth equality

follows from a = m the second to last step follows from an < 1 and Assumptions 3.1-3.3.
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A.4. Proof of Lemma 4.2

Proof. Based on the updating rule of ugi)l, one can get
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where the fourth step follows from E[g(k) (xik); ft(k))] = g(k)(x,gk)) and Assumption 3.3, the sixth step follows from
a= 1;3”, the second to last step follows from yn < 1 and Assumption 3.2.

O
A.S. Proof of Lemma 4.3
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then one can get
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Furthermore, one can bound
K 1 K
k k' 4
> Ellg® (i) — 2 3 g® @58
k=1 k'=1
K
k k k _
=S E[llg® (275 ¢®) — g™ (@) + g®) (2) — g™ (z0)
k=1
K K K 1 K ( )
. (k) _ (k) — - (k") (. (K #(K)y )2
Kz: Kz Kz: )= 2 e
K K
k k k _
<43 E[lg® @ 6®) — g® @))12] + 43 Elllg® (@) — g® (@)
k=1 k=1
i K (31)
+4ZEH*ZQ(M%€' - Zg(’”
k'=1 k'=
K
k
+4ZE z Zg’” (213917
k’ 1 k’
(k) 1 <
2 2 k 2 2 _ o2
< 8K62 +4C; ;Hx — Ty +4Cg;KMZlE||x —zy|?

K
k _
= 8K62 +8C2 Y E[|al? — 2|7 .
k=1
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By combining above two inequalities, one can get

t—1 K
k _
3 SCE( — a )

t'=s¢p k=1
— t'—1 K 1 K
_ k
< Z > (=) Bl ¢ ) — = D7 g™l P
t'=sipt'’'=sip k=1 k'=1
- K t—t'—1
(k K "
=1 Z ZEW i) ?Z W @€ D0 (=) (32)
t’—stpkfl =1 =0
1 K
k oy /
<y ZEHg (a0 RSP g™y €M)
t'=sip k=1 k'=1
t—1
< 8pK42 +8C2 >~ ZIEI Nt — 2,02 .
t'=s:p k=1

Lemma A.2. (Lemma 5 (Gao & Huang, 2021)) Suppose Assumptions 3.1-3.3 hold, the consensus error Hzt(i)l — Ze1|)?
satisfies

K K K
Z 123) — Zeiall? < 48CFL7 Z |l — zea|® + 16C; L7 Z ) — e |® + 8KC2o% +24KC30) . (33)
k=1 k=1 k=1

Based on Lemma A.1 and Lemma A.2, we are ready to prove Lemma 4.3.

Proof. Denoting s; = L%J, based on Algorithm 1, one can get

mgk) — My
t—1 t—1
= Z (1—an)t —Stpmg’j; + an Z (1—an)t~t-t zt(,k)
t'=sip t'=sp
t —s = t—1—t' > 34
— Z (1—an) tpKZerp—anZ(l—an) Zy
t'=stp k'=1 t'=stp

t—1
=an Z (1 — Oé??)tilit/ (Zt(/k) — 275’) .

t'=sp
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- k
Then, for the consensus error ||Z; — x; , one can get

_ k
E[l|z; — z{¥|?]

M= 1=

k
E[Hxsm Bn Z My 41 — é’f}) b6n Z mE,ll

k=1 t'=sp t'=stp
K t—1
k _
=223 Bl S (mif) — e
k=1 t'=s¢p

= a2 4ZE|| DS (1= an)” =" (48 — 200 ) 2

t'=s¢pt'’'=s:p

’

t—t
= a’8% 4ZE|| > (- 5) -1y >

t'=s¢p t/"=0

<pB%n QZ Z B[]l — zu]|?

k=1t'=s¢p
t—1 t—1 K
k _ k _

< 48pf*n*CL; Y ZE g = Zul?) + 169802 C2L3 > D Blluf? — )

t'=sip k=1 t'=sip k=1
+8Kp* 320 Clo} + 24Kp*3°n*Cio]

t—1 t—1

< 48pB*n*CTLE > ZEHw(k’—mﬂll |+ 128p8*°Cy L} > ZEllx — 2y |)?]
t'=s¢p k=1 t'=sip k=1

+ 128Kp2527720g2[/?c63 + 8Kp2527720g2<7]2c + 24Kp2,6’27720]%03

where the second to last step holds due to Lemma A.2, the last step holds due to Lemma A.1. By summing ¢ from 0 to
T — 1, one can get

T—-1 K T—-1 K
k k _
STSTE[lz - 277 < (48p*B2nPCFLE + 128p* 8P CALY) Z ST E[la" - 7%
t=0 k=1 0 k=1 (36)
+128TKp* B> CL L35, + 8T Kp®8°n°Coo} + 24T Kp*8°n°Cio .
: 1
By setting p < 19n\/6CTLET160ILE one can get
T—-1 K
_ k
ST E[z - 2V %) < 256TKp? 32?C2L36% + 16T Kp? B0 C20% + 48T Kp* 82> C3a? . 37)
t=0 k=1
O

A.6. Proof of Theorem 3.4

Based on aforementioned lemmas, we are ready to prove the convergence of Theorem 3.4.



On the Convergence of Local Stochastic Compositional Gradient Descent with Momentum

Proof. Due to the smoothness of F'(x), one can get

L
F(@e1) € F(@) + (VF(@0), Trar — 20) + [T — 2

K
_F(— _ V(T i (k) ﬁ 77 LF = (k) 12
= F(z¢) — Bn( (xt)’K myyy) + [ Z my |l
k=1 k 1

< F(z lK 7 ®)\ , B°n°Lr 1 (k) |12
< F(a) — fne S (VF (). m{y) + 2L Zn mit|
k=1

- Bn - 577 1 k By 1 k B*nLr 1 k
< F(@) - S IVF@)I - > 17 + —ZHVF —mh |+ Zn e’
k 1

Bn Bn 1 < Bn’Le B 1 -
_ _ _ k F k
= F(z) = FIVF@)|? + 5= Y IVFO (@) = m 12 + (5 = ) = D I I

k=1 k=1
K (38)
.\ Bn _ pn 1 k 577 1 k
< F(@) — SIVF@)IP = 5 > ImihlP + Z IVE® (@) —mily |1
k=1
pn Bl k)
_ _ k
< F(xy) - EHVF(%)Hz IR kz—:l I 11
B < BN <
) /= k k k
+ 72 D NVEN @) = VEO @)P + 2 3 IVFP @) = mi|?
k=1 k=1
_ Bn - 577 1 k
< F(o) = S IVF@)IP - H il
K
BnL? - k Bn k k
g Ll —a P+ fz ||VF<k)<x§ D) —mih
= k=1
where the last inequality is due to 7 < 577—. By introducing the potential function
_ B 1 k k 2502L k
P, = E[F(2)] + - — ZE[||m£+’1 = VEO @) + = ZE lufth =P @I, 69
k=1
one can get
Pt+1 - Pt
Bn o, (2IB°CL}  PBPCILIC)  mBPLE  Bn ®)
< -G EIVF@IP + (—— = = - D= Z [yl
677[/2 K 1 K
_ k k k
+ B Ella - o) + (81— n8) ZEmmiﬁl - VEO @) (40)
k=1
k k
+ (200 - B33 — 205C213) ZE lus = 9 @)1
+ 28?6, C5 L} + 2080*(Clo} + Cfo—g) + 2895, Co L% .
By setting 5 < \/ / C4L2 C4L2 - 4 ) one can get
L2
Pus = P < -V ()1 + P2E ZE e = {1 o

+2By°CIL30, + 2080° (Clos + Cfag) +28y°n°C2 L3067
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By summing ¢ from 0 to 7" — 1, one can get
2(Py— P
200 = Pr) | o nCRI252 1 20m(C20% + Co?) + 2P,

1
— ] <
T ZE IVF(z,)|%] < BT
12 T-1 K
_ k
+IE ST S Bl - oY)
t=0 k=1
2(Py — P
< (OﬂnTT) +2ynC2 L35, + 2am(Chof + Ciol) + 290> CLL30% + 32p° B2 L5 (16CL L3672 + Clos + 3CF07)
2(E (20) = F(z)) | Elllma = VE(o)[”] | 205 LElllu1 — (o))
onT anT T
+2nCEL30] + 2an(Cio} + Ciop) + 29°n*CL L0, + 32p° 820 L3 (16C; L6, + Crot +3C307) )

where the second step holds due to Lemma 4.3, the last step holds due to the definition of the potential function and z, is the

optimal solution.
Additionally, when ¢ = 0, one can get

E[[|m{® — VF® (z)|]
= E[||Vg™® (w0; )TV f P (¢P (0; €7): ) — Vg (20) TV 4 f P (9®) (0)) 7]
= E[|V9™ (20:£57)T Vo S (0 (20:67): 67) = V9 (00: )TV S W w0 7)) g

+ V™" (0 667) 7, S0 (gM (0: &) = Vg O (0: 7)Y 19 (g9 (o)
+Vg(20:6)" Vg f(g(wo)) = Vglzo)" Vg f(g(wo))lI’]
2 2 27252 2 2
where the last step follows from Assumptions 3.2, 3.3. Additionally, one can also get
(44)

E[l[ul® — g™ (20)[12] = E[g® (x0; £5”) — ¢®) (x0)[|?] = 62 .

Then, it is easy to get
272

2B8C
Py = E[F(z0)] + EIE[Ilml = VF(o)|I°] + %E[Ilm — g(x0)II’]
(45)
3C70% + 36’2L2 52 + 30 2B8C2L262
SF(CE0)+5( 0% ) ﬁgg '
a Y
By plugging it into Eq. (42), one can get
2(F(x0) — F(z.))  6(Coo% +C}L76% + Cio])  4C2L26?

+ +

omT T (46)

T-1
1 = V12
— <
T ;:0 E[IVE@)|7] < BT
P+ Ciol) + 290 CL L3067 + 32p° 820> LE(16C; L0, + Clos + 3C307) .

+ 277)C§L?6§ + 20477(C§0f 70,
O



