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ABSTRACT

This paper considers the joint fleet management and ride pricing problem faced by a profit-maximizing
transportation service provider that operates a fleet of autonomous vehicles to serve the popula-
tion’s urban mobility needs. Due to intractability issues of solving for the exact optimal real-time
control policy, reinforcement learning-based solutions have been shown to perform well [1]. Ex-
isting works based on reinforcement learning do not scale well with the network size due to large
state and action spaces. We study this issue by applying multi-agent reinforcement learning to de-
velop a real-time policy, where each node acts as an agent. State abstraction allows us to represent
the state information in a more compact manner, which reduces the dimension of the state space,
while local decisions result in a lower dimension for the action space. We demonstrate the efficacy
of the multi-agent reinforcement learning policy on an 8-node transportation network.

INTRODUCTION

The rapid evolution of enabling technologies for autonomous driving has facilitated state-of-the-art
transportation options for urban mobility. Owing to developments in automation, it is possible for
an autonomous-mobility-on-demand (AMoD) fleet of autonomous vehicles to serve the society’s
transportation needs, with multiple companies now heavily investing in AMoD technology [2].

The introduction of autonomous vehicles for mobility on-demand services provides an oppor-
tunity for better fleet management. Specifically, idle vehicles can be rebalanced throughout the
network in order to prevent accumulating at certain locations and to serve induced demand at ev-
ery location. Autonomous vehicles allow rebalancing to be performed centrally by a platform
operator who observes the state of all the vehicles and the demand, thus eliminating the need for
manual intervention from a human driver. Moreover, a dynamic pricing scheme for rides is essen-
tial to maximize profits earned by serving the customers. Coupling an optimal fleet management

1



policy with a dynamic pricing scheme allows the revenues to be maximized while reducing the
rebalancing cost and the waiting time of the customers by adjusting the induced demand.

We consider a model that captures the opportunities and challenges of an AMoD fleet, which
consists of complex state and action spaces. In particular, the platform operator has to consider
the number of customers waiting to be served at each location (ride request queue lengths) and the
locations of all the vehicles in order to make decisions. These decisions consist of pricing for rides
for every origin-destination (OD) pair and routing decisions for every vehicle in the network. Upon
taking an action, the state of the network undergoes a stochastic transition due to the randomness in
customer behavior. In this AMoD system, a real-time control policy that jointly executes dynamic
pricing and vehicle routing decisions based on the real-time state is required in order to maximize
profits and customer satisfaction.

The earlier works on control policies for AMoD systems use Model Predictive Control (MPC)
approaches to design real-time control policies for fleet management [3, 4, 5, 6]. The underlying
idea is to solve an open-loop optimization problem at each time step to yield a sequence of control
actions over a receding horizon, but only execute the first control action. The drawback of these
approaches is that they rely on predictions of the future (e.g., future demand) for planning, which
might not be accurate. Furthermore, the optimization problems are typically formulated into large-
scale linear or integer programming problems, which may not scale well. An alternative approach
is to formulate the evolution of the AMoD system as a Markov Decision Process (MDP) and solve
for the optimal policy using dynamic programming. Due to intractability issues of solving for the
exact optimal real-time control policy using dynamic programming, reinforcement learning-based
solutions have been shown to perform well [1, 7, 8, 9]. Among these, the multi-agent approaches
model each vehicle as an agent and therefore do not scale well with the number of vehicles [8, 9].
On the other hand, the centralized approaches successfully develop real-time control policies for
rebalancing [7] as well as joint dynamic pricing and rebalancing [1], however, these approaches do
not scale well with the number of nodes in the network.

In this work, we study the scalability issue by applying multi-agent reinforcement learning
to develop a real-time policy, where each node acts as an agent. State abstraction allows us to
represent the state information in a more compact manner, which reduces the dimension of the
state space, while local decisions result in a lower dimension for the action space. Inspired by
[10], we propose a multi-agent reinforcement learning framework for AMoD and learn a multi-
agent policy via Proximal Policy Optimization (PPO) [11]. We demonstrate that the multi-agent
RL policy converges faster and performs better than the centralized RL policy.

SYSTEM MODEL AND PROBLEM DEFINITION

The following definitions, which are adopted from [1], describe the system model and problem:
Network and Demand Models: We consider a fleet of AMoD vehicles operating within a trans-
portation network characterized by a fully connected graph consisting of N = {1, . . . , n} nodes
that can each serve as a trip origin or destination. We study a discrete-time system with time
periods normalized to integral units t ∈ {0, 1, 2, . . . }. In this discrete-time system, we model
the arrival of the potential riders (i.e., the customers willing to travel free of charge) with origin-
destination (OD) pair (i, j) as a Poisson process with an arrival rate of λij(t) in period t, where
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λii(t) = 0. We adopted a price-responsive rider model, where we assume that the riders are het-
erogeneous in terms of their willingness to pay. In particular, if the price for receiving a ride from
node i to node j in period t is set to pij(t), the induced arrival rate for rides from i to j is given
by Λij(t) = λij(t)(1 − F (pij(t))), where F (·) is the cumulative distribution of riders’ willing-
ness to pay with a support of [0, pmax]. Thus, the number of new ride requests in time period t is
Aij(t) ∼ Pois(Λij(t)) for OD pair (i, j).

Vehicle Model: To capture the effect of trip demand and the associated routing (routing also
implies rebalancing of the empty vehicles) decisions on the costs associated with operating the
fleet (maintenance, mileage, etc.), we assume that each autonomous vehicle in the fleet has a per
period operational cost of β. In our discrete-time model, we assume each vehicle takes τij periods
to travel between OD pair (i, j). We consider the travel times to be constant and exogenously
defined for the time period the policy is developed for, because we assume that the number of
AMoD vehicles is much less compared to the rest of the traffic. Also, to consider changing traffic
conditions throughout the day, it is possible to train multiple control policies for the different time
intervals.

Ride Hailing Model: The platform operator dynamically routes the fleet of vehicles in order to
serve the demand at each node. Customers that purchase a ride are not immediately matched with
a ride but enter the queue for OD pair (i, j). After the platform operator executes routing decisions
for the fleet, the customers in the queue for OD pair (i, j) are matched with rides and served in
a first-come, first-served discipline. A measure of the expected wait time is not available to each
arriving customer. However, the operator knows that longer wait times will negatively affect their
business and hence seeks to minimize the total wait time experienced by users. Denote the queue
length for OD pair (i, j) by qij(t). If after serving the customers, the queue length qij(t) > 0, the
platform operator is penalized by a fixed cost of w per person at the queue to account for the value
of time of the customers.

Platform Operator’s Problem: We consider a profit-maximizing AMoD operator that manages
a fleet of vehicles that make trips to provide transportation services to customers. The operator’s
goal is to maximize profits by 1) setting prices for rides and hence managing customer demand at
each node; 2) optimally operating the AMoD fleet (i.e., routing) to minimize operational costs as
well as customer wait time.

BRIEF OVERVIEW OF DEEP REINFORCEMENT LEARNING

Reinforcement learning is a machine learning approach in which an agent learns to choose opti-
mal actions to achieve its goals by observing the states of its environment through an interactive
process. The main purpose of an agent in reinforcement learning is to learn a policy that from
any initial state, performs actions that maximize the reward accumulated over time. The gen-
eral setting of reinforcement learning can be summarized as follows. At an instant t, An agent
observes the environment’s current state s(t) ∈ S , and performs an action a(t) ∈ A, where S
and A are state and action spaces of the environment, respectively. The environment responds
to the agent’s action a(t) at state s(t) with a reward r(t) = r(s(t), a(t)) and generates a suc-
cessor state s(t + 1) = T (s(t), a(t)), where T is the random and unknown transition function
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of the environment. In deep reinforcement learning, the goal of the agent is to find a stochastic
(or deterministic) policy parameterized by θ, which constitute the weights of a deep neural net-
work: πθ(a|s) = π : S × A → [0, 1],, i.e., a probability distribution in the state-action space
(or πθ(s) : S → A in the deterministic case). The goal is to derive the optimal policy π∗, which
maximizes the discounted cumulative expected rewards:

π∗ = argmax
π

Eπ

[
∞∑
t=0

γtr(t)

]
, (1)

where γ ∈ (0, 1] is the discount factor. The value of taking an action a in state s, and following the
policy π afterwards is characterized by the value function Qπ(s, a):

Qπ(s, a) = Eπ

[
∞∑
t=0

γtr(t)|s(0) = s, a(0) = a

]
. (2)

The methods used by reinforcement learning algorithms can be divided into three main groups:
1) critic-only methods, 2) actor-only methods, and 3) actor-critic methods, where the word critic
refers to the value function and the word actor refers to the policy [12]. In this work, we adopt a
practical policy gradient method called Proximal Policy Optimization (PPO) [11] to develop our
real-time policy, which is an actor-critic method. In actor-critic methods, the policy is updated by
making use of both the value functions and policy gradients:

θ(t+ 1) = θ(t) + α∇θEπθ(t)

[
Qπθ(t)

(s, a)
]
. (3)

Actor-critic methods are able to produce actions in a continuous action space while reducing the
high variance of the policy gradients by adding a critic (value function).

SINGLE AND MULTI-AGENT REINFORCEMENT LEARNING POLICIES

We employ the deep reinforcement learning method described in the previous section to acquire a
decision-making model that can produce near-optimal actions in the AMoD environment. We will
train and compare the performances of two policies: 1) a centralized policy (single agent), where
all decisions are made by a central operator that observes the complete state of the system, and
2) a multi-agent policy, where each node makes its own pricing and vehicle routing decisions by
observing only the relevant states to them. The details of both settings are described below:

1. Single-agent: In the single-agent setup, s(t), i.e., the state of the environment at time t,
consists of the vehicle locations and the customer queue lengths. We let s(t) = [v(t) q(t)],
where v(t) is the vector that consists of the number of vehicles at each node (as well as
the vehicles currently traveling) and q(t) = [qij(t)]i,j∈N is the vector that consists of the
customer queue length for all OD pairs (i, j). Upon observing the state s(t) of the AMoD
system, the agent takes action a(t). We let a(t) = [p(t) x(t)], where p(t) = [pij(t)]i,j∈N
consists of ride prices between all OD pairs (i, j) and x(t) = [xij(t)]i,j∈N consists of number
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Figure 1: Data Flow of Multi-Agent Training

of vehicles being moved from every origin i to every destination j. Upon taking the action
a(t), the agent observes the reward:

r(t) =
∑
i,j∈N

pij(t)Aij(t)− w
∑
i,j∈N

qij(t)− β
∑
i,j∈N

τijxij(t), (4)

where the first term corresponds to the revenue generated by the passengers that request a
ride for a price pij(t), the second term is the queue cost of the passengers that have not yet
been served, and the third term is operational costs of the vehicles that are being routed.

2. Multi-agent: In the multi-agent setup, the idea is to reduce the dimension of inputs and
outputs of the neural network by state abstraction and local decisions, and thus reduce the
required size or training time to achieve an accurate result. This is applicable when the
action space of the environment can be divided into multiple parts, where each part only
requires a fraction of the observation and/or summary of the observation. In the context of
the AMoD system, each node has its own observation relevant to its local decisions. We
let the state of node i be si(t) = [qij(t) qji(t) vj(t)

∑
k∈N qjk(t)]j∈N , which consists of the

queues for which node i is either origin or destination, the available vehicles at each node
j ∈ N , and the total queue lengths at every node j ∈ N . We let the action taken by node i
be ai(t) = [xij(t) pij(t)]j∈N , which consists of vehicles sent to each destination j and prices
set for each ride origination from i. Once all nodes take their local actions, the reward is
observed the same as (4).

Figure 1 illustrates the data flow of multi-agent architecture. It is worthwhile to highlight that
while the state and the action spaces of the single-agent setup are O(n2), the state and the action
spaces of the multi-agent setup are O(n). This reduction in the space dimensions motivates the
multi-agent approach for faster training of the neural networks. In the next section, we present the
numerical study comparing the performances of the single and the multi-agent policies.

NUMERICAL RESULTS

We build the AMoD environment using OpenAI-Gym [13], and use Proximal Policy Optimization
(PPO) [11] on Stable Baselines 3 [14] to train a decision making model for this problem. The
value network and policy network of PPO are both fully connected feed-forward layers with ReLU
activation functions.
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Figure 2: Map of Testing Environment

For both single and multi-agent setups, we used a single neural network for the policy. Al-
though it is straightforward to have a single neural network for the single-agent setup, some justi-
fication is required for the multi-agent setup. Theoretically, each agent of the multi-agent learning
model should have its own policy, i.e., independent networks. However, in the context of AMoD
environment, the network weights should be very similar. The only difference is that the difference
in distance to each other node causes the policy to have slightly different weights. Treating the dis-
tances as part of the input to each sub-networks, we can use one-hot encoding of the current node
index as the input, and the weight of this input will store the distance information. By doing so,
for an n node environment, we need only 1 network instead of n networks, increasing the training
speed significantly.

Testing Environment: As illustrated in Figure 2, the sample environment consists of 8 nodes
arranged in a 2 by 4 grid, where each node is connected to adjacent nodes with a distance of 1.
Thus, the furthest node pair has a distance of 4 time units. The arrival rate λij = λ̄τ−1

ij , where
τij is the distance (in time units) between node i and node j. In this model, there will be fewer
customers on longer trips.

Environment Parameters: We let pij(t) ∈ [0, 1] and F (pij(t)) = 1−pij(t). We use the arrival rate
λ̄ = 5, operating cost β = 0.1, waiting penalty w = 0.2, and total number of vehicles Nv = 80.
This number is chosen deliberately small so that stationary policy cannot perform well: When
there are more than enough vehicles available, a response-on-demand policy is already optimal,
while having fewer vehicles will make it harder to have a stable policy.

Training Parameters: We adapt the default parameters of Stable Baselines 3 for single-agent
(subscript s below), but did some changes to fit the one-network multi-agent model (subscript m
below):

• Discount factor γs = γ̄ = 0.99, γm = γ̄1/n = 0.991/8 = 0.99874

• GAE parameter λs = λ̄ = 0.95, λm = λ̄1/n = 0.951/8 = 0.9936

• Sampling Step nstep,s = n̄step = 256, nstep,m = n̄stepn = 256× 8 = 2048

• Size of value network and policy network: 2 hidden layers of size 128 neurons.

• Learning rates: 1× 10−5, 2× 10−5, 3× 10−5

The training results are shown in Figure 3. It can be seen that the single-agent results are not
improving when reducing the learning rate, which means the bottleneck of improvement is on the
network size. For single-agent, there are 80 observations and 128 actions, which probably require
a network far larger than 128 neurons per layer. On the other hand, multi-agent not only converges
to a far better result but also shows an improving trend when reducing learning rates. This result
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Figure 3: Training Results

shows that multi-agent is an effective way to reduce network size requirements and improve the
result.

CONCLUSIONS

In this paper, we developed a real-time control policy based on deep reinforcement learning for
operating an AMoD fleet of vehicles as well as pricing for rides. Our real-time control policy
jointly makes decisions for: 1) vehicle routing in order to serve passenger demand and rebalance
the empty vehicles, and 2) pricing for rides in order to adjust the potential demand so that the
network is stable and the profits are maximized. We developed two real-time policies based on re-
inforcement learning: 1) a single-agent policy, where all decisions are made by a central agent that
observes the complete state of the system, and 2) a multi-agent policy, where each node makes its
own pricing and vehicle routing decisions by observing only the relevant states to them. Although
the single-agent reinforcement learning policy performs well for small networks, it does not scale
well with the number of nodes in the network. On the other hand, the multi-agent reinforcement
learning policy suffers less from the number of nodes thanks to state abstraction and local deci-
sions. Through a numerical study on an 8-node network, we demonstrate the superiority of the
multi-agent policy to the single-agent policy.
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