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Apstrakt — U ovom radu predloZeni su postupci koji
kombinuju dve klase iterativnih algoritama koje se uobi¢ajeno
koriste za dekodovanje zastitnih kodova sa proverama parnosti
male gustine (eng. Low Density Parity Check, LDPC). Prva
strategija zasnovana je na Dbit-fliping algoritmu male
kompleksnosti, a predloZena modifikacija omogucava znacajno
poboljsanje performansi dekodera uz zadrZavanje male
prosecne racunske kompleksnosti. Druga strategija zasnovana
je na algoritmu sa propagacijom verodostojnosti i za cilj ima
dodatno poboljSanje korekcionih sposobnosti dekodera,
narocito kada se koriste kodovi sa malom duZinom kodne reci.

Kljucéne reci — Bit-fliping algoritam, belief-propagation
algoritam, iterativno dekodovanje, kodovi sa proverama
parnosti male gustine.

I. Uvop

KODOVI sa proverama parnosti male gustine (eng. Low
Density Parity Check, LDPC) predlozeni su od strane
Roberta Galagera 1960. godine [1], a posebno veliku
popularnost su doziveli u poslednjoj deceniji XX veka [2],
[3]. Njihova sposobnost da dostignu kapacitet kanala uz
relativno nisku kompleksnost dekodovanja [4] ucinila ih je
pozeljnim reSenjem za obezbedivanje pouzdanog prenosa
podataka u bezicnim telekomunikacionim sistema novije
generacije. Ovi kodovi se danas koriste u digitalnoj televiziji
(eng. Digital Video Broadcasting, DVB) [5], bezi¢nim
lokalnim mrezama (eng. Wireless Local Area Networks,
WLAN) [6], a od skora su uvrSteni i u standard za petu
generaciju Sirokopojasnih mobilnih mreza (5G) [7].

Poboljsanje performansi sistema usled primene LDPC
kodova pre svega je diktirano algoritmom koji se koristi za
njihovo dekodovanje. Ovi algoritmi su po pravilu iterativni i
implementiraju se nad Tanerovim grafom [8], koji je u
potpunosti odreden matricom provere parnosti koja opisuje
kod. U najveéem broju slucajeva, optimalne performanse se
postizu ako se pri dekodovanju Kkoristi tzv. algoritam
propagacije verodostojnosti (eng. belief-propagation, BP),
kod koga ¢Evorovi u grafu razmenjuju poruke na osnovu
kojih se procena kodne reci po pravilu poboljSava u svakoj
narednoj iteraciji. Verzija BP algoritama pogodna za
primenu u dekoderima LDPC kodova poznata je i pod
nazivom algoritam sumiranja i mnozenja (eng. Sum Product
Algorithm, SPA), a vise detalja vezanih za njegovu efikasnu
implementaciju moze se naci u radu [9].
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Mana BP algoritma je velika sloZenost implementacije.
Racunske operacije koje se izvode u ¢vorovima Tanerovog
grafa mogu biti veoma kompleksne, a protom se
podrazumeva da su poruke koje se razmenjuju realni
brojevi. Pri hardverskoj implementaciji pozeljno je da se
operacije u c¢vorovima pojednostave i da se poruke
predstave sa konacnom preciznos$éu (implementacija sa
fiksnim zarezom). Stoga se u veéini postojecih sistema
koriste podoptimalne verzije BP algoritma, kao $to su razne
vrste min-sum algoritma [10]. Drugi znacajan nedostatak BP
algoritma je vezan za Cinjenicu da je on optimalan samo ako
Tanerov graf ima oblik stabla. Ako se u grafu pojavljuju
ciklusi male duZzine performanse BP algoritma su daleko od
optimalnih, koje bi bilo moguce dobiti primenom algoritma
koji postize maksimalnu verodostojnost pri odluc¢ivanju
(eng. Maximum Likelihood, ML). Ovo je posebno izrazeno
za kratke kodove. U literaturi se mogu naci reSenja koja
obezbeduju bolje performanse od BP algoritma za isti broj
iteracija [11], a koja sa povetanjem broja iteracija
obezbeduju performanse bliske ML granici [12].

Sa druge strane, algoritam koji u svakoj iteraciji invertuje
odredene bitove kodne reci (eng. bit-flipping, BF)
predstavlja postupak izuzetno niske kompleksnosti. Iako
originalni BF algoritam ima prilicno loSe performanse po
pitanju ispravljanja greSaka, isto se ne moZze re¢i 1 za
nedavno predlozenu modifikaciju BF algoritma nazvanu bit
fliping algoritam sa gradijentnim spustom (eng. Gradient
Descent Bit Flipping, GDBF) [13]. U naSem prethodnom
radu [14] predlozen je probabilisticki GDBF algoritam
(PGDBF), kod koga primena slucajne sekvence pri
dekodovanju omogucava ispravljanje kombinacije gresaka
koje klasican GDBF algoritam ne moze korigovati. Dalje
unapredenje ove ideje je razmotreno u radu [15].
Kombinovanje PGDBEF algoritma i slu¢ajnih reinicijalizacija
moze u velikoj meri poboljSati performanse dekodera
(odgovaraju¢i algoritam MUDRI je izlozen u radu [16]).
Analiza data u radovima [17]-[20] pokazuje da dekoderi
bazirani na tvrdom odlu¢ivanju uz slucajne reinicijalizacije
obezbeduju performanse bliske ML granici, ukoliko se moze
dozvoliti veliki broj iteracija pri dekodovanju.

Nedavno je pokazano da se performanse GDBF algoritma
mogu pribliziti performansama BP algoritma, ako se
destimuliSe invertovanje istog bita u nekoliko uzastopnih
iteracija [21]. Kombinacija tog pristupa sa deterministickim
reinicijalizacijama ima potencijal da omogu¢i ¢ak i bolje
performanse od BP algoritma, uz znatno manju racunsku
kompleksnost [22].

U nastavku ¢e biti razmotreno nekoliko strategija za
kombinovanje BP i GDBF algoritma, sa ciljem da se
postigne veca pouzdanost odluCivanja ili manja
kompleksnost implementacije, koriste¢i prednosti jednog i
drugog pristupa.



II. MODEL SISTEMA 1 PREGLED TIPICNIH ALGORITAMA ZA
DEKODOVANJE LDPC KODOVA

U ovom radu posmatramo binarne LDPC kodove kod
kojih je informaciona re¢ i duzine &, dok je odgovarajuca
kodna re¢ x duzine n. Ovi kodovi se oznacavaju sa (n,k), a
njihov kodni koli¢nik iznosi R=k/n.

LDPC kod se opisuje matricom provere parnosti H,
dimenzija nxm, koja je po pravilu retka (broj jedinica u ovoj
matrici je znatno manji od broja nula). U ovom radu ¢ée biti
razmotreni kodovi kod kojih u svakoj koloni matrice H ima
tacno y jedinica, dok svaka vrsta matrice H sadrzi ta¢no p
jedinica (regularni kodovi). Parametri ¥ i p nazivaju se
tezina kolona i tezina vrsta, respektivno. Odgovarajuci
bipartitni graf G sastoji se od skupa varijabilnih ¢vorova V=
{vi, V2, ..., va} 1 skupa ¢vorova provere parnosti C = {ci, ¢z,
<osr Cn}. Cvorovi v;i ¢; su susedi ako su povezani na grafu, .
ako je ispunjeno H;=1. Skup suseda ¢vora v; je oznacen sa
N, , dok je skup suseda ¢vora ¢; oznacen sa N, .

Nakon §to LDPC koder od informacione reci i formira
kodnu re¢ x, ona se prenosi kroz binarni simetri¢ni kanal
(BSC). Ovaj kanal wunosi nasumine, tj. vremenski
nekorelisane, greSke sa verovatnocom p. Odgovarajuca
sekvenca greske e moze se dobiti uz pomo¢ generatora
slu¢ajne promenljive sa Bernulijevom raspodelom B(l, p).
U ovom slucaju, primljena re¢ y na izlazu kanala formira se
tako Sto se poslata kodna re¢ x sabere bit-po-bit sa
sekvencom greske e, tj. y=x@e.

Primljena re¢ se dovodi na ulaz dekodera koji ima zadatak
da verno rekonstruise poslatu kodnu re¢, odnosno poslatu
informacionu sekvencu (koju treba dostaviti odredistu).
Posto je izdvajanje informacione sekvence prili¢no
jednostavno ako se ispravno rekonstruiSe poslata kodna rec,
pri analizi dekodera se tezi da procena kodne reci bude §to je
moguce pouzdanija. Drugim reima, verovatnoéa da se
procena poslate kodne re¢i, oznadena sa x, razlikuje od
poslate re¢i x treba da bude Sto je moguée manja. Ova
verovatnoca se obi¢no naziva verovatnoca greske po kodnoj
re¢i (eng. Word Error Rate, WER). Iterativni dekoder
procenu poslate kodne reci po pravilu pobolj$ava iz iteracije
u iteraciju, ¢ime se omogucava da i za relativno duge kodne
re¢i kompleksnost dekodera ostane relativno mala [10].

Dekoder u svakoj iteraciji proverava da li su sve provere
parnosti zadovoljene i u trenutku kada jesu proces
dekodovanja se prekida (procena odgovara kodnoj reci).
Obic¢no se zadaje maksimalan broj iteracija koje se mogu
iskoristiti za dekodovanje, oznacen sa L.

Neka je procena kodne reci u /-toj iteraciji oznacena sa
X" 1=1,2,...,L . Odgovarajuéi sindrom §* =x"H" ima
sve komponente ravne nuli samo u slu¢aju da su sve provere
parnosti zadovoljene. Ako dekoder tokom L uzastopnih
iteracija ne formira procenu za koju je S” =0,
dekodovanje se proglasava neuspesnim. Ukoliko se
dekodovanje prekine za lo<L i ako je X’ = x, smatra se da
je ta kodna re¢ uspesno dekodovana nakon / iteracija.

U danasnjim telekomunikacionim sistemima i sistemima
za zapis podataka obic¢no se za dekodovanje LDPC kodova
koriste dve klase algoritama. Jedna je zasnovana na BP
algoritmu, koga odlikuju visoka pouzdanost pri dekodovanju
i velika slozenost implementacije. Druga klasa algoritama je

zasnovana na BF postupku, koji je daleko jednostavniji ali
uz nesto vecu verovatnocu greske pri odluc¢ivanju. Osnovne
karakteristike dve pomenute klase algoritama, kao i njihovih
varijanti, navedene su u nastavku.

A. Algoritmi sa propagacijom verodostojnosti

Poznato je da se LDPC kodovi mogu uspesno dekodovati
koris¢enjem algoritama kod kojih se poruke iterativno
razmenjuju izmedu povezanih ¢Evorova u grafu (eng.
message-passing). Poruke koje se razmenjuju mogu biti
veoma jednostavne, kao kod Galager-A/B algoritma
(binarne poruke), ali se znatno bolji rezultati dobijaju ako
ove poruke imaju oblik realnih brojeva.

Osnovna ideja BP algoritma ¢e biti ilustrovana na grafu
prikazanom na slici 1, gde su ispravno primljeni biti kodne
reci oznaceni belim varijabilnim ¢vorovima, dok pogresno
primljenim bitima odgovaraju crni ¢vorovi. Zadovoljene
provere parnosti oznaene su belim, a nezadovoljene crnim
kvadratima. U BP algoritmu poruke koje varijabilni ¢vorovi
inicijalno Salju ka povezanim proverama parnosti zavise
samo od verovatnoce greske u binarnom kanalu

() _ _ _ _Jp =l
m‘,,%c/ (v =0]y;)=P(v; =01]y;) _{l—p, =0,
a posto su u pitanju verovatnoce, jasno je da se moze pisati

m.” (Vi :1|yi) =1-m” (Vi :O‘yi) .
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M

Intenzitet ovih

poruka srazmeran je uverenosti ¢vora v; da bi mogao da ima
vrednost v; = a, kada mu je poznata primljena vrednost y;.

Imajuci u vidu da vrednosti varijabilnih ¢vorova treba da
odgovaraju bitima validne kodne re¢i (za koju su sve
provere parnosti ravne nuli), u narednim iteracijama su
poruke koje se razmenjuju izmedu ¢vorova na Tanerovom
grafu odredene izrazima [10]
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a jasno je da i dalje vazi m_),, (v,=1)=1-m, (v,=0),
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(v, =0]y,). Verovatno¢a da je

v=0 se sada aZurira na osnovu uverenja povezanih ¢vorova

PO, =0)=P,=0[y)[[m,, (v=0). (4

c.eN;

SI 1. Ilustracija BP algoritma na grafu koji odgovara regularnom kodu sa
parametrima y=3, p=5.
Na ovaj nacin se uverenost ¢vora o vrednostima koje na



njega povezani ¢vorovi treba da imaju, pod datim uslovima,
po pravilu poboljsava iz iteracije u iteraciju, $to obi¢no
rezultuje sve pouzdanijim odlukama. Da bi se ublazili
numericki problemi, BP algoritam se obi¢no implementira u
logaritamskom domenu, tako §to se u svakoj iteraciji
odreduje logaritamski koli¢nik verodostojnosti [8]

LLR" =log(P" (v, =1)/ P" (v, = 0)). (5)

Ipak, uvek treba imati na umu da je BP algoritam
optimalan samo u slucaju da je graf oblika stabla. Ovo nije
ispunjeno kada u grafu postoje ciklusi male duzine, a
posebno je kriticno kada je duzina kodne re¢i mala.

B. Bit-fliping algoritmi

Bit-fliping algoritam je jednostavan postupak iterativnog
dekodovanja LDPC kodova, koji je predlozio Galager [1].
Algoritam je zasnovan na odredivanju broja nezadovoljenih
provera parnosti koje su povezane na svaki varijabilni ¢vor.
Ovo izracunavanje se izvodi nad trenutno dostupnom
procenom kodne reéi, pa tako ¢voru v; u [/-toj iteraciji
odgovara energetska funkcija oblika

AQ)=2 @ . )
¢;eN,, Vi €N,

Ukoliko je ova veli¢ina za i-ti bit (i=1,2,...,n) veca od
unapred definisanog praga 7T, vrsi se invertovanje tog bita,
¢ime se formira njegova procena u narednoj iteraciji

a(l+1) {5&:‘(1) @ 17 A(l) (Vl-) 2 T:
X =

' AP W) <T. ©)

50,

Polaze¢i od primljenog vektora (32(0) =y ), na ovaj nacin
se u svakoj iteraciji po pravilu formiraju sve pouzdanije
procene poslate kodne reci. Ovaj algoritam Cesto gresi, pa bi
za tipiénu vrednost 7' = y/2 u primeru sa slike 1 bila doneta
pogresna odluka da ¢vor v, treba invertovati.

GDBF algoritam uvodi dve modifikacije — u energetsku
funkciju za svaku iteraciju se dodaje korelacioni ¢lan koji
zavisi od odgovarajuceg bita primljene reci i invertuju se
samo vrednosti onih varijabilnih ¢vorova koje u toj iteraciji
imaju maksimalnu vrednost energetske funkcije [13, 14]:

Ao (v) =y, @57+ 3 @ &, (6)

¢;eN,
@1, APv,)=max AV (v,),
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Kod GDBF algoritma sa momentumom (GDBF-w/m)
energetska funkcija ima oblik [21]

A0 =a(y®")+p Y, @ &' +u,  ®)
zr]eNvl k€N

gde se korelacionom ¢lanu i broju nezadovoljenih provera
parnosti pridruzuju tezinski koeficijenti (oznaceni sa o i B,
respektivno), a na ¢itavu funkciju se dodaje novi ¢lan p
(momentum). Vrednost momentuma zavisi od broja iteracija
koje su protekle od prethodnog invertovanja tog bita (koji je
oznacen sa w;) i moze uzeti vrednosti definisane momentum
vektorom p =[p(1),u(D), ..., u(w,, )], pri emu je p(w,) =0
ako je w, >w,, . Pokazano je da ovaj algoritma za neke
kodove ima performanse uporedive sa BP algoritmom,
naroc¢ito za male vrednosti parametra p [21].

III. STRATEGIJE ZA KOMBINOVANIJE BF 1 GDBF ALGORITMA

Jasno je da dve prethodno opisane klase algoritama rade
na osnovu razli¢itih principa, pa se namece pitanje da 1i bi se
mogle kombinovati tako da se objedini “najbolje iz dva
sveta”. Prvi korak u tom smeru ucinjen je u radu koji smo
nedavno objavili [22], pri ¢emu se GDBF-w/m algoritam
modifikuje samo u nekim iteracijama.

Za razliku od prethodnih istarazivanja, u ovom radu je
predlazemo kombinovanje BP algoritma i GDBF algoritma,
pri ¢emu se jedan od njih koristi kao osnovno reSenje, dok
se elementi drugog algoritma koriste za reinicijalizaciju
ulaza dekodera. Dve takve strategije opisane su u nastavku.

A. GDBF-w/m kao osnovni algoritam

U ovoj varijanti se primljena re¢ dovodi na ulaz GDBF-
w/m dekodera i za datu vrednost parametra p posmatra se
kako se menja WER u zavisnosti od L. Formalno se moze
zapisati da GDBF-w/m dekoder nakon / iteracija preslikava

y u procenjenu vrednost X =@ (). Kada postane

jasno da GDBF-w/m u dodatnim iteracijama nece znacajno
smanjiti WER, dekodovanje se prekida. Broj iteracija nakon
koga se dekodovanje prekida je Kgper 1 odreduje se
empirijski. Primljena re¢ se zatim dovodi na ulaz BP
dekodera, koji nakon Kpp iteracija na svom izlazu formira

procenu ¥V, . rV =@ (y), koja se koristi kao ulaz

GDBF-w/m dekodera u novoj rundi. Po potrebi, postupak se
ponavlja na nacin ilustrovan slikom 2, tako Sto se referenca
F dobija kao izlaz BP dekodera nakon Kpptg-1 iteracija, a
energetska funkcija se racuna na osnovu izraza

AV@)=a(r? @)+ Y. @ £ +p.
¢;eN, Ve €N,

4
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SI 2. Tlustracija prve strategije, osnova je GDBF w/m algoritam, dok
procena nakon odgovarajuce iteracije SPA algoritma odreduje referencu.

B.  BP kao osnovni algoritam

U ovom scenariju se primljena re¢ dovodi na ulaz BP
dekodera. Nakon svake iteracije pronadu se ¢vorovi v; kod
kojih je LLR" najveéi po apsolutnoj vrednosti, uz uslov da
bi taj bit bio invertovan kada bi se odluka donela u toj
iteraciji, tj. LLR" xLLR” <0. Ove pozicije se redom
zapisuju u odgovarajuéu memoriju i ¢ine skup kriti¢nih
¢vorova. Ako BP algoritam tokom Kjpp iteracija ne obavi
dekodovanje, postupak se ponavlja za novi ulaz dekodera.
Odgovarajuca referenca r, se formira tako $to se u reci y
invertuje samo jedan od kritiénih ¢vorova, pa se moze

formalno pisati @ =¥ {LLR(‘”} (videti sliku 3).
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SI 3. TIlustracija prve strategije, osnova je GDBF w/m algoritam, dok
procena nakon odgovarajuce iteracije SPA algoritma odreduje referencu.

IV. NUMERICKI REZULTATI

Efekat dve predloZene strategije ¢e biti ilustrovan za dva
regularna koda, koji su konstruisani koriste¢i razlicite
postupke, pri ¢emu oba imaju tezinu kolona y=3 i duzinu
najkraceg ciklusa jednaku g=8. Kodovi imaju male duZine
kodnih reéi, a poznato je da tada BP algoritam predstavlja
podoptimalno resenje.

Verovatnoc¢a greske po kodnoj re¢i odredena je Monte
Karlo simulacijom, pri ¢emu se generiSu kodne rec¢i duzine n
i na svaku od njih se superponira slucajno generisan vektor
greske iste duzine, generisan u skladu sa zadatom
verovatno¢om greske u BSC. Kako bi bili sigurni da je
simetrija dekodera zadovoljena, ne $alje se uvek kodna reé¢
“sve nule”, ve¢ se na izlaz kodera emituju razlicite kodne
re¢i. U slucaju kada se dekodovanje zavrsi za najvise L
iteracija, porede se primljena i procenjena kodna re¢, da bi
bili sigurni da procena ne odgovara kodnoj re¢i koja je
razlicita od poslate kodne reci. U slucaju kada se tokom L
uzastopnih iteracija ne formira procena kodne reci kod koje
su sve provere parnosti jednake nuli, dekodovanje se
proglasava neuspesnim. Simulacija za jedan skup
parametara se zaustavlja kada se detektuje 200 pogresno
primljenih kodnih reci, $to odreduje jednu tacku na grafiku.
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Verovatnoca greske u BSC kanalu, p

Sl. 4. Zavisnost verovatnoce greske po kodnoj re¢i od verovatnoce greske
u BSC, za Tanerov kod (115,64) i L=300. Prikazane su performanse za
GDBF-w/m i BP, kao i dve strategije njihovog kombinovanja.

Performanse dekodera ¢e prvo biti prikazane za regularni
Tanerov kod (155,64), koji ima tezinu kolona y=3 i tezinu
vista p=5. U pitanju je kvazi-ciklicni LDPC kod, a
odgovarajuc¢i metod konstrukcije predlozen je u radu [23].
Ovaj kod se <cCesto koristi za testiranje algoritama
dekodovanja [11, 24, 25].

Zavisnost verovatnoce greSke po kodnoj reCi od
verovatnoce greske u BSC prikazana je na slici 4. U slucaju
kada BP algoritam odreduje samo reinicijalizovane
reference od kojih GDBF-w/m pocinje dekodovanje u
svakoj rundi, kriva je prikazana crvenom punom linijom.
Svaka runda traje po Kgpgr=25 iteracija i ako se za to vreme
ne detektuje da su sve provere parnosti jednake nuli,
referenca se reinicijalizuje (sa Kzp=5) 1 ponovo se pokrece
GDBF-w/m algoritam za ne$to izmenjenu ulaznu sekvencu.
Zelena kriva odgovara slucaju kada se koristi samo BP
algoritam, ali se u svakoj rundi od Kzp=10 iteracija kao ulaz
dekodera koristi reinicijalizovana referenca. Za male
vrednosti parametra p, prva strategija obezbeduje
performanse uporedive sa BP algoritmom dok drugoj
strategiji odgovaraju superiorne performanse.

Verovatno¢a greske po kodnoj reci u zavisnosti od
maksimalnog dozvoljenog broja iteracija pri dekodovanju
ilustrovana je na slici 5. Vidi se da ve¢ nakon prve
reinicijalizacije (L>30) performanse modifikovanog GDBF-
w/m dekodera postaju uporedive sa performansama BP
dekodera. Sa druge strane, modifikovani SPA dekoder za
bilo koju vrednost parametra L ima bolje performanse od
ostalih razmatranih resenja.

Dok strategija br 1. obezbeduje verovatnoéu greske po
kodnoj reci koja je prakticno ista kao u slucaju primene
znatno slozenijeg BP algoritma, jasno je da strategija br. 2
obezbeduje dodatno poboljsanje performansi u odnosu na
BP algoritam. Ovo je rezultat reinicijalizacija kod kojih se
invertuju vrednosti najkriticnijih varijabilnih ¢vorova, §to je
princip sli¢an onom koji se primenjuje u GDBF algoritmu.
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Sl. 5. Zavisnost verovatnoc¢e greske po kodnoj re¢i od broja iteracija, za
Tanerov kod (115,64) i p=0.01. Prikazane su performanse za GDBF-w/m i
BP, kao i dve strategije njihovog kombinovanja.



Numericki rezultati za regularni PEG kod (504,252), koji
ima tezinu kolona y=3 i tezinu vrsta p=6. U pitanju je kod
formiran pomocu tehnike sa progresivnim formiranjem ivica
grafa (eng. Progressive Edge Growth, PEG), koja je
prvobitno predlozena u radu [26].

Zavisnost verovatno¢e greSke po kodnoj re¢i od
verovatnoce greske u BSC prikazana je na slici 6. Crvena
linija odgovara slucaju kada se BP algoritam koristi samo za
formiranje reinicijalizovane reference (sa Kzp=10), dok
osnovu dekodera predstavlja GDBF-w/m algoritam (opisano
u odeljku ITI-A). Kao i u prethodnom slucaju, svaka runda
traje po Kgppr=25 iteracija. Zelena puna linija odgovara
slucaju kada se u svakoj rundi koristi samo BP algoritam, a
kao ulaz dekodera koristi se reinicijalizovana referenca (na
nacin opisan u odeljku III-B). U ovom slucaju, prva runda se
zavrSava nakon Kpp=25 iteracija, dok se nakon prve
reinicijalizacije ova vrednost smanjuje na Kzr=10. U oba
slucaja postizu se performanse uporedive sa BP algoritmom,
dok druga strategija rezultuje osetnijim poboljSanjem
performansi u tzv. error floor regionu.

Uticaj parametra L na performanse dekodera za PEG kod
(504,252), kada je p=0.02, prikazan je na slici 7.
Performanse dekodera u kome je primenjena strategija
opisana u odeljku III-B su za malu vrednost parametra L
uporedive sa performansama BP dekodera. Neznatna
degradacija performansi u intervalu 25<L<75 moze da
posluzi kao indikacija da bi se jo§ bolji rezultati mogli dobiti
ako se u prvoj rundi dekodovanja parametar Kzp dodatno
poveca. Sa druge strane, moze se uociti da se sa povecanjem
maksimalnog broja iteracija performanse znacajno
poboljSavaju u odnosu na BP algoritam. Ovo je posledica
reinicijalizacija u svakoj rundi dekodovanja. Taj efekat smo
prethodno uocili u radu [16], za slucaj kada se koriste
sluéajne reinicijalizacije. U radu [17] pokazano je da se sa
dovoljnim poveéanjem parametra L performanse PGDBF
dekodera asimptotski priblizavaju ML granici. U radovima
[19] i [20] pokazano je da se slican efekat postize ako se
slucajne reinicijalizacije kombinuju sa najjednostavnijim
algoritmom koji koristi massage-passing princip za
dekodovanje LDPC kodova (Gallager-B algoritam).
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Sl. 6. Zavisnost verovatnoce greske po kodnoj reci od verovatnoce greske
u BSC, za Tanerov kod (115,64) i L=300. Prikazane su performanse za
GDBF-w/m i BP, kao i dve strategije njihovog kombinovanja.
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Sl. 7. Zavisnost verovatnoce greske po kodnoj reci od broja iteracija, za
PEG kod (504,252) i p=0.02. Prikazane su performanse za GDBF-w/m i
BP, kao i dve strategije njihovog kombinovanja.

Rezultati prikazani na slikama 4-7 pokazuju da se
znacajno poboljSanje performansi moze posti¢i i kada su
reinicijalizacije deterministicke. Za razliku od pristupa
izlozenog u radu [22], gde se predloZen relativno sloZen
postupak deterministi¢ke reinicijalizacije, ovde je predloZzen
koncept zasnovan na kombinaciji dva algoritma:

e U prvoj strategiji, re¢ od koje GDBF-w/m dekoder
zapoCinje dekodovanje u svakoj rundi dobija se na
osnovu procena u pojedinim iteracijama BP algoritma.

e U drugoj strategiji se metoda bliska GDBF algoritmu
(flipovanje najkriti¢nijeg bita) koristi za reinicijalizaciju,
dok se BP koristi za dekodovanje u svakoj rundi. U
prethodnim primerima pretpostavljeno je da se u procesu
reinicijalizacije invertuju samo oni ¢vorovi v; za koje je
zadovoljeno LLR" = max {LLRZ.(”}. Ipak, preliminarni

rezultati pokazuju da se za kodove sa duzim kodnim
reC¢ima bolje performanse postizu ako se ovaj skup
prosiri ¢vorovima za koje je ispunjena relacija
LLR" > 0.9xmax {LLR"} .

Treba zapaziti da se u prvoj strategiji dekodovanje
najces$ce zavrsi primenom GDBF algoritma. Ukoliko je
p=102, prosecan broj iteracija potrebnih za dekodovanje re¢i
Tanerovog koda (155,64) pomo¢u GDBF-w/m algoritma sa

reinicijalizacijama iznosi / =1.85, dok je za p=3x1072,

prosecan broj iteracija [ =3.59. Ako je p=102 verovatno¢a
da GDBF-w/m tokom prvih Kgpsr=25 iteracija ne zavrsi
dekodovanje iznosi WER(25) = 1.2x107 (videti sliku 5), iz
Cega se moze zakljuciti da se BP algoritam veoma retko
pokrece, naroCito u error-floor regionu, gde performanse
predloZenih reSenja posebno dolaze do izrazaja.

Direktna posledica je da postupak predlozen u prvoj
strategiji obezbeduje znatno manju prosecnu racunsku
kompleksnost u odnosu na slucaj kada se koristi BP
dekoder. Ovaj postupak je baziran na GDBF-w/m algoritmu,
a u radu [27] i doktorskoj disertaciji [28] navedeno je da u
slu¢aju koda duzine #=1296 implementacija GDBF
algoritma obezbeduje Sest puta veéi proseCan protok i
priblizno devet puta manju povrSinu na ¢ipu u odnosu na
najefikasniju poznatu implementaciju min-sum algoritma
(koji predstavlja podoptimalnu varijantu BP algoritma,
pogodnu za implementaciju zasnovanu na fiksnom zarezu).



V. ZAKLIUCAK

Dve predlozene strategije kombinovanja BP i GDBF-w/m
algoritama pogodne su u slucaju kada su u prijemniku
dostupna oba tipa dekodera. Dobijeni rezultati pokazuju da
se kombinovanjem dva uobicajena pristupa mogu dobiti
znacajno poboljSane performanse ili performanse uporedive
onima koje ima BP dekoder, ali uz smanjenu kompleksnost.

U ovom radu su parametri dekodera odredeni empirijski.
Sigurni smo da se dodatno poboljSanje performansi moze
dobiti ako se izvrsi optimizacija pojedinih parametara, kao
Sto su momentum vektor ili pragovi za odlu¢ivanje kod
GDBF-w/m algoritma, kao i broj iteracija koji odgovara
pojedinim rundama dekodovanja. Ovo ¢e biti tema nasih
buducih istrazivanja.
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ABSTRACT

In this paper we propose the approaches that combine two types
of iterative decoding algorithms that are usually used for decoding
of low density parity check codes (LDPC). One strategy is based
on a low-complexity bit-flipping algorithm, and the proposed
modification enable significant performance improvement, with no
significant increase of the average computing complexity. The
other strategy is based on belief propagation decoder, and the
resulting decoder has improved error correction capabilities for the
codes with short codeword length.

LDPC decoders with re-initializations based on synergy
of hard decision and message passing principles
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