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Oxides of p-block metals (e.g., indium oxide) and semimetals (e.g., antimony oxide) are of broad
practical interest as transparent conductors and light absorbers for solar photoconversion due to
the tunability of their electronic conductivity and optical absorption. Comparatively, these oxides
have found limited applications in solar-to-hydrogen photocatalysis primarily due to their high
electronegativity, which impedes electron transfer for converting protons into molecular hydrogen.
We have shown recently that inserting s-block metal cations into p-block oxides is effective at
lowering electronegativities while affording further control of band gaps. Here, we explain the origins
of this dual tunability by demonstrating the mediator role of s-block metal cations in modulating
orbital hybridization while not contributing to frontier electronic states. From this result, we carry
out a comprehensive computational study of 109 ternary oxides of s- and p-block metal elements as
candidate photocatalysts for solar hydrogen generation. We downselect the most desirable materials
using band gaps and band edges obtained from Hubbard-corrected density-functional theory with
Hubbard parameters computed entirely from first principles, evaluate the stability of these oxides
in aqueous conditions, and characterize experimentally four of the remaining materials, synthesized
with high phase uniformity, to assess the accuracy of computational predictions. We thus propose
seven oxide semiconductors, including CsIn3O5, Sr2In2O5, and KSbO2 which, to the extent of our
literature review, have not been previously considered as water-splitting photocatalysts.

I. INTRODUCTION

The solar generation of hydrogen is pivotal to diver-
sifying the global energy supply away from fossil fuels
in the transportation sector and across major branches
of the industry (e.g., ammonia synthesis, process met-
allurgy, and (bio)hydrocarbon production) [1, 2]. Pho-
toelectrolysis holds promise as a sustainable alternative
to carbon-emitting hydrogen generation processes if scal-
able photocatalysts of high solar-to-hydrogen efficiency
can be discovered and developed [3]. First-principles cal-
culations can expedite the preselection of candidate pho-
tocatalysts to be prioritized for synthesis and character-
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ization, which in turn can provide benchmark data to
refine the accuracy of the computational models [4, 5].

Xiong and coworkers applied this approach to pre-
dict, test, and validate six water-splitting photocatalysts
that were downselected from a pool of 70,150 candidates.
Most of the downselected candidates were ternary oxides
composed of alkali and alkaline earth (s-block) metals,
and p-block metal cations (In, Sn, Sb, Pb, and Bi) [9].
From this study, it was inferred that the incorporation
of s-block atoms into binary p-block metal oxides shifts
the band edges up (toward more reducing potentials)
by lowering the electronegativities of the oxides, thereby
promoting the electrochemical conversion of protons into
hydrogen. As an example, Fig. 1 shows the band edges
of binary oxides of p-block elements relative to the redox
potentials of the hydrogen and oxygen evolution reactions
[Fig. 1(a)]. This diagram also illustrates the changes in
band edges arising from the addition of s-block cations
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FIG. 1. Inserting s-block cations into p-block metal oxides enables band realignment. (a) Experimental band alignment with
respect to the redox potentials of water for representative p-block metal oxides (In2O3 [6], SnO2 [6], Sb2O3 [7], Bi2O3 [8])
with the mid-band-gap potential (approximating the flatband potential) shown as a horizontal line. As indicated by the open
arrow, the band edges of an oxide tend to shift toward less reducing electrode potentials as the electronegativity of its cations
increases. (b) Experimental band alignment for In2O3 [6] compared to that of In2O3-based compounds with the addition of
s-block metal cations (NaInO2, BaIn2O4, SrIn2O4 [9]) that cause the band edges to shift toward more reducing potentials.

into indium oxide [Fig. 1(b)]. The shift in the redox po-
tentials of In2O3 originates from the low electronegativity
of Na, Ba, and Sr compared to that of In [Fig. 1(b)]. The
resulting variation increases the probability that the ma-
terial can provide a reducing environment at its conduc-
tion band minimum [1, 5, 10, 11]. This band realignment
could be especially beneficial to Sb2O3 and Bi2O3 whose
band edges do not straddle the hydrogen redox potential
[Fig. 1(a)].

While adding s-block cations into p-block metal oxides
is beneficial to band alignment, it is expected to widen
the band gap to the detriment of solar absorption. In
fact, s-block metals have lower electronegativities than
p-block metals, and the band gaps of oxides have been
reported to increase with the difference of electronega-
tivity between oxygen and their cations [12]. To assess
the generality of this behavior, the band gaps of rep-
resentative ternary oxides containing alkaline earth and
p-block metal cations are examined in Fig. 2. In accor-
dance with the electronegativity trend, the band gap in-
creases upon replacing Mg2+ with Ca2+; the Mulliken
electronegativity of calcium is 0.75 eV lower than that of
magnesium. However, the band gap systematically de-
creases when replacing Ca2+ with Sr2+ and Sr2+ with
Ba2+, even though strontium has an electronegativity
0.20 eV lower than calcium and barium has an elec-
tronegativity 0.19 eV lower than strontium [Fig. 2(a)].
These unexpected variations can be traced back to dis-
tortions of the crystal structures induced by changes in
the ionic radii of s-block metal cations [Fig. 2(b)]. Due

to their very low electronegativities, alkaline earth met-
als easily oxidize and only contribute to low-lying valence
states or high-energy excited states. As a result, band-
edges states tend to be dominated by oxygen and p-block
metal orbitals. This is best evidenced with the perovskite
structure ASnO3 (A = Mg, Ca, Sr, or Ba), whose band-
edge states consist only of oxygen 2p orbitals and A1g

molecular orbitals located at the center of the SnO6 oc-
tahedra [Fig. 2(c)]. Although s-block metal cations do
not contribute to electronic states around the band gap,
they control structural distortions, thereby altering or-
bital hybridization. Notably, the conduction bands of
perfectly cubic BaSnO3 are much wider than those of dis-
torted CaSnO3 [Fig. 2(c)], because the Bloch modulation
along the direction of two octahedra induces larger tight-
binding interactions when the A1g orbitals are perfectly
aligned and have maximal overlap. Since large band-
widths are associated with small band gaps, based on
this analysis, we expect that reducing the distortions of
a ternary oxide structure by varying the ionic radius of
the s-block cation offers a possibility to counteract the
electronegativity trend and fine-tune the band gap. This
result provides a strong motivation to further explore the
family of s- and p-block metal oxides in search of mate-
rials combining optical absorption and catalytic activity.

This combinatorial exploration necessitates reliable
band-structure predictions at moderate computational
cost. The calculations presented in Fig. 2(a) show that
experimental band gaps (open symbols) are well repro-
duced by band gaps computed from density-functional
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FIG. 2. Inserting s-block cations into p-block metal oxides enables band gap tuning. (a) Experimental and numerical band
gaps (open and filled symbols, respectively) of stannate-based ternary oxides with perovskite, pyrochlore, and spinel structures.
Band gaps are calculated using generalized-gradient density functionals, with scissors corrections of 2 eV (ASnO3), 1.7 eV
(AIn2O4), and 2.3 eV (A2Sb2O7). (b) Octahedra of the perovskite ASnO3 materials rotate away from the vertical axis as the
radius of the s-block metal cation A decreases, creating the distortions visible in the atomic representations. (c) Electronic
structures of the highest occupied and lowest unoccupied bands in CaSnO3 (top) and BaSnO3 (bottom). The black and orange
lines are energy bands calculated from the Kohn–Sham Hamiltonian and by Wannier interpolation [13, 14], respectively. The
decomposition of Bloch electrons into maximally localized Wannier orbitals at high-symmetry wavevectors — Γ = (0, 0, 0) and
S = ( 1

2
, 1
2
, 0) — shows that top valence bands are composed of oxygen 2p orbitals, whereas the lowest conduction band is

a mixture of oxygen 2p orbitals and A1g orbitals centered around stannate cations. The centers of the Wannier orbitals are
displaced away from the central s-block cation for ease of visualization.

theory (DFT) with semilocal functionals (closed sym-
bols), provided that a constant scissors correction (i.e.,
a rigid shift of the conduction manifold [15]) is applied
to materials of identical crystal structures. This observa-
tion confirms the accuracy of commonly used semilocal
DFT approximations in computing band-gap shifts as a
function of composition, but it also indicates that band
gaps are largely underestimated by the same DFT sim-
ulations. This known limitation, which originates from
self-interaction errors [16, 17], precludes the use of semilo-
cal functionals to assess the solar compatibility and band
alignment of the candidate photocatalysts. In principle,
band gap predictions could be improved using many-
body perturbation theories [18] or hybrid functionals [19];
however, the algorithmic complexity of these methods
limits their systematic applications to high-throughput
materials screening. An alternative approach consists of
restoring the invariance of the energy of an electronic
state as a function of its occupation number by mapping
the density-functional energy onto a Hubbard Hamilto-
nian, from which the self-interaction-correction terms can
be readily derived (the DFT+U method) [20–24]. Nev-
ertheless, a central caveat limiting the predictive ability
of the DFT+U method is that the U parameters (which

control the strength of the self-interaction correction) are
typically determined from experimental data [25–29].

To enable materials discovery, it is instead neces-
sary to determine the Hubbard U parameter non-
empirically, from first principles using, e.g., constrained
DFT (cDFT) [23, 30–38], constrained random phase
approximation (cRPA) [39–45], and Hartree-Fock-based
methods [46–49]. Within cDFT, a linear-response for-
mulation has been developed [23] and recast in the
framework of density-functional perturbation theory
(DFPT) [50, 51]. In this approach, U parameters can
be calculated in primitive unit cells of minimal size us-
ing multiple monochromatic perturbations of the on-site
potentials, rather than on prohibitively large supercells
with localized electronic perturbations [50, 51].

In the following, we apply this newly implemented
linear-response method jointly with sensitive electro-
chemical characterization to co-optimize band alignment,
optical absorption, and aqueous stability in p-block metal
oxides with s-block substituents. From this joint analy-
sis, we recommend CsIn3O5, Sr2In2O5, and KSbO2 as
oxide materials for solar-to-hydrogen photocatalysis.
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II. METHODS AND PROTOCOLS

A. Candidate materials

We investigated oxide compounds containing s-block
(alkali and alkaline-earth metal) cations (Li+, Na+, K+,
Rb+, Cs+, Mg2+, Ca2+, Sr2+, Ba2+) and closed-shell
(d10) p-block elements (In+, In3+, Sn2+, Sn4+, Sb3+,
Sb5+, Pb2+, Pb4+, Bi3+, Bi5+). The p-block metal
cations were limited to closed-shell ionizations as these
electronic configurations correlate with superior photo-
catalytic performance and electrochemical durability [5].
The resulting list of ternary oxides was further screened
to only retain materials that are tabulated in the Ma-

terials Project database (i.e., materials that have been
synthesized or computationally proposed), have compu-
tationally predicted structures that match experimen-
tally determined crystal structures, and have less than
50 atoms per unit cell to limit computational cost [52].
The elements in these materials were examined to elimi-
nate those of high toxicity, high radioactivity, or limited
abundance following the criteria defined in Ref. 9. In
explicit terms, all of the elements studied in this work
have a median lethal dose value (LD50) greater than
250 mg/kg [53–56]; none of these elements are classified
as radioactive [57]; and all of them have an abundance
higher than that of gold (0.004 ppm by mass). Table S1
of the Supplemental Material (SM) enumerates the re-
sulting 109 indate, stannate, antimonate, plumbate, and
bismuthate materials (the 14 materials with a unit cell
containing more than 50 atoms are also listed in the Sup-
plemental Material).

B. Electronic-structure predictions

The Hubbard model is a flexible and effective frame-
work to correct self-interaction in density-functional ap-
proximations. In this model, the manifold of one-electron
(Kohn–Sham) eigenstates ψnkσ with occupancies fnkσ is
mapped onto a set of (fixed) atom-centered orbitals ϕIℓ

mσ

whose (variable) occupancies can be expressed as

nIℓ

mσ =
Ω

(2π)3

∑

n

∫

B

fnkσ|〈ϕ
Iℓ

mσ|ψnkσ〉|
2dk, (1)

where n and k are the index and wavevector of the Bloch
state, ℓ is its angular momentum, m is the orbital index
(typically, the magnetic quantum number), σ is the spin
of the orbital, I identifies the atomic site, Ω is the unit
cell volume, and the integral spans the Brillouin zone
B. The contribution ẼIℓ from atomic site I and angular
momentum ℓ to the total energy is estimated, within the
zero-configurational-width approximation [58], by count-

ing the electrons and electron pairs at that site:

ẼIℓ = εIℓ
(

∑

mσ

nIℓmσ

)

+
uIℓ

2

(

∑

mσ

nIℓ

mσ

)(

∑

mσ

nIℓ

mσ − 1
)

−
jIℓ

2

∑

σ

(

∑

m

nIℓ

mσ

)(

∑

m

nIℓ

mσ − 1
)

, (2)

where εIℓ is the energy cost of placing a lone electron
at site I, and uIℓ (jIℓ) is the electrostatic (exchange-
correlation) energy of an electron pair, which is assumed
to be the same for all of the pairs. This model is not
self-interaction-free since the orbital energy ε̃Iℓmσ = εIℓ +
uIℓ(

∑

m′σ′ nIℓ

m′σ′ − 1
2
) − jIℓ(

∑

m′ nIℓ

m′σ
− 1

2
) depends on

the occupancy nIℓmσ. In other words, it does not fulfill the
generalized Koopmans theorem [59, 60]. This error can
be rectified by carrying out a more detailed (orbital-by-
orbital) electron-pair counting:

EIℓ = εIℓ
(

∑

mσ

nIℓ

mσ

)

+
uIℓ

2

(

∑

mσ

nIℓmσ

(

∑

m′σ′

nIℓ

m′σ′ − nIℓ

mσ

))

−
jIℓ

2

∑

σ

(

∑

m

nIℓ

mσ

(

∑

m′

nIℓ

m′σ − nIℓ

mσ

))

. (3)

From Janak’s theorem [61], the energy of a given orbital
ϕIℓ
mσ is thus equal to εIℓmσ = εIℓ + uIℓ(

∑

m′σ′ nIℓm′σ′ −
nIℓ
mσ)− jIℓ(

∑

m′ nIℓ

m′σ
− nIℓ

mσ) and does not vary with its
own occupation number nIℓmσ.
Comparing Eq. (2) to Eq. (3), the self-interaction cor-

rection ∆EIℓ to the Hubbard model can be written as

∆EIℓ =
U Iℓ

2

∑

mσ

nIℓmσ

(

1− nIℓmσ

)

, (4)

where the corrective factor U Iℓ ≡ uIℓ − jIℓ is called the
Hubbard U parameter. Implementing Eq. (4) to predict
band gaps requires one to compute U Iℓ non-empirically.
From Eq. (2), U Iℓ can be identified as the second-order
coefficient ∂2E/∂(nIℓ

mσ)
2 (averaged over all orbitals ϕIℓ

mσ)
of a quadratic expansion of the energy, which can be
computed within density-functional theory as

U Iℓ =
1

2(2ℓ+ 1)

∑

mσ

∂εIℓmσ

∂nIℓmσ

=
1

2(2ℓ+ 1)

∑

mσ

〈ϕIℓ

mσ|∆
Iℓ

mσveff |ϕ
Iℓ

mσ〉. (5)

In Eq. (5), ∆Iℓ
mσveff is the self-consistent linear response

of the effective potential veff with respect to nIℓmσ:

∆Iℓ

mσveff(r) =

∫

ε−1(r, r′)∆Iℓ

mσv0(r
′)dr′ (6)

with

ε−1 = (I− k · χ0)
−1

= I+ k · χ0 + k · χ0 · k · χ0 + · · · , (7)



5

where ε stands for the dielectric permittivity of the ma-
terial, χ0 = δρ/δvtot is its bare susceptibility in re-
sponse to the total (effective plus external) potential vtot,
k = δveff/δρ is the kernel of the effective potential veff ,
∆Iℓ

mσv0 = k|ϕIℓ
mσ|

2 is the bare response of veff to a change
in nIℓ

mσ, and the integral is carried over the entire space.
To resolve indeterminacies associated to the arbitrary

rotations of the orbitals ϕIℓ
mσ, DFT+U calculations were

carried out in the rotationally invariant formulation of
Dudarev et al. [22], in which the DFT energy is recast as

E = Ẽ +
∑

Iℓ

U Iℓ

2

∑

mm′σ

nIℓ

mm′σ

(

δm′m − nIℓ

m′mσ

)

, (8)

where the doubly indexed occupation numbers

nIℓ

mm′σ =
Ω

(2π)3

∑

n

∫

B

fnkσ〈ψnkσ|ϕ
Iℓ

mσ〉〈ϕ
Iℓ

m′σ|ψnkσ〉dk

are the coefficients of the occupation matrix associated
with the angular momentum ℓ at atomic site I.

As an alternative to Eq. (5), the U parameters can be
computed (more efficiently) using a converse approach re-
lying on density-functional perturbation theory [50, 51]:

U Iℓ =
1

2(2ℓ+ 1)

∑

mσ

(

∆nIℓ

mσ

)−1
, (9)

where ∆nIℓmσ = ∂nIℓmσ/∂ε
Iℓ
mσ stands for the self-consistent

linear response of nIℓ
mσ to an on-site, orbital-specific per-

turbation of the potential veff [23]. This converse ap-
proach has the distinct advantage of enabling one to
consider monochromatic perturbations of the on-site po-
tential, which removes the need for computationally ex-
pensive supercells by recasting the response to an iso-
lated on-site perturbation into the response to a sum of
wavevector-dependent perturbations [50]:

∆nIℓmσ =
Ω

(2π)3

∫

B

∆qn
Iℓ

mσdq, (10)

where ∆qn
Iℓ
mσ is the linear response of the occupation

nIℓ
mσ to a q-modulated periodic perturbation of the po-

tential acting on orbital ϕIℓ
mσ. Within density-functional

perturbation theory, these calculations can be completed
independently for each q, allowing for efficient computer
parallelization, as further described in Appendix A [50].

C. Downselection criteria

The screening procedure is outlined in Fig. 3. The
band gaps and band edges of the 109 candidate materials
(cf. Sec. IIA) were first calculated at the DFT level and
then corrected using the DFT+U method (cf. Sec. II B).
In evaluating the valence band maximum (EVB) and
conduction band minimum (ECB), the geometric mean
of the Mulliken electronegativity of the constituent el-
ements referenced to the standard hydrogen electrode

FIG. 3. Downselection of the 109 ternary oxides containing
s- and p-block metals using band gaps (εg) and band edges
(EVB and ECB) predicted at the DFT (step 1) and DFT+U
(step 2) levels, and Pourbaix free energies of decomposition
under electrochemical conditions in aqueous environments.

(SHE) was used as an estimate for the flatband potential
EFB = (ECB + EVB)/2 of the compound [9].

Using the calculated band gaps and band edges, the
compounds were screened to identify photocatalytic ma-
terials. Taking into account the fact that DFT with
semilocal functionals underestimates band gaps by a typ-
ical margin of 20-50% in semiconductors and insula-
tors [62], the screening criteria for solar absorption and
band alignment were initially scaled down by a corrective
factor of 0.5-0.8. Based on the derivation in Ref. 9, this
rescaling yields the following criteria for band gaps and
band edges calculated at the DFT level: (i) 0.75 < εg <
2 eV, (ii) EVB > 0.575 V vs. SHE, and (iii) ECB < 0.625
V vs. SHE.

DFT+U calculations were then completed for the re-
maining candidate materials to obtain refined band gap
and band alignment predictions. Materials were screened
out at this step if they did not meet the following crite-
ria: (iv) EVB > 1.23 V vs. SHE (to provide an oxidizing
environment for oxygen evolution), and (v) ECB < 0 V
vs. SHE (to provide a reducing environment for hydro-
gen evolution) [4, 5]. Pourbaix free energies were then
extracted from the Materials Project database for the re-
maining candidate materials to obtain the electrochemi-
cal stability and stable decomposition products at their
flatband potential under pH 7. The materials were cate-
gorized as having low, moderate, or high predicted stabil-
ity in water. Materials with a free energy of electrochemi-
cal decomposition ∆Gredox of less than 0.5 eV/atom were
labeled as having potentially high aqueous stability [63].



6

Materials with ∆Gredox between 0.5 and 1 eV/atom with
stable solid decomposition products were labeled as hav-
ing moderate aqueous stability [63]. All remaining ma-
terials were labeled as having low stability in water and
were screened out at this point. A literature review was
finally conducted on the remaining high- and moderate-
stability materials to assess their practical synthesizabil-
ity and stability.

III. RESULTS AND DISCUSSION

Following the methodology described in Sec. II C, the
band gaps of the 109 candidate ternary oxide photocat-
alysts were computed at the DFT level, and their band
edges were estimated from the geometric means of their
elemental electronegativities. By considering the first set
of screening conditions listed in Fig. 3, we obtained 25
materials showing suitable preliminary band alignment.
Before applying the Hubbard U correction, we critically
examined the contributions from the atomic orbitals to
the density of states of the 25 candidate materials to de-
termine the electronic states of highest intensity near the
valence and conduction edges, on which the Hubbard U
corrections should be applied [64]. The projected density
of states, shown in Figs. S1 and S2 (SM), confirmed that
the states at the valence band maximum are predomi-
nantly of O-2p character. These states exhibit a large
bandwidth in accordance with previous computational
and experimental observations that p-block metal oxides
tend to have low electron effective masses, which favors
electron transport and electron–hole separation [65–67].
Conversely, for most of these 25 materials, the conduc-

tion band minimum consists of a mixture of low intensity
s and p states from the p-block elements, with some mate-
rials (e.g., CsIn3O5) having high-intensity d states deeper
in the conduction band. This analysis showed that these
materials tend to not have a high-intensity contribution
from the p-block elements near the conduction or valence
band edges. Hence, Hubbard U corrections were not ap-
plied to the orbitals of p-block elements and only limited
to the O-2p orbitals, consistent with previous studies [64].
We thus proceeded to calculate the electronic proper-

ties of the 25 candidates using the DFT+U approach.
The computed band gaps, band edges, and electron ef-
fective masses are presented in Table I. These DFT+U
results show a systematic increase (of 80%, on aver-
age) in the band gap in comparison with DFT predic-
tions (except for SrPbO3, whose band gap decreases by
30% when applying the correction), thereby bringing the
calculated band gap in closer agreement with available
experimental data. In specific terms, the Hubbard U
correction improves the precision of the computed band
gaps for seven of the ten materials whose optical proper-
ties have been measured experimentally (namely, LiInO2,
SrIn2O4, Ba3In2O6, Ca2Sb2O7, Sr2Sb2O7, Ca2PbO4,
and Na3BiO4). With a mean absolute percentage error
of 9% relative to experimental band gaps, these seven

DFT+U results lie within the range of experimental un-
certainties. For the other three compounds with experi-
mentally known band gaps, we found that the Hubbard U
correction either significantly overestimates the band gap
(in Sr2PbO4 and Ba2PbO4) or further underestimates
it compared to the DFT result (in SrPbO3), suggesting
that mid-gap states may be present or that the Hubbard
correction should also be applied to Pb cations. Fur-
thermore, as mentioned above, the 25 screened oxides
generally exhibit low electron effective masses, with 15
of them showing an effective mass m∗ lower than 0.5
me within DFT+U . Consistent with the expected pos-
itive shift of the band edges (cf. Sec. I), 24 of the 25
materials showed a cathodic realignment of their redox
potentials upon alkali and alkaline earth incorporation.
Finally, within subsets of ternary oxides belonging to re-
lated space groups, made of the same p-block metal, and
sharing the same stoichiometry (namely, Ca2Sb2O7 and
Sr2Sb2O7; CaPbO3 and SrPbO3; Ca2PbO4, Sr2PbO4,
and Ba2PbO4), the band gap systematically decreases
when the ionic radius of the s-block metal cation in-
creases, as is clearly captured by the increase in unit
cell volume. This observation is in line with the trend
evidenced in Fig. 2: decreasing the ionic radius of al-
kaline earth metal cations accentuates the distortions of
the structure, thereby reducing the overlap between the
frontier orbitals. The resulting valence and conduction
bands are narrower, causing the band gaps to increase.

Using the second set of criteria in Fig. 3, the DFT+U

band gaps and band edges enabled us to narrow down
the search to 19 candidate materials. As a next step, we
focused on the aqueous stability of these materials. To
this end, Pourbaix diagrams were computed, and these
results were used to examine the suitability of the can-
didate materials based on their electrochemical window
and stable decomposition products at pH 7 and under
the calculated flatband potential. Figures S3 and S4
(SM) show the electrochemical stability and stable de-
composition products for the 19 materials, while Table
S2 (SM) reports the DFT+U band gaps, flatband poten-
tials, decomposition energies, and stable decomposition
products. Using these data, three materials (CsIn3O5,
Ca2Sb2O7, Sr2Sb2O7) were classified as having high sta-
bility in water (∆Gredox < 0.5 eV/atom) [63], whereas
four materials (LiInO2, Sr2In2O5, SrIn2O4, KSbO2) were
classified as having moderate stability (0.5 < ∆Gredox <
1 eV/atom with solid decomposition products).

Of the four materials exhibiting moderate water sta-
bility, SrIn2O4 is known to be a water-splitting photo-
catalyst while LiInO2 is a known wide-band-gap photo-
catalyst [9, 69]. In the literature, Sr2In2O5 has been
synthesized at 2,273 K from a single-crystal melt of SrO
and In2O3, making its synthesis challenging with conven-
tional solid-state techniques [77]. To the extent of our
literature search, KSbO2 has yet to be experimentally
studied as a water-splitting photocatalyst and warrants
further experimental examination. Two of the three ma-
terials with expected high aqueous stability (Ca2Sb2O7
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TABLE I. DFT and DFT+U band gaps and band edges for the 25 alkali and alkaline earth p-block ternary oxides that passed
the DFT screening step, grouped by indates, stannates, antimonates, plumbates, and bismuthates. Hubbard parameters are
given for the O-2p states of each material, and multiple values indicate the presence of symmetrically non-equivalent oxygen
atoms. Computed average electron effective mass values (m∗) are from the Electronic Transport Properties dataset of Ricci et
al. [68]. Experimental band gaps from the literature are provided for comparison, if available.

Chemical Space Volume m∗ UO DFT (eV) DFT+U (eV) Expt. (eV)
formula group (Å3) (me) (eV) εg eEVB eECB εg eEVB eECB εg

LiInO2 I41/amd 43.5 0.288 10.21 1.96 1.34 –0.62 3.94 2.33 –1.61 3.5 [69], 4.0
CsIn3O5 Pnma 139.9 0.273 9.20-9.63 1.59 1.24 –0.35 3.42 2.16 –1.27 –
Sr2In2O5 Ima2 138.7 0.308 9.05-9.24 1.02 0.68 –0.34 2.25 1.29 –0.95 –
SrIn2O4 Pnma 92.3 0.228 9.31-9.45 1.96 1.38 –0.58 3.92 2.36 –1.56 3.57 [9], 3.8

Ba3In2O6 I4/mmm 188.7 0.368 10.43, 11.28 1.03 0.77 –0.26 2.66 1.58 –1.07 2.80 [70]

K2Sn2O3 I213 142.6 0.956 8.88 1.35 0.88 –0.47 1.65 1.03 –0.62 –

KSbO2 C2/c 73.8 0.919 8.84 1.98 1.63 –0.35 2.82 2.05 –0.77 –
Ca2Sb2O7 Imma 140.2 0.333 8.59-8.95 1.94 2.09 0.15 4.09 3.17 –0.92 4.5 [71], 4.5
Sr2Sb2O7 Imma 150.2 0.324 8.97-9.19 1.56 1.81 0.25 3.66 2.86 –0.80 4.2 [72], 4.3

Li2PbO3 C2/c 64.3 0.368 9.98, 10.05 1.13 1.10 –0.03 2.08 1.58 –0.51 –
Li4PbO4 Cmcm 97.9 0.527 10.00, 10.03 1.49 0.96 –0.52 3.04 1.74 –1.30 –
Na4PbO4 P 1̄ 139.9 0.423 9.68-9.77 1.36 0.76 –0.57 3.22 1.72 –1.50 –
K2Pb2O3 I213 147.7 0.482 8.63 1.80 0.97 –0.82 2.25 1.20 –1.05 –
K2PbO3 P63/mcm 96.6 0.416 9.09 1.31 0.84 –0.47 2.02 1.20 –0.82 –
Rb2PbO3 Pnma 120.6 0.521 9.01, 9.77 1.39 0.83 –0.56 2.45 1.36 –1.09 –
Cs2PbO3 Cmc21 132.2 0.562 8.82, 9.13 1.60 0.82 –0.77 2.39 1.22 –1.17 –
Ca2PbO4 Pbam 95.7 0.394 8.53, 8.79 1.52 1.15 –0.38 2.47 1.62 –0.85 2.94 [9]
CaPbO3 Pnma 68.4 0.542 8.63, 8.78 1.01 1.23 0.22 1.04 1.25 0.21 –
Sr2PbO4 Pbam 108.3 0.396 9.07 1.46 0.99 –0.47 2.32 1.42 –0.90 1.75 [73]
SrPbO3 Pnma 73.7 0.760 9.04, 9.10 0.91 1.08 0.17 0.64 0.95 0.31 1.80 [74]

Ba2PbO4 I4/mmm 123.2 0.471 10.50, 10.60 1.40 1.21 –0.19 2.36 1.69 –0.67 1.45 [9], 1.7 [75]

Li3BiO4 P42/mnm 80.3 0.541 9.63–10.25 1.31 1.63 0.32 2.41 2.18 –0.23 –
Li5BiO5 Cm 115.6 0.598 9.81-10.10 1.60 1.38 –0.23 2.82 1.99 –0.83 –
Na3BiO4 P2/c 104.4 0.408 9.00, 9.94 1.18 1.46 0.28 2.42 2.08 –0.34 2.61 [76]
K3BiO4 P 1̄ 100.0 0.710 8.77-9.68 1.37 1.24 –0.13 2.60 1.85 –0.75 –

and Sr2Sb2O7) have already been extensively studied as
water-splitting photocatalysts at the experimental level,
using RuO2 as co-catalyst to facilitate oxygen evolu-
tion [78]. In contrast, CsIn3O5 has not been studied as a
photocatalyst, suggesting further computational and ex-
perimental verification of its water-splitting performance.

To directly assess the validity of our computational
predictions, powder samples of the compounds were syn-
thesized using solid-state reactions by precursor mixing
and calcination at elevated temperatures, as described
in Appendix B. The powder X-ray diffraction patterns,
shown in Fig. S5 (SM), confirmed phase uniformity (in
the range of 95-99%) for four of the screened compounds
(LiInO2, SrIn2O4, Ca2Sb2O7, and Sr2Sb2O7). The band
gaps of these materials were obtained by Tauc analysis
of their optical absorption as a function of the incident
photon energy. The Tauc plots, which are reported in
Fig. S6 (SM), did not reveal any perceivable contribu-

tion from mid-gap states and provided reliable band-gap
estimates, enabling us to benchmark computational pre-
dictions against experimental measurements (Table I).

Chopped-illumination voltammetry was used to deter-
mine the flatband potential of these four phase-uniform
materials via direct measurement of the potential at
which the photocurrent shifts from anodic to cathodic
(Fig. 4). For LiInO2, SrIn2O4, and Ca2Sb2O7, the
chopped illumination photocurrent is shifted to a slightly
higher potential as compared to the theoretical predic-
tion, whereas for Sr2Sb2O7, the experimental photocur-
rent is shifted to a slightly lower potential (Fig. 4a).
In all cases, the experimental photocurrent still strad-
dles the HER and OER potentials, indicating the po-
tential use of these materials as water-splitting photo-
catalysts. Of the four measured materials, LiInO2 had
the largest photocurrent density, albeit only on the order
of ∼0.1 mA/cm2 in these initial experiments (Fig. 4b).
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FIG. 4. (a) Comparison of the computationally determined
(within DFT+U) and experimentally measured conduction
and valence band edges for the s- and p-block metal oxides
that were synthesized and whose phases were confirmed to
be uniform. (b) Photoelectrochemical characterization of the
synthesized oxides via voltage-dependent photocurrent mea-
surements under chopped illumination.

Combining these materials with a co-catalyst may po-
tentially improve their photocurrent density and water-
splitting catalytic capabilities. Additionally, the increase
in photocurrent as the sample is illuminated is smooth, as
opposed to exhibiting a sharp spike and rapid decrease to
an equilibrium illuminated current, indicating that little
charge recombination occurs upon illumination.

In closing, the dependence of the free energies of elec-
trochemical decomposition ∆Gredox of the recommended
seven materials with respect to their band gaps εg is

FIG. 5. Dependence of the free energy of electrochemical
decomposition ∆Gredox, calculated at pH 7 and at the flat-
band potential of the oxide, as a function of its band gap εg,
showing superior aqueous stability for wider energy gaps.

shown in Fig. 5, indicating an increase in aqueous sta-
bility as a function of optical transparency. This depen-
dence highlights the inherent tradeoff between electro-
chemical stability and optical absorption in developing
solar-to-hydrogen photocatalysts, which reflects the com-
petition between chemical bonding and electron delocal-
ization in oxide systems. Furthermore, it helps explain
why LiInO2, SrIn2O4, Ca2Sb2O7, and Sr2Sb2O7 could be
obtained with high phase uniformity, as those four com-
pounds are predicted to have the highest band gap and
thus expected to be most thermodynamically stable. The
observed inverse correlation between optical absorption
and corrosion resistance may inspire future development
strategies to optimize photocatalytic activity and dura-
bility, e.g., by designing core–shell structures that consist
of an electrochemically stable, protective shell surround-
ing a light-absorbing core of the same metal-oxide family.

IV. CONCLUSION

We have presented a computational investigation of
109 ternary oxides containing s- and p-block metals for
use as water-splitting photocatalysts. Band gaps and
band edges calculated from DFT with semilocal func-
tionals were initially applied for a preliminary screening,
and DFT+U calculations were conducted on the remain-
ing candidates using Hubbard U parameters calculated
from first principles for the O-2p states of these ternary
oxides [50, 51, 64]. Refined screening criteria were then
considered to select 19 potential water-splitting photo-
catalysts based on their band alignment. For the 19
screened materials, stability in water was investigated
via computed Pourbaix diagrams, enabling us to iden-
tify CsIn3O5, Ca2Sb2O7, and Sr2Sb2O7 as having poten-
tially high stability, and LiInO2, Sr2In2O5, SrIn2O4, and
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KSbO2 as having moderate stability in water. We then
experimentally investigated four of these predicted ma-
terials by synthesizing them, and measuring their band
edges and voltage-dependent photocurrents, providing a
critical assessment and direct validation of the compu-
tational predictions. This study demonstrates that the
addition of alkali and alkaline earth metals to binary ox-
ides of p-block metals shifts up the band edges while
potentially enabling further tuning of the band gap by
distortion of the local coordination environment of the p-
block metal cations. This work highlights seven ternary
oxides as potential photocatalysts. A literature search re-
veals that three of them, namely, CsIn3O5, Sr2In2O5, and
KSbO2, have not been studied as water-splitting photo-
catalysts and suggests further experimental and compu-
tational analysis of their photocatalytic performance.
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Appendix A: Computational procedures

First-principles calculations — Density-functional the-
ory calculations were completed using the open-source
Quantum ESPRESSO software, which implements the
plane-wave pseudopotential method [79–81]. Within this
framework, we used the PBEsol generalized-gradient ap-
proximation for the exchange-correlation functional with
ultrasoft pseudopotentials from the SSSP Precision li-
brary (version 1.1.2) [82–84]. Kinetic energy and charge
density cutoffs of 60 and 480 Ry, respectively, were se-
lected. Brillouin zone sampling for computing electronic

ground states used a Monkhorst-Pack [85] k-point mesh
with a uniform spacing of 0.04 Å−1. A full geome-
try optimization was completed for each material at the
DFT level of theory [76]. After structural optimization,
Hubbard parameter calculations were completed using
DFPT as implemented in the HP code [86], which is
part of Quantum ESPRESSO. The response due to iso-
lated perturbations in supercells was recast into a sum
of monochromatic perturbations in the Brillouin zone for
a primitive unit cell [50]. Thus, the supercell k-points
were converted to a q-point sampling of the primitive
cell using a k-to-q-point ratio of 2 [64].
Löwdin orthogonalized atomic orbitals were selected

as projectors for the Hubbard manifold, and Hubbard
corrections were only calculated for the O-2p states [64].
Projected density of states (PDOS) were computed at
the DFT and DFT+U levels of theory to ascertain the
states of high intensity at the valence and conduction
band edges, and subsequently support the application of
Hubbard corrections to light elements but not p-block el-
ements. For these calculations, Gaussian smearing was
used with a broadening parameter of 5 × 10−3 Ry. The
Hubbard parameters calculated for the O-2p states of
each material are reported in Table I. After the U param-
eter calculations, the Hubbard corrections were applied
to the O-2p states and a self-consistent field calculation
was conducted to compute the band gap. The band edges
were calculated using the geometric mean of the Mulliken
electronegativities as discussed in Sec. II C [5]. The data
used to produce the results of this paper are available in
the Materials Cloud Archive [87].
Estimation of Shannon ionic radii — Shannon effec-

tive ionic radii of alkaline-earth cations were taken from
Ref. [88], except for Mg2+, whose radius is not listed at
the oxygen coordination number of 12. The radius R
of Mg2+ was instead estimated using an empirical bond-

strength–bond-length relation: s = s0 (R/R0)
−N

, where
the Mg-O bond-strength s is given by the ratio of the
oxidation number of Mg2+ over its oxygen coordination
number, and R0, s0, and N are fitting parameters given
in Ref. 89.

Appendix B: Experimental procedures

Synthesis methods — Sr2Sb2O7 was synthesized from
stoichiometric amounts of Sr(NO3)2 and Sb2O3, calcined
at 600 ◦C for 48 hours, then annealed at 1050 ◦C for 24
hours. Ca2Sb2O7 was synthesized from stoichiometric
amounts of Ca(NO3)2·4H2O and Sb2O3, calcined at 600
◦C for 48 hours, then annealed at 1050 ◦C for 24 hours.
The procedure for both of these syntheses was adapted
from Ref. 90. LiInO2 was synthesized from In2O3 and
Li2CO3, with 20% molar excess of Li2CO3. The sample
was annealed at 1000 ◦C for one hour. The procedure
was modified from that reported in Ref. 91. SrIn2O4 was
synthesized from stoichiometric amounts of SrCO3 and
In2O3, annealed at 1200 ◦C for 3 hours. This procedure
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follows that reported in Ref. 92.
Powder X-ray diffraction — Powder X-ray diffraction

(PXRD) scans were performed on a Malvern Panalyti-
cal Empyrean diffractometer with a copper source, using
line focus and reflection mode. Powders were pressed
to an even height in a well-plate zero-background silicon
holder.
Ultraviolet-visible spectroscopy — A Perkin Elmer

Lambda 950 UV-Visible spectrometer was used to mea-
sure diffuse reflectance spectra with a 150 mm integrat-
ing sphere, in diffuse reflection mode. Spectra were col-
lected from 250-2500 nm, with 2 nm steps. The refer-
ence spectrum for total reflectance was measured against
a Spectralon disc standard. Samples were suspended in
ethanol and drop cast on quartz glass slides (Electron
Microscopy Sciences). The slides were dried with nitro-
gen before measurement. Plots of the Kubelka–Munk
function, raised to the power of 1

2
or 2 for indirect and

direct band gaps, respectively, vs. energy in eV were con-
structed. Band gaps were calculated by fitting the linear
region in the onset of absorption and extrapolating to the
intercept of the horizontal energy scale.
Device fabrication — Each material was ground in a

mortar and pestle to ensure fineness. Then, inks were
made in concentrations of 0.004 mM material in ethanol,
and these inks were sonicated for one hour. 100 µL of
each ink was deposited on a 5 × 8 mm fluorine-doped tin
oxide (FTO) slide, in 20 µL increments, and these inks
were annealed at 400 ◦C in a Thermolyne muffle furnace
under ambient atmosphere for 2 hours.
Mott–Schottky experiments — Mott–Schottky mea-

surements were run on a Biologic SP-150 potentio-
stat using the Staircase Potentiometric electrochemical
impedance spectroscopy (EIS) function, with data taken
at 7 frequencies between 30 kHz and 5 kHz. An ini-
tial scan was run from 1.5 to –1.5 V (E vs Ag/AgCl in
saturated KCl), with subsequent scans for each material
taken in a smaller range. The electrolyte used was a pH
8 sodium phosphate buffer (Hydrion, 1 g/100 mL), the
reference electrode was Ag/AgCl in saturated KCl, and
the counter electrode was a graphite rod. The working
electrode was a device made from each material deposited

on FTO, as previously described.
Chopped-illumination experiments — Measurements

were carried out on a Biologic SP-150 potentiostat us-
ing linear sweep voltammetry (LSV) at 5 mv/s, from 1.2
V to –1.0 V (E vs Ag/AgCl in saturated KCl), and in pH
8 aqueous sodium phosphate buffer (≈1 g/100 mL). The
reference electrode was Ag/AgCl in saturated KCl, the
counter electrode was a graphite rod, and the working
electrode was the material on FTO. The samples were
illuminated through a Starna cells quartz cuvette with
a Newport Xenon 300 W lamp under an illumination of
one sun. The chopping frequency was of 0.2–0.3 Hz.
Light-saturated open-circuit voltammetry — Measure-

ments were carried out on a Biologic SP-150 potentio-
stat using the “open circuit potential” function, and were
measured over 30 seconds. The samples were illuminated
through a Starna cells quartz cuvette with a Newport
Xenon 300 W lamp under an illumination of one sun,
and the reference, working, and counter electrodes were
the same as described previously. Each working elec-
trode was allowed to equilibrate under illumination for
5 minutes, or until the measured open-circuit potential
stabilized, before the measurement was taken.
Discussion on flatband-potential determination —

Three methods were used to determine the position of
the flatband potential of the four synthesized mate-
rials: Mott–Schottky, chopped-illumination, and light-
saturated open-circuit potential measurement. The
Mott–Schottky method, while the most often used, is an
indirect measurement of the flatband potential, whereas
the chopped-illumination and light-saturated methods
are direct measurements. Mott–Schottky relies on sev-
eral assumptions, such as a negligible capacitance from
the Helmholtz layer, which can artificially skew the data
toward more negative potentials. In contrast, chopped
illumination is a direct measurement of the flatband
potential using photocurrent, and light-saturated open-
circuit potential (OCP) measurements seemed to confirm
the general trends of the chopped-illumination measure-
ments. Thus, chopped illumination was consistently used
in this work to determine the flatband potential and the
band edges.
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weiser, J. Qiao, F. Thöle, S. S. Tsirkin, M. Wierzbowska,
N. Marzari, D. Vanderbilt, I. Souza, A. A. Mostofi, and
J. R. Yates, Wannier90 as a community code: new fea-
tures and applications, Journal of Physics: Condensed
Matter 32, 165902 (2020).
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[30] P. H. Dederichs, S. Blügel, R. Zeller, and H. Akai, Ground
states of condensed systems: application to cerium im-
purities, Phys. Rev. Lett. 53, 2512 (1984).

[31] A. K. McMahan, R. M. Martin, and S. Satpathy, Calcu-
lated Hamiltonian for La2CuO4 and solution in the im-
purity Anderson approximation, Phys. Rev. B 38, 6650
(1988).

[32] O. Gunnarsson, O. K. Andersen, O. Jepsen, and J. Zaa-
nen, Density-functional calculation of the parameters in
the Anderson model: Application to Mn in CdTe, Phys.
Rev. B 39, 1708 (1989).

[33] M. S. Hybertsen, M. Schlüter, and N. E. Chris-
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