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AbstractÐ This paper aims to understand how to guide
travelers’ routing behavior toward a system optimum, using
a bilevel game in a multi-agent traffic environment. With the
goal to optimize some systematic objective (e.g., overall traffic
condition) of city planners, we formulate a Stackelberg game
with the upper level as the planner and the lower level as
a multi-agent Markov game in which each rational and selfish
traveler aims to minimize her travel cost. We employ a Bayesian
optimization method on the upper level to solve for optimal
controls of city planners and a mean field multi-agent deep
Q learning approach to solve for optimal route choices of
travelers on the lower level. We demonstrate the effect of two
administrative measures, namely tolling and signal control, on
the behavior of travelers on the Braess network and a large-
sized real-world road network, respectively. Braess paradox,
which is usually defined in static user equilibrium, is also
defined and discovered in the context of the multi-agent Markov
game.
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I. INTRODUCTION

With a growing number of agents relying on GoogleMaps

or other navigation tools, dynamic routing games in a multi-

agent system have been proposed to understand travelers’

routing behavior. [1] develops a Markov routing game in

which decentralized dynamic routing behavior of agents is

modeled while accounting for traffic congestion arising from

interactions among one another. In the Markov routing game,

drivers’ routing behavior is non-cooperative and individual

goals could deviate from a system optimum. This raises

one question of interest: with selfish and rational travel-

ers aiming to minimize their individual travel cost, how

would a policymaker (aka the planner) guide the behavior

of traveler toward some desirable outcome via planning

or policy countermeasures? This paper aims to understand

how to guide travelers’ routing behavior toward a system

optimum. We formulate the interaction between travelers

and the planner as a bilevel Stackelberg game and devise

a Bayesian optimization scheme on the upper level to solve

for optimal controls by the planner.

A. Related work

Bilevel network design problems (NDP) has been exten-

sively studied in transportation planning [2]. A Stackelberg
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(or leader-follower) game is formulated in which the upper

level player selects a control that impacts the routing behav-

ior of lower level travelers while the lower level followers

update their routing choice.

In the lower level problem using equilibrium constraints,

static [3]±[5] or dynamic user equilibria (DUE) [6]±[8] are

usually assumed and these equilibria can be directly solved

from model-based optimization. In this paper, we assume

no knowledge of system transition dynamics nor reward

functions and thus, travelers’ dynamic en-route choices are

modeled as a Markov game and solved by multi-agent

reinforcement learning (MARL). In other words, MARL is

model-free and thus, agents need to explore and learn the

environment for optimal driving policies, which is more

challenging to solve for social optima.

MARL is a framework for modeling one’s sequential

decision-making processes while accounting for its inter-

action and competition with other agents. Applying it to

routing a large number of agents on a road network has been

largely understudied. [9] modeled multi-agent interaction

but independent tabular Q-learning is implemented without

considering information of other agents. To account for

traffic congestion and stabilize training, [1] formulated the

dynamic routing of multiple agents as a Markov game and

then applied a mean field deep Q-learning algorithm to solve

an equilibrium. Building on the framework developed in [1],

in this paper, we will develop a bilevel optimization.

For the bilevel optimization, [10] first applied Bayesian

optimization (BO) to MARL in the context of driver repo-

sitioning. However, applying BO to a Markov routing game

(MRG) requires to model every agent’s route choice on a

graph, which is more challenging and is thus the focus of

this paper.

B. Contributions of this paper

This paper aims to solve optimal controls for both the

upper level planner and the lower level self-motivated agents

whose goals differ. Simply increasing transportation infras-

tructure supply may lead to undesirable outcomes due to the

existence of the Braess paradox. Thus, we propose a bilevel

optimization with the upper level as the planner using coun-

termeasures like tolling or traffic signal control to optimize

some systematic objective (i.e., the average travel time of all

agents), while the lower level as a multi-agent reinforcement

learning (MARL) where each agent aims to minimize her

own travel time. Since the bilevel optimization is challenging

to solve, especially with MARL as the lower-level dynamic

equilibrium, we propose a Bayesian optimization embedded

with a multi-agent deep Q learning approach.
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