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Abstract

We propose a model-based lifelong reinforcement-learning approach that estimates
a hierarchical Bayesian posterior distilling the common structure shared across
different tasks. The learned posterior combined with a sample-based Bayesian
exploration procedure increases the sample efficiency of learning across a family
of related tasks. We first derive an analysis of the relationship between the sample
complexity and the initialization quality of the posterior in the finite MDP setting.
We next scale the approach to continuous-state domains by introducing a Varia-
tional Bayesian Lifelong Reinforcement Learning algorithm that can be combined
with recent model-based deep RL methods, and that exhibits backward transfer.
Experimental results on several challenging domains show that our algorithms
achieve both better forward and backward transfer performance than state-of-the-art
lifelong RL methods.1

1 Introduction

Reinforcement learning (RL) [42; 26] has been successfully applied to solve challenging individual
tasks such as learning robotic control [11] and playing Go [38]. However, the typical RL setting
assumes that the agent solves exactly one task, which it has the opportunity to interact with repeatedly.
In many real-world settings, an agent instead experiences a collection of distinct tasks that arrive
sequentially throughout its operational lifetime; learning each new task from scratch is inefficient, but
treating them all as a single task will fail. Therefore, recent research has focused on algorithms that
enable agents to learn across multiple, sequentially posed tasks, leveraging knowledge from previous
tasks to accelerate the learning of new tasks. This problem setting is known as lifelong reinforcement
learning [7; 50; 25]. The key questions in lifelong RL research are: How can an algorithm exploit
knowledge gained from past tasks to quickly adapt to new tasks (forward transfer), and how can data
from new tasks help the agent perform better on previously learned tasks (backward transfer)?

We propose to address these problems by extracting the common structure existing in previously
encountered tasks so that the agent can quickly learn the dynamics specific to the new tasks. We
consider lifelong RL problems that can be modeled as hidden-parameter MDPs or HiP-MDPs [10; 27],
where variations among the true task dynamics can be described by a set of hidden parameters. Our
algorithm goes further than previous work in both lifelong learning and HiP-MDPs by 1) Separately
modeling epistemic and aleatory uncertainty over different levels of abstraction across the collection
of tasks: the uncertainty captured by a world-model distribution describing the probability distribution
over tasks, and the uncertainty captured by a task-specific model of the (stochastic) dynamics within a
single task. To enable more accurate sequential knowledge transfer, we separate the learning process
for these two quantities and maintain a hierarchical Bayesian posterior that approximates them. 2)
Performing Bayesian exploration enabled by the hierarchical posterior: The method lets the agent act
optimistically according to models sampled from the posterior, and thus increases sample efficiency.

1Code repository available at https://github.com/Minusadd/VBLRL.
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Specifically, we propose a model-based lifelong RL approach with Bayesian exploration that estimates
a Bayesian world-model posterior that distills the common structure of previous tasks, and then uses
this between-task posterior as a within-task prior to learn a task-specific model in each subsequent
task. The learned hierarchical posterior model combined with sample-based Bayesian exploration
procedures can increase the sample efficiency of learning. We first derive an explicit performance
bound that shows that the task-specific model requires fewer samples to become accurate as the
world-model posterior approaches the true underlying world-model distribution for the discrete case.
We further develop Variational Bayesian exploration for Lifelong RL (VBLRL), a more scalable
version that uses variational inference to approximate the distribution and leverages Bayesian Neural
Networks (BNNs) [17; 3] to build the hierarchical Bayesian posterior. VBLRL provides a novel
way to separately estimate different kinds of uncertainties in the HiP-MDP setting. Based on the
same framework, we also propose a backward transfer version of VBLRL that is able to provide
improvements for previously encountered tasks. Our experimental results on a set of challenging
domains show that our algorithms achieve better both forward and backward transfer performance
than state-of-the-art lifelong RL algorithms when given only limited interactions with each task.

2 Background

RL is the problem of maximizing the long-term expected reward of an agent interacting with an
environment [42]. We usually model the environment as a Markov Decision Process or MDP [36],
described by a five tuple: ⟨S,A,R, T, γ⟩, where S is a finite set of states; A is a finite set of actions;
R : S×A 7→ [0, 1] is a reward function, with a lower and upper bound of 0 and 1; T : S×A 7→ Pr(S)
is a transition function, with T (s′|s, a) denoting the probability of arriving in state s′ ∈ S after
executing action a ∈ A in state s; and γ ∈ [0, 1) is a discount factor, expressing the agent’s preference
for delayed over immediate rewards.

An MDP is a suitable model for the task facing a single agent. In the lifelong RL setting, the
agent instead faces a series of tasks m1, ...,mn, each of which can be modeled as an MDP:
⟨S(i), A(i), R(i), T (i), γ(i)⟩. For lifelong RL problems, the performance of a specific algorithm
is usually evaluated based on both forward transfer and backward transfer results [30]:

• Forward transfer: the influence that learning task t has on the performance in future task k ≻ t.
• Backward transfer: the influence that learning task t has on the performance in earlier tasks k ≺ t.

A key question in the lifelong setting is how the series of task MDPs are related; we model the
collection of tasks as a HiP-MDP, where a family of tasks is generated by varying a latent task
parameter ω drawn for each task according to the world-model distribution PΩ. Each setting of ω
specifies a unique MDP, but the agent neither observes ω nor has access to the function that generates
the task family. The dynamics T (s′|s, a;ωi) and reward function R(r|s, a;ωi) for task i then depend
on ωi ∈ Ω, which is fixed for the duration of the task. The tasks are i.i.d. sampled from a fixed
distribution and arrive one at a time.

3 Related work

The first category of lifelong RL algorithms learns a single model that encourages transfer across
tasks by modifying objective functions. EWC [28] imposes a quadratic penalty that pulls each
weight back towards its old values by an amount proportional to its importance for performance on
previously-learned tasks to avoid forgetting. There are several extensions of this work based on the
core idea of modifying the form of the penalty [29; 53; 33]. Another category of lifelong RL methods
uses multiple models with shared parameters and task-specific parameters to avoid or alleviate the
catastrophic problem [5; 24; 31]. The drawback of this method is that it is hard to incorporate the
knowledge learned from previous tasks during initial training on a new task [31]. Nagabandi et al.
[32] introduce a model-based continual learning framework based on MAML, but they focus on
discovering when new tasks were encountered without access to task indicators.

Published HiP-MDP methods use Gaussian Processes [10] or Bayesian neural networks [27] to find
a single model that works for all tasks, which may trigger catastrophic forgetting [5; 24]. Meta-
RL [47; 12] and multi-task RL [35; 43] settings also attempt to accelerate learning by transferring
knowledge from different tasks. Some work employs the MAML framework with Bayesian methods
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to learn a stochastic distribution over initial parameters [51; 16; 13]. Other work uses the collected
trajectories to infer the hidden parameter, which is taken as an additional input when computing the
policy [37; 56; 14]. Our method, however, focuses on problems where the tasks arrive sequentially
instead of having a large number of tasks available at the beginning of training. This sequential
setting makes it hard to accurately infer the hidden parameters, but opens the door for algorithms that
support backward transfer.

Some prior work uses Bayesian methods in RL to quantify uncertainty over initial MDP models [15;
1; 18]. Several algorithms start from the idea of sampling from a posterior over MDPs for Bayesian
RL, maintaining Bayesian posteriors and sampling one complete MDP [41; 49] or multiple MDPs [2].
Instead of focusing on single-task RL, our algorithm aims to find a posterior over the common
structure among multiple tasks. Wilson et al. [49] uses a hierarchical Bayesian infinite mixture model
to learn a strong prior that allows the agent to rapidly infer the characteristics of a new environment
based on previous tasks. However, it only infers the category label of a new MDP and only works in
discrete settings.

4 Model-based Lifelong Reinforcement Learning

Our approach is built upon two main intuitions: First, transferring the transition model instead of
policy/value function leads to more efficient usage of the data when “finetuning” on a new task.
As we show empirically in Section 5.1, although some model-free lifelong RL algorithms perform
better than the proposed model-based method in single-task cases, in lifelong RL setting of the
same task type the model-based method is still able to achieve comparable/better performance with
only half the amount of data. Secondly, with a model that is able to capture different levels of the
uncertainty within HiP-MDPs, an agent can employ sample-based Bayesian exploration to further
improve sample-efficiency.

The model underlying our approach is a hierarchical Bayesian posterior over task MDPs controlled by
the hidden parameter ω. Intuitively, we maintain probability distributions that separately capture two
categories of uncertainty within lifelong learning tasks: The world-model posterior P (ω) captures
the epistemic uncertainty of the world-model distribution over all future and past tasks m1, · · · ,mn

controlled by the hidden parameter ω1, · · · , ωn ∼ PΩ. As the learner is exposed to more and more
tasks, this posterior should converge to the world-model distribution PΩ. The task-specific posterior
P (ωi) captures the epistemic uncertainty of the current task mi (Throughout the paper we will often
write i for simplicity.). As the learner is exposed to more and more transitions within the task, this
posterior should approach the true distribution corresponding to ωi, i.e. peaking at the true ωi for
this specific task i, leaving only the aleatoric uncertainty of transitions within the task, which is
independent of other tasks. Each time the agent encounters a new task, we initialize the task-specific
model using the world-model posterior and further train it with data collected only from the new task.
One of our key insights here is that the sample complexity of learning a new task will decrease as
the initial prior of task-specific model approaches the true underlying distribution of the transition
function. Thus, the agent can learn new tasks faster by exploiting knowledge common to previous
tasks, thereby exhibiting positive forward transfer.

Specifically, we model the task-specific posterior via the transition dynamics using
p(st+1, rt|st, at;ωi). The task-specific posterior, given a new state–action pair from task i, can
be rewritten via Bayes’ rule:

P (ωi|Dt
i , a

t, st+1, rt) =
P (ωi|Dt

i)P (st+1, rt|Dt
i , a

t;ωi)

P (st+1, rt|Dt
i , a

t)
, (1)

where Dt
i = {s1, a1, · · · , st} is the agent’s history of task i until time step t. The world-model

posterior, given the new data from task i, can be rewritten as:

P (ω|D1:i) =
P (ω|D1:i−1)P (Di|D1:i−1;ω)

P (Di|D1:i−1)
, (2)

where D1:i denotes the agent’s history with all the experienced tasks 1 ∼ i until current task i. In
particular, each time when the agent faces a new task i and has not started updating its task specific
posterior yet (that is, Dt

i = ∅), we first use the world-model posterior to initialize the task-specific
prior: P (ωi|Dt

i) = P (ω|D1:i). The world-model distribution aims to approximate the underlying

3



PΩ. The task-specific distribution aims to approximate the distribution that peaks at the true ωi for
this specific task i.

In Section 4.1, we derive a sample complexity bound in the finite MDP case which explicitly show
how the distance between the distribution of a task’s true transition model and our task-specific
model’s prior initialized by the parameters of the world-model posterior will affect the learning
efficiency of a new task. Then, in Section 4.2 and 4.3 we extend our high-level idea to a scalable
version that can be combined with recent model-based RL approaches and exhibits positive forward
& backward transfer.

4.1 Sample Complexity Analysis

In this subsection, we consider the finite MDP setting and use a standard Bayesian exploration
algorithm BOSS [2] as a single-task baseline. Note that BOSS creates optimism in the face of
uncertainty as the agent can choose actions based on the highest performing transition of the K
models sampled, which drives exploration. We included explanations of the finite MDP version of
our algorithm BLRL (Bayesian Lifelong RL) based on BOSS in appendix C and simple experiments
on Gridworlds in appendix J.

BLRL uses the world-model posterior P (ω|D1:i−1) learned from previous i− 1 tasks to initialize
(copy distribution) the task-specific prior of P (ωi) of new task i, aiming to decrease the number
of samples needed to learn an accurate task-specific posterior. Our analysis focuses on how the
properties of the Bayesian prior affect the sample complexity of learning each specific task.

Let π(ωi) denote the prior distribution on the parameter space Γ. We consider a set of transition-
probability densities p(·|ωi) = p(st+1, rt|st, at, ωi) indexed by ωi, and the true underlying density q.
We also denote the model family {p(·|ωi) : ωi ∈ Γ} by the same symbol Γ.
Lemma 4.1. The task-specific posterior in Equation 1 can be regarded as the probability density
g(ωi) with respect to π that attains the infimum of:

Rn(g) = Eπg(ωi)
T∑

t=1

ln
q(st+1, rt|Dt

i , a
t)

p(st+1, rt|Dt
i , a

t;ωi)
+DKL(gdπ||dπ). (3)

inf Rn(g) controls the complexity of the density estimation process for g(ωi). Intuitively, Lemma 4.1
converts the Bayesian posterior into an information theoretical minimizer that allows us to further
investigate the relationship between the properties of the Bayesian prior and the risk/complexity of
attaining the posterior.
Proposition 4.2. Define the prior-mass radius of the transition-probability densities as:

dπ = inf{d : d ≥ − lnπ({p ∈ Γ : DKL(q||p) ≤ d})}. (4)

Intuitively, this quantity measures the distance between the Bayesian prior of the task-specific model
and the true underlying task-specific distribution. Then, we adopt the same settings in Zhang [55]:
∀ρ ∈ (0, 1) and η ≥ 1, let

εn = (1 +
1

n
)ηdπ + (η − ρ)εupper,n((η − 1)/(η − ρ)), (5)

where εupper,n is the critical upper-bracketing radius [55]. The decay rate of εupper,n controls the
consistency of the Bayesian posterior distribution [2]. Let ρ = 1

2 , we have for all states and actions,
h ≥ 0 and δ ∈ (0, 1), with probability at least 1− δ,

πn

({
p ∈ Γ : ||p− q||21/2 ≥

2εn + (4η − 2)h

δ/4

}∣∣∣X)
≤ 1

1 + enh
, (6)

where πn(ωi) denotes the posterior distribution over ω after collecting n samples, X denotes the n
collected samples. It functions the same as Dt

i in Equation 1.

Similar to BOSS, for a new MDP m∗ ∼M with hidden parameters ωm∗ , we can define the Bayesian
concentration sample complexity for the task-specific posterior: f(s, a, ϵ0, δ0, ρ0), as the minimum
number u such that, if u IID transitions from (s, a) are observed, then, with probability at least 1− δ0,

Prm∼posterior(||T (·|s, a, ωm)− T (·|s, a, ωm∗)||1 < ϵ0) ≥ 1− ρ0. (7)
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Intuitively, the inequality means that for a model with the hidden parameter sampled from the learned
posterior distribution, the probability that that it is within ϵ0 far away from the true model is larger
than 1− ρ0.
Lemma 4.3. Assume the posterior of each task is consistent (that is, εupper,n = o(1)) and set η = 2,
then the Bayesian concentration sample complexity for the task-specific posterior f(s, a, ϵ, δ, ρ) =

O
(

dπ+ln 1
ρ

ϵ2δ−dπ

)
.

Proof (sketch). This bound can be derived by directly combining Lemma 4.2 and Equation 7.

The above lemma suggests an upper bound of the Bayesian concentration sample complexity using
the prior-mass radius. We can further combine this result with PAC-MDP theory [39] and derive the
sample complexity of the algorithm for each new task.

Proposition 4.4. For each new task, set the sample size K = Θ(S
2A
δ ln SA

δ ) and the parameters
ϵ0 = ϵ(1−γ)2, δ0 = δ

SA , ρ0 = δ
S2A2K , then, with probability at least 1−4δ, V t(st) ≥ V ∗(st)−4ϵ0

in all but Õ( S2A2dπ

δϵ3(1−γ)6 ) steps, where Õ(·) suppresses logarithmic dependence.

Proof (sketch). The central part of the proof is Proposition 4.2 (detailed proof in appendix), and
the re- maining parts are exactly the same as those for BOSS. In general, the proof is based on
the PAC-MDP theorem [40] combined with the new bound for the Bayesian concentration sample
complexity we derived in Lemma 2. For each new task, the main difference between BLRL and
BOSS is that we use the world-model posterior to initialize the task-specific posterior, which results
in a new sample complexity bound with dπ .

The result formalizes how the sample complexity of the lifelong RL algorithm will change with
respect to the initialization quality of the posterior: if we put a larger prior mass at a density close
to the true q such that dπ is small, the sample efficiency of the algorithm will increase accordingly.
In other words, the sample complexity of our algorithm drops proportionally to dπ, which is the
distance between the Bayesian prior of the task-specific model initialized by the parameters of the
world-model posterior and the true underlying task-specific distribution. We provide a illustrative
example in the appendix O.

4.2 Variational Bayesian Lifelong RL

The intuition from the last section is that, if we initialize the task-specific distribution with a prior that
is close to the true distribution, sample complexity will decrease accordingly. To scale our approach,
we must find a efficient way to explicitly approximate these distributions. We propose a practical
approximate algorithm, VBLRL, that uses neural networks and variational inference [21].

We choose Bayesian neural networks (BNN) to approximate the posterior. The intuition is that, in the
context of stochastic outputs, BNNs naturally approximate the hierarchical Bayesian model since they
also maintain a learnable distribution over their weights and biases [17; 23]. We use the uncertainty
embedded in the weights and biases of networks to capture the epistemic uncertainty introduced
by hidden parameters of different tasks, while we also set the outputs of the neural networks to be
stochastic to capture the aleatory uncertainty within each specific task. In our case, the BNN weights
and biases distribution q(ω;ϕ) (a distribution over ω but parameterized by ϕ) can be modeled as fully
factorized Gaussian distributions [3]:

q(ω;ϕ) =

|Ω|∏
j=1

N (ωj |µj , σ
2
j ), (8)

where ϕ = {µ, σ}, and µ is the Gaussian’s mean vector while σ is the covariance matrix diagonal.

We maintain a world-model BNN across all the tasks and a task-specific BNN for each task. The input
for all the BNNs is a state–action pair, and the output are the mean and variance of the prediction for
reward and next state. Then, the posterior distribution over the model parameters can be computed
leveraging variational lower bounds [22; 23]:

ϕt = argmin
ϕ

[
DKL[q(ω;ϕ)||p(ω)]− Eω∼q(·;ϕ)[log p(s

t+1, rt|Dt, at;ω)]
]
, (9)
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where p(ω) represents the fixed prior distribution of ω, also recall that Dt = {s1, a1, r1, · · · , st}. In
VBLRL, p(ω) for the task-specific distribution is initialized by the world-model distribution, while
p(ω) of the world-model distribution is simply set to a Gaussian. (That could be improved with
more informed task family knowledge.) The second term on the right hand side can be approximated
through 1

N

∑N
i=1 log p(s

t+1, rt|Dt, at;ωi) with N samples from ωi ∼ q(ϕ). This optimization can
be performed in parallel for each s, keeping ϕt−1 fixed. Details about our BNN structure can be
found in appendix B.

Once we have the world-model as well as the task-specific posterior model, we can do pos-
terior sampling to drive Bayesian exploration. Osband et al. [34] and Rakelly et al. [37]
already show the benefit of posterior sampling for improving sample efficiency in single-
task RL and meta-RL settings. Here, instead of sampling from the posterior of value func-
tions or latent context representations, we directly sample from the posterior of the transition
model and choose the optimal action based on the transition samples. Then we use the col-
lected samples to update the posterior and do sampling again. The agent thus continually do
Bayesian exploration and acts more and more optimally as the posterior distribution narrows.

𝑎 

Environment 

Train 

Steps 

World-model BNN 

Copy parameters 

Train 

Tasks 

Environment 
distribution 𝑃Ω 

Sample 
𝜔 ~𝑃Ω 

Replay buffer 

Planner 

𝑠 

Transitions 

𝑎 

Task-specific BNN 

Sample weights 

NN 

Sample 𝑟, 𝑠′ 𝑎 

Figure 1: Variational Bayesian Lifelong RL
(VBLRL). “NN” is the network using fixed pa-
rameters sampled from the weight distribution of
the task-specific BNN. When the agent does CEM
planning, we let it propagate the state particles
using several NNs that use different network pa-
rameters, all sampled from the BNN to achieve
randomness in transitions.

We provide the framework of VBLRL in Fig-
ure 1. The outer loop (yellow rectangle) stands
for the loop of training world-model BNN across
tasks (noted at the bottom-right corner), the in-
ner loop (cyan rectangle) stands for the training
of the task-specific BNN within each specific
task.We employ our posterior knowledge mod-
els in the context of a model-based RL method.
When encountering a new task, VBLRL first
uses the model parameters (that is, {µ, σ} of
weights and biases of BNN) from the general
knowledge model to initialize the task-specific
posterior network (directly copy parameters).
We sample transitions from the task-specific pos-
terior and select actions based on the generated
transitions. The detailed algorithm is summa-
rized in Algorithm 1. Specifically, for planning,
at each step we begin by creating P particles
from the current state spτ=t = st∀p. Then, we
sample N candidate action sequences at:t+T

from a learnable distribution. These two steps are the same as PETS [8]. Then we propagate the
state–action pairs using the learned task-specific model pmi(·|s, a) (BNN) and use the cross entropy
method [4] to update the sampling distribution to make the sampled action sequences close to previous
action sequences that achieved high reward. We further calculate the cumulative reward estimated
(via the learned model) for previously sampled sequences and select the current action based on
the mean of that distribution. By sampling from the task-specific posterior at each step, the agent
explores in a temporally extended and diverse manner.

For each specific task, we use the task-specific BNN to plan during forward learning. They are
updated with only the data from the current task thus avoid catastrophic forgetting in the forward
transfer process. The world model is updated using the data from all the visited tasks. The intuition is
to guide the two posteriors to separately learn two categories of uncertainty within lifelong learning
tasks. The world-model posterior captures the epistemic uncertainty of the general knowledge
distribution (shared across all tasks controlled by the hidden parameters) via the internal variance of
world-model BNN. As the learner is exposed to more and more tasks, the posterior should converge
to PΩ. The task-specific posterior captures the epistemic uncertainty of the current task mi, which
comes from the aleatory uncertainty of the world model when generating ωi for a new task, via the
internal variance of task-specific BNN. We provide additional illustration in Figure 9. In general,
we used the world-model BNN to encode PΩ over a family of tasks, and the task-specific BNN to
encode P (ωi), which should peak at the specific true ωi sampled for the current task.

Note that in single-task cases, other CEM-based algorithms like PETS usually maintain a set of neural
networks using the same training data, and sample action sequences from each of the neural nets
to achieve randomness in transitions. However, in lifelong RL settings, it is unrealistic to maintain
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(≥ 30) models for each task encountered. Our usage of BNNs avoids such problems as we only
have to train one neural network using the same data for each task, and we can sample an unlimited
number of different action sequences to cover more possibilities as needed. In PETS, the epistemic
uncertainty is estimated via the variance of the output mean of different neural networks, while, in
VBLRL, it is estimated via the variance of the weights and biases distribution of the BNN.

4.3 Backward Transfer of Variational Bayesian Lifelong RL

In our lifelong RL setting, the agent interacts with each task for only a limited number of episodes
and the task-specific model stops learning when the next task is initiated. As a result, there may
exist portions of the transition dynamics in which model uncertainty remains high. However, as the
world-model posterior continues to train on new tasks, it gathers more experience in the whole state
space and can provide improved guesses concerning the “unknown" transition dynamics, even for
previously encountered tasks.

Intuitively, the performance of an agent on one task has the potential to be further improved (positive
backward transfer) if there exists a sufficiently large set of state–action transition pairs of which the
task-specific model’s predictions are not confident due to lack of data. In our algorithm, the aleatory
uncertainty (irreducible chance in the outcome) is measured by the output variance of the prediction
{σrpτ , σspτ }, and the epistemic uncertainty (due to lack of experience) corresponds to the uncertainty
of the output mean and variance (see Definition 1 below). Thus, a straightforward method to improve
a previously learned task-specific model is to find the predictions it needs to make that have high
epistemic uncertainty, and replace them with the predictions from the world-model posterior, which
has lower epistemic uncertainty. If we only consider reward prediction, the quantity for measuring
whether a task-specific/world model is sufficiently confident is as follows.

Definition 4.5. For a given state–action pair (s, a), we define the confidence level c of the predictions
(reward) rpτ (s, a) from a task-specific/world model as:

c = −
∑P

p=1(µrpτ − µrpτ
)2

P − 1
− α ∗

∑P
p=1(σrpτ − σrpτ )

2

P − 1
, (10)

where P is the number of particles and α is a hyperparameter controlling the scale of the second term.
A similar definition applies to the task-specific/world model’s next-state prediction. Intuitively, c
measures the uncertainty of the output mean and variance for each dynamic prediction. During CEM
planning, we propagate each pair of P state particles with different network parameters thanks to
the usage of BNN, resulting in P different {µrpτ , σrpτ }. Thus we can further calculate the confidence
level of current predictions based on these P pairs of output mean and variance.

We show the detailed backward transfer algorithm in Algorithm 2. Compared with the forward
training version, the agent will also calculate the confidence level of the task-specific and general-
knowledge model for each particular transition and compare the value of them when predicting
the state particles. If the task-specific model is not confident enough for this state–action pair (i.e.
cmi < cwm), we will use the world-model to do the predictions instead.

5 Experiments

5.1 OpenAI Gym MuJoCo Domains

We evaluated the performance of VBLRL on HiP-MDP versions of several continuous control tasks
from the Mujoco physics simulator [45], HalfCheetah-gravity, HalfCheetah-bodyparts, Hopper-
gravity, Hopper-bodyparts, Walker-gravity, Walker-bodyparts, all of which are lifelong-RL bench-
marks used in prior work [31]. For each of six different domains, the task-specific hidden parameters
correspond to different gravity values or different sizes and masses of the simulated body parts.
Details can be found in the appendix. Compared with prior work, we substantially reduced the
number of iterations that the agent can sample and train on: 100 iterations for each task and a horizon
of 100 (Halfcheetah) or 400 (Hopper & Walker) for each iteration. We used such settings to increase
the difficulty of lifelong learning and test the sample efficiency of lifelong RL algorithms, given that
it is hard for a single-task training algorithm to obtain a good policy within such limited number of
interactions with the environments. However, we show in appendix H and I that, as the agent is
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exposed to more and more tasks, our lifelong learning agent is able to achieve similar performance to
that of more fully trained single-task agents while requiring far fewer per-task samples.

VBLRL T-HiP-MDP LPG-FTW (2× samples) EWC (2× samples) Single-task MBRL

CG-Start 160.68 ± 48.80 126.95 ± 31.41 −81.59 ± 9.18 −3426.76 ± 827.99 −83.96 ± 60.10
CG-Train 226.72 ± 26.53 170.20 ± 39.92 −29.49 ± 11.03 −3440.66 ± 1007.50 −40.47 ± 10.68
CG-Back 231.79 ± 23.49 97.84 ± 22.04 −29.95 ± 11.64 −6672.33 ± 3748.63 /
CB-Start 110.74 ± 41.96 78.95 ± 18.43 −263.94 ± 40.80 −5016.93 ± 1708.10 −101.02 ± 39.11
CB-Train 173.97 ± 78.26 87.20 ± 9.42 −217.86 ± 42.82 −5454.52 ± 2145.82 −58.93 ± 33.24
CB-Back 181.60 ± 67.50 116.03 ± 17.35 −116.41 ± 65.64 −13889.31 ± 6851.05 /
HG-Start 268.11 ± 33.29 230.21 ± 30.75 305.63 ± 34.55 306.79 ± 29.14 18.62 ± 1.51
HG-Train 332.89 ± 23.68 285.87 ± 41.48 352.10 ± 25.25 345.47 ± 40.26 20.46 ± 1.77
HG-Back 360.94 ± 7.71 312.11 ± 55.45 347.07 ± 44.09 301.06 ± 114.11 /
HB-Start 193.27 ± 8.03 181.94 ± 12.97 256.13 ± 69.68 133.95 ± 27.61 19.12 ± 1.75
HB-Train 296.34 ± 11.15 227.50 ± 41.78 285.62 ± 78.18 139.01 ± 46.24 21.25 ± 2.67
HB-Back 316.74 ± 20.72 213.93 ± 75.95 281.99 ± 74.96 −384.27 ± 199.27 /
WG-Start 248.97 ± 19.95 217.94 ± 39.99 140.75 ± 67.64 163.61 ± 86.55 4.32 ± 0.23
WG-Train 333.65 ± 26.73 268.97 ± 36.26 166.00 ± 45.04 181.76 ± 97.42 210.41 ± 39.34
WG-Back 364.18 ± 49.60 173.33 ± 58.43 168.39 ± 94.19 216.09 ± 62.67 /
WB-Start 222.88 ± 34.49 220.07 ± 20.31 164.79 ± 10.31 164.00 ± 34.31 4.64 ± 0.23
WB-Train 311.41 ± 16.30 266.97 ± 26.72 165.75 ± 2.39 206.97 ± 41.40 196.42 ± 22.04
WB-Back 317.82 ± 13.90 229.10 ± 16.60 195.01 ± 49.25 152.94 ± 70.59 /

Table 1: Results on OpenAI Gym Mujoco domains. CG denotes Cheetah-Gravity, CB denotes
Cheetah-Bodyparts, HG denotes Hopper-Gravity, HB denotes Hopper-Bodyparts, WG denotes
Walker-Gravity, WB denotes Walker-Bodyparts.

We compared VBLRL against: 1. state-of-the-art lifelong RL method LPG-FTW [31], 2. EWC [28],
which is a single-model lifelong RL algorithm that achieves comparable performance with LPG-FTW
as shown in the latter paper, 3. single-task Model-Based RL (using the same BNN structure and
planning procedures), which stands for training the agent from scratch for each new task and do not
use the world model to initialize the task-specific model, 4. T-HiP-MDP [27], which is a model-based
lifelong RL baseline. For a fair comparison, we further replaced the DDQN algorithm [46] used
in T-HiP-MDP with CEM planning, and let the transition model also predict the reward for each
state–action pair. This modified baseline is similar to the single-model version of VBLRL (i.e., only
using the world-model posterior across all the tasks). Moreover, LPG-FTW and EWC are built upon
a relatively simple policy gradient baseline, which does not perform as well as our model-based
baseline in the single-task setting within the same amount of interactions. Thus, we let them collect
twice the amount of samples each iteration compared to VBLRL. We show in Appendix H that, with
such modifications, in single-task settings the baselines achieve better or at least similar performance
compared to the single-task version of VBLRL.

The results are shown in Table 1 and Figure 7 in Appendix I. For all six domains, we report the
average performance of all the tasks at the beginning of training (Start) and after all training for
each new task (Train), as well as the average performance for all previous tasks after training for
a given number of tasks, which is our backward transfer test (Back). As shown in the results, our
VBLRL shows better performance on all three test stages of the HalfCheetah domain and Walker
domain, as well as better backward transfer performance on Hopper-gravity and Hopper-bodyparts
than the other three algorithms. Comparing Figure 6 and Figure 7, we find that, in the Hopper
domains, even though the single-task baseline used by LPG-FTW and EWC performed much better
than VBLRL after we let them collect 2× samples each iteration, VBLRL still achieves comparable
performance with LPG-FTW and EWC in lifelong RL experiments, suggesting that VBLRL is
capable of making better use of the data in the lifelong learning setting. In the walker domains
where the single-task baselines achieved similar performance, VBLRL shows significantly better
performance than LPG-FTW/EWC in lifelong RL experiments. These comparisons also suggest
that VBLRL’s lifelong learning performance may be further improved when combined with better
model-based deep RL algorithms, like Dreamer [20]. EWC fails in some of the tasks as it is hard
to directly learn a single shared policy that achieves good performance when the tasks are highly
diverse. T-HiP-MDP shows good results on some of the tasks because it is more sample-efficient in
learning a shared model across all the tasks and more easily captures the world-model uncertainty.
However, it cannot achieve as good performance as VBLRL as it is hard to model the task-specific
uncertainty using only one model across all tasks, which also leads to negative backward transfer
performance on tasks like Cheetah-Gravity. Comparing VBLRL’s performance on the Train stage
and Back stage, we also find that it shows positive backward transfer results on most tasks, without
showing patterns of catastrophic forgetting. Overall, VBLRL’s world-model posterior contributes
to better forward transfer performance (Start), the learning of task-specific posterior contributes to
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better forward transfer training for each new task (Train), and the combination of these two posteriors
guides the agent to achieve better backward transfer performance (Back). Comparing our method
to LPG-FTW and EWC highlights the advantage of model-based techniques for sample efficiency
in lifelong RL setting, while comparing to T-HiP-MDP and single-task MBRL demonstrates the
importance of estimating both global and local uncertainty.

5.2 Meta-world Domains
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Figure 2: Average performance during training
across all tasks. Left: Reach; Right: Reach-Wall.

Meta-World [52] contains a suite of challenging
evaluation benchmarks on a robotic SAWYER
arm. We evaluated the performance of VBLRL
as well as the baselines on two Meta-World task
sets: Reach and Reach-Wall following the settings
given by [54]. We used the v1 version of Meta-
World, with state observations and dense versions
of the reward functions. The hidden parameters
in these cases are the goals we want the robot to
reach, which controls the reward functions and
are not included in the agent’s observation space.
We measured performance in terms of average
cumulative rewards across tasks. As shown in
Figure 2, VBLRL achieves significantly higher
performance than the other baselines. VBLRL-Backward denotes VBLRL’s average backward
transfer performance on all the tasks and is higher than the final performance of VBLRL’s forward
training in both tasks, suggesting that our approach can achieve positive backward transfer.
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Figure 3: Performance comparison of VBLRL with the other baselines on MT10 and MT50. We
also compare the maximum number of successfully completed tasks of different methods. The
performance of VBLRL is similar to LPG-FTW on MT10 but significantly outperforms LPG-FTW
on MT50 as the world-model posterior becomes more accurate when the number of tasks is larger.

We include additional experiments on MT10 and MT50 domains of MetaWorld (v2) in Figure 3.
MT10 and MT50 consist of 10 and 50 different categories of manipulation tasks, including reach,
push, drawer close, button press etc., and is a highly difficult setting for multi-task RL. We modified
these two domains to be lifelong learning settings: instead of getting all 10/50 tasks at the same
time at the beginning, we let them arrive sequentially. For instance, the first task is “reach” and
we let the agent interact with it for 150 iterations, and then switch to “push” and the agent cannot
collect data from “reach” anymore, after another 150 iterations the task changes to “pick-place”,
etc. We compare the results with LPG-FTW, T-HiP-MDP as well as Single-task MBRL (train the
agent from scratch for each new task without using the world-model posterior to initialize the task
specific model). With the limited number of interactions for each task, our proposed algorithm is
still able to achieve reasonably good performance in such settings. In MT10, the total number of
tasks (10) is relatively small so the world-model distribution may be far from accurate, but VBLRL
still performs better than Single-task MBRL which does not use the world model to initialize the
task-specific model. In MT50, the number of tasks is large enough (50) and we can see that VBLRL
significantly outperforms all the other baselines. This is consistent with our intuition that sample
efficiency improves in the task specific regime when the world model approaches the environment
distribution. As the single-task model-based RL baseline we used here is relatively simple (CEM
planning) to be comparable with the single-task baseline used by LPG-FTW, it is reasonable to expect
the lifelong learning performance to be even better after combining our framework with model-based
methods like Dreamer [20]; we leave such evaluations for future work.
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5.3 Ablation Study
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Figure 4: Ablation Study on Reach domain. Left:
Backward transfer strategy; Right: Using Bayesian
neural networks to model the task-specific poste-
rior.

This section evaluates the essentiality of
VBLRL’s components. As shown in Figure 4
left, we tested different backward transfer strat-
egy for VBLRL. Task-specific-Backward de-
notes the performance if directly using the
learned task-specific model to do all the pre-
dictions without using world model. World-
model-Backward denotes the performance if us-
ing world-model to do all the predictions with-
out using each task-specific model. Compared
to these baselines, VBLRL’s backward transfer
strategy achieves the best performance by com-
bining these two kinds of models according to
their confidence level. We also explored the in-
fluence of using a Bayesian neural network to model the task-specific model. As shown in the right
side of the figure, using BNN enables faster adaptation to new tasks compared with using regular
neural networks (VBLRL-Deterministic). We also include ablation studies on the number of particles
in CEM planning in Appendix N.

6 Conclusion and Discussion

To improve sample efficiency in lifelong RL, our work proposed a model-based lifelong RL approach
that distills shared knowledge from similar MDPs and maintains a Bayesian posterior to approximate
the distribution derived from that knowledge. We gave a sample-complexity analysis of the algorithm
in the finite MDP setting. Then, we extended our method to use variational inference, which scales
better and supports both backward and forward transfer. Our experimental results show that the
proposed algorithms enable faster training on new tasks through collecting and transferring the
knowledge learned from preceding tasks.

One of the core questions in lifelong learning setting is how tasks should be related for transfer to
be effective, and in this paper we are making the HiP-MDP assumption, that is, a family of tasks is
generated by varying a latent task parameter vector drawn for each task according to the world-model
distribution. The relationship between different tasks can be modeled in different ways in lifelong
RL and this problem setting will affect the algorithm’s performance. However, we do believe our
method can help the agent transfer knowledge for tasks that are in other ways related, as we show in
the results on MT10 and MT50, which are not typical HiP-MDP settings.

The overall lifelong learning performance of our proposed algorithm is largely limited by the
performance of the single-task model-based baseline. We show the advantages of model-based
lifelong learning methods over model-free methods when the single-task baselines’ performance are
close. In practice, it’s possible that the model-free lifelong RL methods still outperforms model-based
methods simply because the model-free single-task baseline is much stronger. Bayesian Neural
Networks are more computationally expensive than regular neural networks. The longest running
time among all our experiments is hopper which took around 96 hours to finish training and evaluation
on all the tasks. This is in general acceptable time cost and can be potentially improved with more
recent BNN techniques.
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A VBLRL algorithm

Algorithm 1 Variational Bayesian Lifelong RL
Input: Initialize general knowledge(world) model pwm(·|s, a;ωwm), planning horizon T
for each task mi from i = 1, 2, 3, · · · ,M do

Initialize task-specific model pmi(·|s, a;ωi) with parameters of general knowledge model pwm

for each episode do
for Time t = 0 to TaskHorizon do

Sample Actions at:t+T ∼ CEM(·)
Propagate state particles spτ with pmi

(s′|s, a;ωi)

Evaluate actions as
∑t+T

τ=t
1
P

∑P
p=1 pmi

(r|s, a;ωi)
Update CEM(·) distribution.
Execute optimal actions a∗t:t+T

end for
Add transitions to replay buffer Dmi

Update task-specific model according to Equation (9) given replay buffer Dmi

Update general knowledge model according to Equation (9) given replay buffers
{Dm1 , · · · , Dmi}

end for
end for

Note that in pmi
(·|s, a;ωi) and pmwm

(·|s, a;ωwm), p stands for the task-specific/world probabilistic
model we are using. In spτ and

∑t+T
τ=t

1
P

∑P
p=1 r

p
τ , p denotes one of the state particles p ∈ {1, · · · , P}.

At the beginning of training (before encountering any tasks), the agent first randomly initialize
the weights and bias of the world-model BNN pwm(·|s, a;ωwm). Then each time when the agent
encounters a new task, the task-specific model pmi

(·|s, a;ωi) for that task will be initialized by
copying network parameters from the world-model BNN. Then for planning, at each step we begin
by creating P particles from the current state spτ=t = st∀p. Then, we sample N candidate action
sequences at:t+T from a learnable distribution. These two steps are the same as PETS [8]. Then we
propagate the state–action pairs using the learned task-specific model pmi

(·|s, a) (BNN) and use the
cross entropy method [4] to update the sampling distribution to make the sampled action sequences
close to previous action sequences that achieved high reward. We further calculate the cumulative
reward estimated (via the learned model) for previously sampled sequences and select the current
action based on the mean of that distribution. Then we can add the new transitions to the replay buffer.
We update the task specific model according to Equation (9) by sampling from the replay buffer of
the current task, and update the world model with samples from all previous tasks’ replay buffers.

Algorithm 2 Variational Bayesian Lifelong RL (Backward transfer)
Input: Test task mi, planning horizon T , task-specific model pmi

(s′, r|s, a;ωi), general-
knowledge model pwm(s′, r|s, a;ωwm)
for Time t = 0 to TaskHorizon do

for Trial k = 1 to K do
Sample Actions at:t+T ∼ CEM(·)
for each action do

Propagate state particles spτ with pmi
(s′, r|s, a)

Propagate state particles spτ with pwm(s′, r|s, a)
Compute confidence level cmi for task-specific model and cwm for general-knowledge
model (Definition 4.5)
Choose the propagation results from the model with higher confidence level c

end for
Evaluate actions as

∑t+T
τ=t

1
P

∑P
p=1 r

p
τ

Update CEM(·) distribution.
end for
Execute optimal actions a∗t:t+T

end for
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For backward transfer, given a previously encountered task mi, at each planning step we predict
the next state and reward with both task-specific model and world model. Then we compare the
confidence level of these two predictions and choose to use the prediction results that have higher
confidence level. The other planning procedures are the same as in forward training.

B BNN model

The form of the BNN we used is the same as in VIME [23]. We model the transition models as
Gaussian distributions:

T (·|s, a) = N (fµ
ω (s, a), f

σ
ω (s, a)) (11)

The function fθ is represented as a Bayesian neural network parameterized by θ, which is further
modeled as the posterior distribution parameterized by ϕ, predicts the mean µs, µr and variance
σs, σr given current state and action s, a. We can view the BNN model in VBLRL as an infinite
neural network ensemble by integrating out its parameters:

T (s′, r|s, a) =
∫
Ω

T (s′, r|s, a;ω)q(ω;ϕ)dω (12)

Compared to previous model-based algorithms that use finite number of neural network ensembles
(e.g. PETS), our choice of BNN is more suitable for lifelong RL as we only need to maintain one
neural network for each task, and we can sample an unlimited number of predictions from it which
better estimates the uncertainty and is essential in our setting where both dynamic function and
reward function are not given unlike prior model-based RL methods.

C BLRL algorithm

Note that the single-task baseline that BLRL is built upon is BOSS, and could be replaced by
other Bayesian-exploration RL algorithm. We use a hierarchical Bayesian model to represent the
distribution over MDPs. Figure 5 shows our generative model in plate notation. Ψ is the parameter
set that represents distribution PΩ. It functions as the world-model posterior that aims to capture the
common structure across different tasks. The resulting MDP mi is created based on ωi, which is one
hidden parameter sampled from Ψ. We can sample from our approximation of Ψ to create and solve
possible MDPs.

𝜔𝑖 Ψ 

𝑚𝑖 

𝜏𝑗 

𝑖 = 1 ⋯ 𝐾 

𝑗 = 1 ⋯ 𝑅 

Figure 5: Plate representation for the BLRL approach. τj denotes trajectory {s, a, r, s′}j . There are
K different tasks and the agent samples R trajectories from each task.

The full algorithm is shown in Algorithm 3. Each time the agent encounters a new task mi, it
first initializes the task-specific posterior pmi(·|st, at) with the parameter values from the current
world-model posterior pwm, and then, for each timestep, selects actions following sampling-based
Bayesian exploration procedures from this posterior [44; 2]. A set of sampled MDPs drawn from
pmi

is a concrete representation of the uncertainty within the current task.

Concretely, BLRL samples K models from the task-specific posterior whenever the number of
transitions from a state–action pair has reached threshold B. Analogously to RMAX [6], we call a
state–action pair known whenever it has been observed Nst,at = B times. For each state–action pair,
if it is known, we use the task-specific posterior to sample the model. If it is unknown, we instead
sample from the world-model posterior. These models are combined into a merged MDP m#

i and
BLRL solves m#

i with value iteration to get a policy π∗
m#

i

. Intuitively, this approach creates optimism
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in the face of uncertainty as the agent can choose actions based on the highest performing transition
of the K models sampled, which drives exploration. The new policy π∗

m#
i

will be used to interact
with the environment until a new state–action pair reaches the sampling threshold. The collected
transitions from the current task will be used to update the task-specific posterior immediately, while
the world-model posterior will be updated using transitions from all the previous tasks at a slower
pace. For simple finite MDP problems in practice, we use the Dirichlet distribution (the conjugate for
the multinomial) to represent the Bayesian posterior. Thus, the updating process for the posterior
is straightforward to compute. Intuitively, BLRL rapidly adapts to new tasks as long as the prior of
the task-specific model (that is, the world-model posterior) is close to the true underlying model and
captures the uncertainty of the common structure of a set of tasks. Empirical evaluations of BLRL on
gridworlds are given in the appendix.

Algorithm 3 Lifelong Bayesian Sampling Approach Algorithm
Input: K, B
initialize MDP set, the world-model posterior pwm(st+1, rt|st, at)
for each MDP mi do
Ns,a ← 0, ∀s, a
do_sample← TRUE
initialize the task-specific posterior pmi

(st+1, rt|st, at)← pwm(st+1, rt|st, at)
for all timesteps t = 1, 2, 3, ... do

if do_sample then
Sample K models mi1 , mi2 ,···,miK from the task-specific posterior pmi

(st+1, rt|st, at).
Merge the models into the mixed MDP m#

i

Solve m#
i to obtain π∗

m#
i

do_sample← FALSE
end if
Use π∗

m#
i

for action selection: at ← πm#
i
(st) and observe reward rt and next state st+1

Nst,at
← Nst,at

+ 1
Update the task-specific posterior distribution pmi

(st+1, rt|st, at) for the current MDP
if Nst,at

= B then
Update the world-model posterior distribution pwm(st+1, rt|st, at) with the collected
transitions
do_sample← TRUE

end if
end for

end for

D Experimental Setting

D.1 OpenAI Gym Mujoco Domains

Similar to [31], we evaluated on the HalfCheetah, Hopper, and Walker-2D environments. For the
gravity domain, we select a random gravity value between 0.5g and 1.5g for each task. For the
body-parts domain, we set the size and mass of each of the four parts of the body (head, torso, thigh,
and leg) to a random value between 0.5× and 1.5× its nominal value. As shown in Appendix C
of [31], these changes lead to highly diverse tasks for lifelong RL. Further, as required by CEM-based
deep RL methods [48], we added a check-done function for Hopper and Walker following the settings
in previous paper.

When implementing VBLRL, we found that in the first few episodes of each new tasks, the agent
hasn’t collected enough samples of the new task, which results in overfitting problems when training
the task-specific. Thus, we use the world-model posterior instead to do the first few rounds of
predictions and let the task-specific model begin training after collecting enough samples. The
world-model has lower possibility of overfitting as its training data comes from all the previous tasks
and has much larger quantity. The results shown in the experiments section are collected after the
task-specific model starts collecting samples. We list the other implementation details below. The
planning horizons are selected from values suggested by previous model-based RL papers [8; 48]. We
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find that in Hopper and Walker, using regular neural networks instead of Bayesian neural networks to
model the task-specific posterior also works fine (the world model still uses BNN).

Hyper-parameters CG CB HG HB WG WB Reach Reach-Wall

# iterations 100 100 100 100 100 100 150 150
# Steps (each iteration) 100 100 400 400 400 400 150 150

learning rate (world model) 0.001 0.001 0.0006 0.0006 0.0006 0.0006 0.001 0.001
learning rate (task-specific model) 0.0005 0.0005 0.0006 0.0006 0.0006 0.0006 0.001 0.001

planning horizon 20 20 30 30 30 30 1 1
kl-divergence weight 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001

# particles (CEM) 50 50 1 1 1 1 1 1
batch size (world-model) 8 × 64 8 × 64 8 × 64 8 × 64 8 × 64 8 × 64 8 × 64 8 × 64
batch size (task-specific) 256 256 256 256 256 256 256 256

# tasks 40 40 20 20 20 20 30 30
search population size 500 500 500 500 500 500 500 500

# elites (CEM) 50 50 50 50 50 50 50 50

Table 2: Hyperparameters for different task sets

For LPG-FTW and EWC, we use the original source code2 with parameters and model architectures
suggested in the original paper. Specifically, we select step size from {0.005, 0.05, 0.5}. For LPG-
FTW, e use λ = 1e − 5, µ = 1e − 5 and select k from 3,5,10. For EWC, we select λ from
{1e − 6, 1e − 7, 1e − 4}. For HiP-MDP baseline, we modify the original algorithm for a fair
comparison. We replace the DDQN algorithm used in T-HiP-MDP with the exact same CEM
planning method we used in VBLRL as well as the same parameters. And we use the same model
architecture of Bayesian Neural network by modifying the baseline algorithm to also predict reward
for each state-action pair (the original method only considers next-state prediction).

For BOSS and BLRL, we set the number of sampled models K = 5, and γ = 0.95,∆ = 0.01 for
value iteration.

We reported the results averaged over three random seeds, and the error bar shows one standard
deviation. All experiments were run on our university’s high performance computing cluster.

One of the limitations of the current experiments is that we did not evaluate our algorithm on
image-based environments. We leave this for future work.

D.2 Meta-World Domains

The hyperparameters used are included in Table 4.

D.3 Grid-World Item Searching

Our testbed consists of a collection of houses, each of which has four rooms. The goal of each
task is to find a specific object (blue, green or purple) in the current house. The type of each room
is sampled based on an underlying distribution given by the environment. Each room type has a
corresponding probability distribution of which kind of objects can be found in rooms of this type.
Different tasks/houses vary in terms of which rooms are which types and precisely where objects are
located in the room (the task’s hidden parameters). Room types are sampled from a joint distribution.

Room type probability Room 1 Room 2 Room 3 Room 4

Top-left 0.4 0 0.4 0.2
Bottom-left 0 0.8 0 0.2
Top-right 0.1 0 0 0.9

Bottom-right 0 0 0.8 0.2

Table 3: Room type probability distribution

2https://github.com/Lifelong-ML/LPG-FTW
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Object type probability Blue ball Green box Purple box

Room 1 0 0.3 0
Room 2 0 0.2 1
Room 3 0.6 0 0
Room 4 0 0 0

Table 4: Object type probability distribution

D.4 Box-jumping Task

We use a simplified version of jumping task [9] as a simple testbed for the proposed algorithm
VBLRL. We select a random position of obstacle between 15 ∼ 33 for each task. The 4-element state
vector describes the (x, y) coordinates of the agent’s current position, and its velocity in the x and
y directions. The agent can choose from two actions: jump and right. The reward function for this
box-jumping task is:
Rt = I{st reach the right wall}− I{st+1 hit the obstacle}+ ẋt · I{st+1 not hit the obstacle} (13)

E Proof for Lemma 4.1

In the following proofs as well as in the main text, n and T both denote the number of samples
collected from the environment.

We first rewrite the Bayesian posterior density g(ω|DT
i ) with respect to π as:

g(ω|DT
i ) =

p(DT
i |ω)∫

Γ
p(DT

i |ω)dπ(ω)

=

∏T
t=1 p(s

t+1, rt|Dt
i , a

t;ω)∫
Γ

∏T
t=1 p(s

t+1, rt|Dt
i , a

t;ω)dπ(ω)

=

∏T
t=1 p(s

t+1, rt|Dt
i , a

t;ω)

Eπ

∏T
t=1 p(s

t+1, rt|Dt
i , a

t;ω)

=

∏T
t=1 p(s

t+1, rt|Dt
i , a

t;ω)∏T
t=1 q(s

t+1, rt|Dt
i , a

t)

(14)

Then, we refer to the following lemma [55] which is a known information-theoretical inequality:
Lemma E.1. Assume that f(ω) is a measurable real-valued function on Γ, and g(ω) is a density
with respect to π; we have

Eπg(ω)f(ω) ≤ DKL(gdπ||dπ) + lnEπ exp(f(ω)) (15)

We refer the readers to the original paper for detailed proof.

Based on the definition of Rn(g), we have:

Rn(g) = Eπg(ωi)
T∑

t=1

ln
q(st+1, rt|Dt

i , a
t)

p(st+1, rt|Dt
i , a

t;ωi)
+DKL(gdπ||dπ)

= Eπ

∏T
t=1 p(s

t+1, rt|Dt
i , a

t;ωi)∏T
t=1 q(s

t+1, rt|Dt
i , a

t)

T∑
t=1

ln
q(st+1, rt|Dt

i , a
t)

p(st+1, rt|Dt
i , a

t;ωi)

+ Eπ

∏T
t=1 p(s

t+1, rt|Dt
i , a

t;ωi)∏T
t=1 q(s

t+1, rt|Dt
i , a

t)

T∑
t=1

ln
p(st+1, rt|Dt

i , a
t;ωi)

q(st+1, rt|Dt
i , a

t)

= Eπ

∏T
t=1 p(s

t+1, rt|Dt
i , a

t;ωi)∏T
t=1 q(s

t+1, rt|Dt
i , a

t)

[
ln

∏T
t=1 q(s

t+1, rt|Dt
i , a

t)∏T
t=1 p(s

t+1, rt|Dt
i , a

t;ωi)
− ln

∏T
t=1 q(s

t+1, rt|Dt
i , a

t)∏T
t=1 p(s

t+1, rt|Dt
i , a

t;ωi)

]
= 0

(16)
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Then, let f(ω) = −
∑T

t=1 ln
q(st+1,rt|Dt

i ,a
t)

p(st+1,rt|Dt
i ,a

t;ω)
in Lemma E.1, we have

Rn(·) = DKL(gdπ||dπ)− Eπg(ω)f(ω)

≥ lnEπ exp(f(ω))

= lnEπ

∏T
t=1 p(s

t+1, rt|Dt
i , a

t;ωi)∏T
t=1 q(s

t+1, rt|Dt
i , a

t)

= ln

∏T
t=1 q(s

t+1, rt|Dt
i , a

t)∏T
t=1 q(s

t+1, rt|Dt
i , a

t)

= 0

(17)

Combine Equation 16 and 17, we have that

inf Rn(·) ≥ 0 = Rn(g) (18)

Thus, we have that g(ω) attains the infimum of Rn(·).

F Proof for Proposition 4.2

In general, instead of using the critical prior-mass radius επ,n to describe certain characteristics of
the Bayesian prior as in Corollary 5.2 of Zhang [55], we define and use the prior-mass radius dπ in
Proposition 4.2, which is independent of the sample size n and measures the distance between the
prior and true distribution.

Firstly, by definition of KL divergence: As T →∞, in Lemma 4.1

T∑
t=1

ln
q(st+1, rt|Dt

i , a
t)

p(st+1, rt|Dt
i , a

t;ωi)
→ T ·DKL(q||p(·|ωi))

Then, we use n instead of T to denote the number of samples collected, and we rewrite the original
form for infimum of Rn(·) as:

inf Rn(g) = inf[Eπg(ωi) · n ·DKL(q||p(·|ωi)) +DKL(gdπ||dπ)]

= inf[Eπg(ωi)DKL(q||p(·|ωi)) +
1

n
DKL(gdπ||dπ)]

(19)

Given Equation (19) and Following [55], we define the Bayesian resolvability as

rn(q) = inf
g
[Eπg(ωi)DKL(q||p(·|ωi)) +

1

n
DKL(gdπ||dπ)]

= − 1

n
lnEπe

−nDKL(q||p(·|ωi)).

(20)

Intuitively, the Bayesian resolvability controls the complexity of the density estimation process.
Based on this definition and our previous definitions of dπ, we can derive a simple and intuitive
estimate of the standard Bayesian resolvability.
Lemma F.1. The resolvability of standard Bayesian posterior defined in (20) can be bounded as

rn(q) ≤
n+ 1

n
dπ

proof. For all d > 0, we have

rn(q) = −
1

n
lnEπe

−nDKL(q||p(·|ωi)) ≤ − 1

n
ln[e−ndπ(p ∈ Γ : DKL(q||p) ≤ d)]

= d+
1

n
× [− lnπ(p ∈ Γ : DKL(q||p) ≤ d)] ≤ n+ 1

n
dπ

20



This bound links the Bayesian resolvability to the number of samples n and prior-mass radius
dπ which is a fixed property of the density given a specific prior and the true underlying density.
Intuitively, the Bayesian posterior is better behaved when the Bayesian prior is closer to the true
distribution (dπ is smaller) and more samples are used (n is larger).

Now we can prove the main theorem of Lemma 1. Let ρ = 1
2 , ϵh = 2εn+(4η−2)h

δ/4 , define Γ1 =

{p ∈ Γ : DRe
ρ (q||p) < ϵh} and Γ2 = {p ∈: DRe

ρ (q||p) ≥ ϵh}. We let a = e−nh and define
π′(θ) = aπ(θ)C when θ ∈ Γ1 and π′(θ)C when θ ∈ Γ2, where the normalization constant
C = (aπ(Γ1) + π(Γ2))

−1 ∈ [1, 1/a]. Firstly,

EXπ′(Γ2|X)ϵh ≤ EXEπ′π′(θ|X)
1

2
||p− q||21 ≤ EXEπ′π′(θ|X)DKL(q||p)

according to the Markov inequality (with probability at least 1− δ) and Pinsker’s inequality. Then,
according to Theorem 5.2 and Proposition 5.2 in Zhang’s paper,

EXEπ′π′(θ|X)DKL(q||p) ≤
η lnEπ′e−nDKL(q||p(·|ωi))

ρ(ρ− 1)n

+
η − ρ

ρ(1− ρ)n
inf
{Γj}

ln
∑
j

π′(Γj)
(η−1)/(η−ρ)(1 + rub(Γj))

n

≤ ηh− (η/n) lnEπe
−nDKL(q||p(·|ωi))

ρ(1− ρ)
+

η − ρ

ρ(1− ρ)

[ (η − 1)h

η − ρ
+ εupper,n

(η − 1

η − ρ

)]
=

(2η − 1)h

ρ(1− ρ)
+
−(η/n) lnEπe

−nDKL(q||p(·|ωi)) + (η − ρ)εupper,n((η − 1)/(η − ρ))

ρ(1− ρ)

Then, using the definitions of dπ , we further obtain

EXπ′(Γ2|X)ϵh

≤ (2η − 1)h

ρ(1− ρ)
+

η infd>0[d− 1
n lnπ({p ∈ Γ : DKL(q||p) ≤ d})] + (η − ρ)εupper,n((η − 1)/(η − ρ))

ρ(1− ρ)

≤ (2η − 1)h

ρ(1− ρ)
+

η(1 + 1
n )dπ + (η − ρ)εupper,n((η − 1)/(η − ρ))

ρ(1− ρ)

=
(2η − 1)h+ εn

ρ(1− ρ)

We use η instead of γ which is used in the original paper to avoid confusion with the discount factor.
Then, we further divide both sides by ϵh and obtain π′(Γ|X) ≤ 0.5. Then, by definition,

π(Γ2|X) = aπ′(Γ2|X)/(1− (1− a)π′(Γ|X))

≤ a

a+ 1
=

1

1 + enh

Thus, we get the desired bound.

G Proof for Proposition 4.4

The result shown in Proposition 4.4 can be derived simply by replacing the Bayesian concentration
sample complexity term in BOSS with the result in Lemma 4.3. So the central part is the proof of
Proposition 4.2, which we already did. The other parts are the same as the proof in BOSS, so we refer
the readers to BOSS’s original paper and omit the proof here. Note that the single-task baseline that
BLRL is built upon is BOSS, and could be replaced by other Bayesian-exploration RL algorithm.
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H Single-task baseline comparison on Mujoco domain

In this section, we compare the performance of the single-task version of our algorithm with the
single-task version of LPG-FTW/EWC. Note that to make it a fair comparison, we let the model-free
single-task RL baseline used by LPG-FTW/EWC collect 2.0× more samples (interactions with the
environment) than VBLRL as in the lifelong learning setting.

0 100 200 300 400 500
Epoch 

0

100

200

300

400

Av
er

ag
e 

Re
tu

rn
LPG-FTW / EWC(2×samples)
VBLRL

0 100 200 300 400 500
Epoch 

0

50

100

150

200

250

300

Av
er

ag
e 

Re
tu

rn

LPG-FTW / EWC(2×samples)
VBLRL

0 100 200 300 400 500
Epoch 

0

50

100

150

200

250

300

350

400

Av
er

ag
e 

Re
tu

rn

LPG-FTW / EWC(2×samples)
VBLRL

0 100 200 300 400 500
Epoch 

0

50

100

150

200

250

300

350

400

Av
er

ag
e 

Re
tu

rn

LPG-FTW / EWC(2×samples)
VBLRL

Figure 6: Average performance comparison for single-task baselines. Top-Left: Hopper-Gravity;
Top-Right: Hopper-Bodyparts; Bottom-Left: Walker-Gravity; Bottom-Right: Walker-Bodyparts.

I Full lifelong RL comparison on Mujoco domain

As LPG-FTW and EWC are built upon a model-free RL baseline with relatively lower sample
efficiency, we let LPG-FTW/EWC collect 2.0× more samples (interactions with the environment)
than VBLRL as in the single-task learning setting. Comparing Figure 6 and Figure 7, we find
that in the Hopper domains, even though the single-task baseline used by LPG-FTW and EWC
performs much better than VBLRL after we let them collect 2× samples each iteration, in lifelong RL
experiments VBLRL still achieves comparable performance with LPG-FTW and EWC. In the walker
domains where the single task baselines achieves similar performance, VBLRL shows significant
better performance than LPG-FTW/EWC in lifelong RL experiments.

J Grid-World Item Searching

We also evaluate BLRL in a simple Grid-World domain. Our testbed consists of a collection of
houses, each of which has four rooms. The goal of each task is to find a specific object (blue, green or
purple) in the current house. The type of each room is sampled based on an underlying distribution
given by the environment. Each room type has a corresponding probability distribution of which kind
of objects can be found in rooms of this type. Different tasks/houses vary in terms of which rooms
are which types and precisely where objects are located in the room (the task’s hidden parameters).

To simplify the problem, instead of modeling the whole MDP distribution, we use BLRL to model
the object distribution as the Bayesian posterior and sample MDPs from the distribution. We use
BOSS with a fixed prior (no intertask transfer) as our baseline. The average training performance of
all 300 tasks are shown in Figure 8 top right. Each task consists of 10 epochs, with 21 sample steps
for each epoch. Within the limited steps allotted for each task, BLRL is able to discover and transfer
the common knowledge and helps the agent quickly adapt to new tasks as the training goes on. In
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Figure 7: Average performance comparison for lifelong RL algorithms. Top-Left: Hopper-Gravity;
Top-Right: Hopper-Bodyparts; Bottom-Left: Walker-Gravity; Bottom-Right: Walker-Bodyparts.

comparison, running BOSS with a fixed prior is able to find the optimal policy eventually but needs
more sample steps and learns more slowly than BLRL.

Figure 8: Top-left: Grid-World Item Searching; Top-right: Grid-World Item Searching evaluation
results; Bottom-left: Box-jumping Task; Bottom-right: Box-jumping Task evaluation results.

K Box-Jumping Task

We use a simplified version of the jumping task [9] as a testbed for the proposed algorithm VBLRL.
As shown in Figure 8 bottom left, the goal of the agent is to reach the right side of the screen by
jumping over the obstacle. The agent can only choose from two actions: jump and right. It will hit
the obstacle unless the jump action is chosen at precisely the right time. We set different obstacle
positions as different tasks, constituting the HiP-MDP hidden parameters. The 4-element state
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vector describes the (x, y) coordinates of the agent’s current position, and its velocity in the x and y
directions.

Figure 8 bottom right presents the average performance during training across all 300 tasks. Each
task is run for 30 episodes. VBLRL clearly learns faster than the HiP-MDP baseline and reaches
better final performance. Thus, in the lifelong RL setting, separating the updating processes of the
world-model posterior and the task-specific posterior can lead to better learning efficiency.

L How VBLRL models different categories of uncertainty
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Figure 9: How VBLRL estimates different kinds of uncertainties in HiP-MDP. The world-model
posterior captures the epistemic uncertainty of the general knowledge distribution (shared across all
tasks controlled by the hidden parameters) via the internal variance of world-model BNN. As the
learner is exposed to more and more tasks, the posterior should converge to PΩ. The task-specific
posterior captures the epistemic uncertainty of the current task i, which comes from the alleatory
uncertainty of the world model when generating ωi for a new task, via the internal variance of
task-specific BNN. The posterior should output the highest probability for ω near the true ωi as the
agent collects enough data from the task. The aleatory uncertainty of the final prediction is measured
by the output variance of the prediction.

M Additional explanation of the algorithm

Here we first provide an example to help the readers better understand our plate notation. In our
Gridworld Item Searching case, Ψ represents the parameters of PΩ, which is the room-type and
object distribution. For each task, the environment samples a hidden parameter ω, which is the actual
room and object layout of this house, from this distribution PΩ. The sampled ω then will result in an
MDP m and let the agent interact with it.

M.1 planning algorithm

With the transition dynamics and reward functions, a planning algorithm like CEM is not the only way
to solve the MDP to get an optimal policy. Another option would be using other Deep RL algorithms
like Soft actor-critic [19] with data generated from the model. However, in this case, incorporating a
deep RL algorithm means that we need to introduce additional neural networks (that is, policy/value
networks) for each task. The update signal from the RL loss is usually stochastic and weak, which is
even worse in this case when our model is still far from accurate. So, here we assume applying a
planning algorithm is a better way to get the policy.
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N Ablation study of the number of particles

We also run ablation studies on the number of particles in CEM planning. The agent performance
is close when the number of particles is around 50. The computational complexity drops as we use
fewer particles and is especially larger when the number of particles ≥ 70.
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Figure 10: Left: How the average performance change with respect to different number of particles
on Cheetah-Gravity domain. Right: How the total running hours on a Nvidia Geforce RTX 3090Ti
change with respect to different number of particles on Cheetah-Gravity domain.

O Coin Example

Consider a coin-flipping environment. We want to find the sample complexity of the unbiased coin
(i.e. How many times we need to flip this coin such that our posterior samples are accurate.). Consider
a Dirichlet prior, α0 = (n1, n2) and θ0 = ( 12 ,

1
2 ). We want to find sample complexity B such that

the posterior likelihood for a coin with heads likelihood in [0.5− ϵ, 0.5 + ϵ] is at least 1− δ.

Note that the Dirichlet distribution on the two-dimensional simplex is the Beta distribution. The
Multinomial distribution with two outcomes is the Binomial distribution. That is, given the process

H ∼ Bin(H|ρ = 0.5, B), (21)

ρ̂ ∼ Beta(ρ̂|α = H + n1, β = B −H + n2), (22)

choose a value B such that

P (0.5− ϵ ≤ ρ̂ ≤ 0.5 + ϵ) ≥ 1− δ, (23)

B∑
H=0

Bin(H|ρ = 0.5, B) ·
∫ 0.5+ϵ

ρ̂=0.5−ϵ

Beta(ρ̂|α = H + n1, β = B −H + n2) ≥ 1− δ. (24)

Here, n1 and n2 capture the prior. The smallest B that satisfies Equation 24 can be found numerically.

We set ϵ = 0.1 and δ = 0.3. Here are the results of sample complexity B given different values of
n1, n2:

We fix the sum of (n1, n2) as 10. As shown in the results, the value of sample complexity B becomes
lower as we use a more accurate prior (from (10, 0) to (5, 5) and from (0, 10) to (5, 5)).

In general, for the task-specific posterior, we can relate B, ϵ and δ with the following equation:∫
P0

Dir(P0|ΦTrue)
[ ∑
N:||N||1=B

Mult(N |P0, B)
[ ∫

P :||P (Φ)−P0(Φ)||≤ϵ

Dir(P |Φold+N)dP
]]
dP0 ≥ 1−δ

(25)
For the world model posterior:∑

N:||N||1=Bw

Mult(N |Pw0
, Bw)

[ ∫
P :||Pw(Φ)−Pw0

(Φ)||≤ϵ

Dir(Pw|Φwold
+N)dPw

]
≥ 1− δ (26)
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(n1, n2) lowest B
(0,10) 78
(1,9) 68
(2,8) 58
(3,7) 49
(4,6) 42
(5,5) 40
(6,4) 42
(7,3) 48
(8,2) 58
(9,1) 68
(10,0) 78

For each task, first we pick a true model P0 according to the true distribution and initialize the
task-specific prior Φold = Φw. Then, we make some observations from the world. Once we have the
true model and the observations, we can calculate how many models are ϵ-close to the true model,
weighted according to their posterior likelihood.
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