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Overview. The task of visible — thermal (VT) facial
translation is an under-studied task where given a visible
facial image, its thermal pair must be generated. The ap-
plication is relevant for telemedicine, healthcare, and other
fields where thermal physiology is important to detect signs
of inflammation and stress. In our previous research such as
development of the favtGAN [1] and Al risk assessment in
thermal Facial Emotion Recognition [2], we find that most
VT/TV face translation works focus largely on image quality.
However, the loss of subject identity is an under-reported
challenge that ties closely with ethnicity and race. In our
current work that improves upon favtGAN called Thermal
Face-Contrastive GAN (TFC-GAN), we observe that gener-
ating thermal face quality is straight-forward, but translating
ethnic features of hair and eyes that largely comprise the
subject’s identity is difficult. We show initial findings of a
work currently in progress.

Motivation. This is an outstanding problem in existing
VT/TV face datasets since the majority of subjects are
Caucasian (such as the Eurecom [3] and Carl [4] datasets)
as inventoried by [2]. Hence, racial identity under thermal
spectra has not been fully investigated in image translation.
One recent dataset called the Devcom Army Research Lab
(ARL) dataset [5] provides a more diverse set of subjects.
We attempted to manually label each of the 188 training
subjects and 46 test subjects in the Devcom dataset, and
found that only 25% of the training subjects are non-white
(Asian, Black, other Non-White), whereas 75% are White.

Experiments. As a result, we use the Devcom dataset to
explore strategies to improve the translation of visible-to-
thermal faces for non-Caucasian features. We first develop
the TFC-GAN to produce high quality thermal faces by
adding anti-aliasing layers [6] to the UNET [7] generator
and PatchGAN [8] discriminator in addition to spectral
normalization [9]. Further, we compose our objective through
a triplet loss that controls regional face patches of the thermal
image, a triplet loss for temperature distribution, an LPIPS
[10] perceptual loss, and a relativistic adversarial loss [11].
We find that calculating the Fourier amplitude and phase of
different patches of the face, and learning an L1 loss per
[12], improves the quality of the generated thermal face. An
example of magnitude spectra from Fast Fourier Transform
(FFT) of real and generated thermal face patches is shown in
Figure 2, demonstrating the frequency contrast between the
subject and its falsely generated identity.

We explore four strategies to generate more accurate rep-
resentations of ethnic subject identity: 1) TFC-GAN without
Fourier Loss (“FFT”), 2) TFC-GAN using KL-Divergence
across Fourier signals of patches, hair, and eyes, 3) TFC-
GAN using a mix of KL-Divergence and L1 Loss for Fourier
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Fig. 1: Samples of generated thermal faces based on four sets of
experiments. Top row - real visible, Middle row - generated thermal,
Bottom row - real thermal
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Fig. 2: Example of Real Thermal (“R”) and Fake Thermal (“F”)
magnitude spectra across regions of the face.

signals of patches, hair, and eyes, and 4) TFC-GAN with
a generator that accepts the visible image and its Laplacian
mask, learning the L1 losses of Fourier signals of patches, but
no hair and eyes. Our rationale is that since the Fourier do-
main consists of amplitude and phase, whereby they represent
different distributions of signal frequencies, KL-Divergence
might be applicable to these distributions to reconstruct high
frequency hair features. The Laplacian masks are used to
extract high frequency edges which we observe are more
common in ethnic hair features such as dreadlocks as shown
in Figure 1. We show qualitative results in Figure 1. While all
four strategies struggle to translate the identity of the subject,
the “Masked” experiment at the bottom right appears to show
greater improvement for expression and hair frequencies and
provides a promising direction for future study.
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