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Software systems are prone to code defects or
vulnerabilities, resulting in several problems such as
deadlock, hacking, information leakage, and system
failure. This research aims to develop a robust software
vulnerability detection framework using a Bayesian
gated recurrent unit (SVD-GRU) that simultaneously
predicts vulnerability in source code and quantifies
uncertainty in the prediction.

Table |: Statistics of the five different types of Common Weakness
Enumeration (CWE) vulnerabilities

Vulnerable Associated Flaws

Class

Improper Restriction of Operations within the Bounds

CWE-119 of a Memory Buffer

CWE-120 Classic Buffer Overflow

CWE-469 Use of Pointer Subtraction to Determine Size

CWE-476 NULL Pointer Dereference
CWE-other Buffer Access with Incorrect Length Value, Use of

Uninitialized Variable, Improper Input Validation

Traditional Deep neural networks (DNNs) are unreliable
and lack uncertainty quantification (or model
confidence), which is crucial in high-stake applications,
iIncluding healthcare, economy, and cyberinfrastructures

[1], [2].

Our contributions:

1 Quantify uncertainty in network’'s parameters and
predictions.

_1 Develop a robust machine learning framework

J Learn the mean and variance of the predictive
distribution, where the mean detects the vulnerability,
and the covariance reflects the uncertainty in the
predicted decision.

J Compare with the state-of-the-art methods in the
literature and evaluate the robustness of the
proposed model.

This research is a part of the project ‘'TRUST-TRustworthy
Uncertainty Propagation for Sequential Time-Series
Analysis’ with TACC allocation of 20000 Sus on the
Lonestar6é Supercomputer.

We have been able to make significant progress in the model
evaluation within a short period of time by executing multiple
jobs on the Queue (mostly normal and gpu-a100).
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Data Preprocessing

Over 1M source codes with 5 different types of CWE vulnerabilities (CWE-119,
CWE-120, CWE-469, CWE-476,CWE-others) [3].

Similar to Natural Language Processing (NLP),

the pre-processing steps of

software source codes include Tokenization and word-to-vector Embedding

* Code is parsed to extract tokens of sequence length L

* Converted to vector representation

 Embedded to further obtain into LXK representation

Embedding
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Fig 1: lllustration of the proposed software vulnerability detection approach based on Bayesian
gated recurrent unit. (a) The input source code is tokenized into a token sequence of variable length
T and embedded into the T x K matrix representation. (b) The Bayesian GRU model extracts
features of the input source code from the embedding matrix and processes these features through
the propagation of the variational moments. (c) The internal structure of a single GRU hidden state
passes important information from the data and eliminates irrelevant ones. (d) An expanded view of
the reset gate shows the interconnections between the input, x(t), hidden state, s(t—-1), and reset
gate output, r(t), variables. (e) The output fully connected layer classifies extracted features to
detect the class vulnerability and provides the uncertainty associated with the prediction through the

covariance matrix.

Bayesian GRU

* We develop a robust software vulnerability detection framework using a

Bayesian gated recurrent unit (SVD-GRU).

®* The proposed SVD-GRU detects source code vulnerability and simultaneously

learns uncertainty in the output predictions.

* SVD-GRU adopts variational inference and optimizes the variational posterior

distribution defined over the model's parameters.

* At the output of the SVD-GRU, the mean of the predictive distribution

represents the vulnerability class in source codes, and the covariance matrix

captures the uncertainty.

SVD-GRU: Robust Software Vulnerability Detection using Bayesian Gated Recurrent Unit WIREY
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Table |I: Test accuracy (in %) using SVD-GRU and Deterministic GRU for different types of vulnerabilities (CWE-119,
CWE-120, CWE-469, CWE-476, CWE-other, Combined Classes and Multi Head Classes respectively) under
Gaussian noise, and FGSM and BIM adversarial attacks.

Bayesian SVD-GRU Deterministic GRU
Noise level Cl (C2 C3 C4 C5 Combined Multi-head C1 C2 C3 4 C5 Combined Multi-head
No Noise 08 96.16 99.75 99 97.26 93.52 98 98 96 99.5 98.9 97.23 92.4 97.59
0.1 98 96.16 99.75 99 97.26 93.52 98 97.94 96 995 98.9 97.23 92.4 97.59
Gaussian 0.2 97.8 96.15 99.72 98.8 97.24 93.48 97 944 9192 87 92 95 88.1 95.97
0.3 96.5 9511 98.65 97.5 9522 91.42 95.7 88.47 8999 70 87.9 928 84.2 93.5
EGSM 0.01 97.9 96.14 99.74 98.9 97.25 93.5 97.8 97.6 94.1 98.7 98 97.2 92.02 97
0.05 955 9412 9865 974 96.13 90.48 95.5 0 6.5 0 0 0.8 0.2 9
BIM 0.01 97.9 96.12 99.75 98.9 97.26 93.51 97.5 97.9 96 99 86 97 0 97
0.05 95.2 96.1 97.72 974 95.22 90.45 94 0 0.3 0 2.3 2 0 9.3
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Fig 2: Average predictive variance of different classes plotted against SNR under Gaussian noise,

FGSM and BIM adversarial attack.

v" Significant variance increase for all classes empowering ‘self-awareness’
v" Higher accuracy with increased noise levels which justifies its ‘robustness’

The SVD-GRU model demonstrates ‘self-awareness’ and ‘robustness’ under high
noise levels or stronger adversarial attacks. Such behavior can be used by the model
to assess its own performance and alert the user about performance degradation
linked to noise or adversarial attacks in high stake applications.
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