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Abstract

Women are often perceived as junior to their male counterparts, even within the same job titles. While there has been
significant progress in the evaluation of gender bias in natural language processing (NLP), existing studies seldom investigate
how biases toward gender groups change when compounded with other societal biases. In this work, we investigate how
seniority impacts the degree of gender bias exhibited in pretrained neural generation models by introducing a novel framework
for probing compound bias. We contribute a benchmark robustness-testing dataset spanning two domains, U.S. senatorship and
professorship, created using a distant-supervision method. Our dataset includes human-written text with underlying ground
truth and paired counterfactuals. We then examine GPT-2 perplexity and the frequency of gendered language in generated text.
Our results show that GPT-2 amplifies bias by considering women as junior and men as senior more often than the ground truth
in both domains. These results suggest that NLP applications built using GPT-2 may harm women in professional capacities.
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1. Introduction

Propagation of societal biases is a growing issue in
mainstream natural language generation (NLG) mod-
els. Downstream applications of these models, such as
machine translation (Koehn, 2009), dialogue genera-
tion (Serban et al., 2016), and story generation (Yao et
al., 2019) risk reinforcing societal stereotypes.

One of the most well-known types of societal bias in
natural language processing (NLP) is gender bias (Sun
et al., 2019; |Zhao et al., 2019; Bolukbasi et al., 2016;
Rudinger et al., 2018). Previous work has revealed
gender bias in coreference systems using an evalua-
tion corpus that links gendered entities to various oc-
cupations (Zhao et al., 2018). Similarly, Kurita et al.
(2019) quantifies gender bias using probabilities that
BERT (Devlin et al., 2019) assigns to sentences that as-
sociate gendered words with career-related words. Al-
though the impact of gender bias on NLP tasks has
been consistently identified and measured (Zhao et al.,
2017;Bordia and Bowman, 2019), we hypothesize that
it does not occur in isolation. In this paper, we view
bias through a multidimensional lens by studying com-
pound gender-seniority bias.

Due to gender stereotypes, traits typically associated
with high-seniority positions, such as leaders in a given
field, are more often attributed to men than to women
(Eagly and Karau, 2002; Heilman, 2012). Conse-
quently, natural language generation (NLG) models
may be perpetuating biased information about gen-
dered entities with respect to their perceived senior-
ity level. We have seen how bias in NLP has dispro-

* Equal contribution

Our junior Senator Shelley Moore
ORIGINAL | Capito sits on this important

committee...

Our senior Senator Shelley Moore
FLIP BY L ..

Capito sits on this important
SENIORITY .

committee...
FLIP BY Our junior Senator Tom Cotton sits
GENDER on this important committee...

Table 1: An example of an original human-written
sample and its counterfactuals from the U.S. Senate
domain in our corpus. The phrase acts as a prompt
for the perplexity experiment. Flipped entities are in
bold.

portionately harmed already-marginalized communi-
ties through the use of downstream applications before
— for example, when companies and universities have
sought to apply or actively used NLP for applicant-
filtering systems. These use cases in particular can
prevent qualified women from having the same pro-
fessional opportunities as men. Seniority has the po-
tential to influence and exacerbate gender bias in real-
world systems that utilize NLP: human resources chat-
bots and resume scanning systems deal with both se-
niority and gender. Using gender- or seniority-biased
models in sensitive applications of NLP can potentially
worsen the existing representation gap, so as a first step
it is important to identify where these biases occur.

To determine the extent to which seniority affects the
bias in current NLG systems, we perform a system-
atic study of gender and seniority bias in GPT-2 (Rad-
ford et al., 2019), a Transformer-based language model,
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Senators Professors
Female Male | Female Male
Junior/Assistant 225 562 1064 1018
Senior/Associate 179 598 1064 1033

Table 2: Original, validated sample counts for Sena-
tors and professors, by seniority and gender classes.

across two domains: the U.S. Senate and U.S. univer-
sity professors. To examine the bias resulting from
the compound of gender and seniority, we create a
distantly-supervised dataset of human-written samples
from Google search results. We adopt a distant super-
vision method for high-precision sample collection, an
example of which can be seen in Table

We conduct two experiments: one to observe the
gender-seniority compound bias, and another to
demonstrate the impact of seniority on gender bias.
These experiments indicate that seniority significantly
influences gender bias in GPT-2, demonstrating that
women have a higher association with junior rankings
and men have higher association with senior rankings
in both domains we study. This in turn amplifies both
representation and promotion bias for women in pro-
fessional spheres. Our contributions include:

¢ A novel, multi-factor framework for investigating
gender and seniority bias in pretrained generative
models.

* A high-precision dataset spanning two domains,
collected by distant-supervision methods, which
can be used to build robust NLG models in future
work.!

* An identification and analysis of GPT-2’s associa-
tion of women with junior positions and men with
senior positions using our dataset, demonstrating
amplified bias.

2. Domains

To investigate the gender-seniority bias, we look to two
domains with well-defined notions of seniority: the
U.S. Senate and U.S. professors. For each domain, we
gather the names of those with available gender and se-
niority labels: the 2020 U.S. Senate (n = 100) and a
set of professors from the the 2014 U.S. News top 50
U.S. Computer Science graduate programs (n = 2220)
(Papoutsaki et al., 2015).

Seniority in these domains is defined as follows. Each
U.S. state has two senators, where the senator with the
longer incumbency is the senior senator for that state
and the other is the junior senator. Most professors in
U.S. universities fall into one of three seniority cate-
gories: (from least senior to most) assistant, associate,
and full professors.

"https://github.com/aeshapar/gender-seniority-
compound-bias-dataset

3. Distantly-Supervised Dataset Creation

Prior work has utilized distant supervision for relation
extraction tasks, where an existing database of rela-
tion instances is used to generate large-scale labeled
training data (Mintz et al., 2009; Zeng et al., 2015).
We adopt this method for collecting samples to create
datasets for our domains, validate our samples through
Amazon Mechanical Turk (AMT), and utilize gender-
and seniority-swapping to create paired counterfactu-
als.

Sample Collection To create our dataset, we use
high-precision, top-k distantly-supervised Google
search results by querying individuals by their full
name and seniority standing. For example, senior sen-
ator Elizabeth Warren is queried as “senior senator”
“Elizabeth Warren.” Utilizing quotation marks ensures
that the name and/or seniority standing appear in the
search results. We equate assistant and associate pro-
fessors to junior and senior ranks, respectively, because
the designation of “full professor” is often shortened to
“professor,” which would be conflated with queries “as-
sistant professor” and “associate professor.”” We obtain
snippets displayed under each search result: for sena-
tors, we use the first two pages of search results, and
for professors, just the first (as senators garner a larger
number of relevant results). These snippets are then
categorized by the individual’s gender (which is con-
strained to binary by our domains) and seniority, giv-
ing us four gender-seniority classes: senior/associate
female, senior/associate male, junior/assistant female,
and junior/assistant male.

Human Validation To ensure the quality of our sam-
ples, we employed AMT annotators based in the U.S.
with an approval rating of 98% or above. Annota-
tors were given a query sample and asked to confirm
whether it contained the name of the individual queried
and their seniority classification. We release a corpus
with the validated samples, the statistics for which can
be found in Table

Counterfactual Samples For each gender-seniority
class, we create counterfactual samples to accompany
each queried statement using gender swapping proce-
dures (Lu et al., 2018; |Kiritchenko and Mohammad,
2018) as seen in Table To seniority swap, we la-
bel the queried samples as original statements, then
switch the instances of the word “junior” with “senior”
for senators and “assistant” with “associate” for pro-
fessors, and vice versa in each sample. Likewise, to
generate the original-flipped pairs with respect to gen-
der, we utilize the same original statements and swap
each instance of male pronouns with female pronouns
and a male individual’s first and/or last name with a
randomly selected first and/or last name from a female
individual of the same seniority. The same is done from
female to male.
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Senators Professors
Jr. Female Jr. Male  Sr. Female Sr. Male | Jr. Female Jr. Male Sr. Female Sr. Male

Original 60.99 63.79 48.04 54.72 79.25 73.52 78.05 78.87

Gender Flipped 71.66 72.54 62.29 62.48 79.65 80.09 79.52 85.75
Delta 10.67 8.75 14.25 7.76 0.4 6.57 1.47 6.88

p-value <0.01 <0.01 <0.01 <0.01 0.236 <0.01 0.245 <0.01

Original 60.99 63.79 48.04 54.72 79.25 73.52 78.05 78.87

Seniority | Flipped 61.38 63.09 48.79 56.41 78.08 72.76 80.03 80.48
Delta 0.39 -0.7 0.75 1.69 -1.17 -0.76 1.98 1.61

p-value 0.153 0.034 <0.01 <0.01 0.268 0.379 <0.01 0.003

Table 3: Average perplexity for each gender-seniority class across both U.S. Senator and Professorship domains.
Each original-flipped example refers to the original statement and its gender-flipped or seniority-flipped counter-
factuals. The Delta denotes the difference in perplexity going from flipped to original. P-values are computed

using a Wilcoxon rank-sum significance test.

4. Ethical Considerations for Dataset
Creation

AMT Compensation Regardless of whether the an-
notated sample was later used in experimentation, all
AMT workers were compensated fairly according to
U.S. federal minimum wage guidelines: $10 per hour.

Dataset Notes We created our dataset taking the top
results from Google search, which consist mainly of
news articles written in Standard American English.
We also used domains specific to the U.S. (American
senatorship and professorship), so our samples may re-
flect societal standards from this country. The decision
to study professorship specifically in the field of Com-
puter Science was due to dataset availability.

Intellectual Property Google moderates their search
results in compliance with the Digital Millennium
Copyright Act (DMCA). Thus, any sample collected
for our dataset upholds Google’s standard for intellec-
tual property rights.?

Gender We do not gender individuals ourselves, and
instead, the genders associated with the individuals
provided by the datasets are used. We acknowledge
that unfortunately, we do not study non-binary genders
due to the lack of representation in the U.S. Senate and
the limited availability of non-binary data for profes-
sors. We encourage future work to investigate outside
of the gender binary. While we chose senatorship and
professorship for their well-defined notions of senior-
ity in this work, future research can be more inclusive
in this regard by investigating a domain with higher in-
stances of non-binary individuals.

5. Quantifying Compound Bias with
Perplexity

To quantify GPT-2’s gender-seniority associations, we
use GPT-2 Large to compute our dataset’s perplexity.
The perplexity of a language model is the inverse prob-
ability of the test set given the model. Thus, higher
perplexity means that GPT-2 finds the sentence less

“https://transparencyreport.google.com/copyright/overview

probable and vice versa. We calculate the perplexity of
our original-flipped examples across both domains. We
downsample each gender-seniority class for balanced
classes, yielding n = 179 samples for each senator
class and n = 1018 for each professor class. We in-
clude the average perplexity of each class and the re-
sults from a Wilcoxon rank-sum significance test in Ta-

ble3l

We observe that gender-flipping female to male in the
professor domain does not affect the perplexity score,
whereas male to female significantly increases its per-
plexity (see Table [3). This indicates that GPT-2 has
a lower propensity to associate female professors with
the same rank as male professors, whereas the re-
verse is not true. Furthermore, the perplexity score
increase is slightly larger when going from associate
male professor to female than from assistant male to
female. This is slightly different with the senator do-
main because senators are typically prominent figures,
belonging to a spectrum within the head distribution,
whereas most professors are relatively unknown, and
their names are in the long-tail distributions. Gen-
der flipping for professors replaces female names with
male names in the same position in the long tail; for
senators, results vary by their recognition. Overall
these results suggest that there is bias in GPT-2 against
female entities and that this bias is greater in associa-
tion with associate professorships than assistant profes-
sorships.

Flipping the seniority in a sentence from assistant to as-
sociate decreases its perplexity, whereas flipping from
associate to assistant increases it as GPT-2 considers
being an associate professor more probable for both
male and female individuals.

Additionally, for senator samples, we notice that the
perplexity of female samples increases when we flip
from junior to senior, whereas it decreases when we
do so for male samples (See Table [3). This reveals
that GPT-2 is inclined to consider junior male senators
more probable as senior senators, whereas the oppo-
site is true for junior female senators. There is also a
greater increase in perplexity when we flip from senior
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Table 4: An example of how the seniority for a prompt
was varied between the three sets.

to junior for male samples than for female samples, in-
dicating that GPT-2 is more inclined to associate a ju-
nior rank with senior female senators than with senior
male senators.

By computing the perplexity of GPT-2 across U.S.
professorship and senatorship, we quantify its gender-
seniority compound bias and demonstrate a strong as-
sociation between seniority and gender.

6. Impact of Seniority on the Frequency
of Gendered Language

To measure how seniority impacts gender bias in GPT-
2, we compare the ground truth distribution of gender
to the observed distribution of gendered language in
generated text as prompted by phrases where senior-
ity is varied independently. The ground truth ratios for
senators correspond to the gender distribution of 2020
U.S. senators, and for professors, they correspond to
the data taken from the 2019 Computing Research As-
sociation (CRA) Taulbee survey.’

We prompt GPT-2 at a temperature of 1, with 3 sets
of 10 prompts, for 50 iterations each. Each set contains
intent-equivalent gender-neutral prompts, but varied in-
formation regarding seniority (See Table[d). Prompts in
set 1 do not contain any seniority information, serving
as a baseline; set 2 prompts are identical to set 1, except
mentions of “senator” are replaced with “junior sena-
tor”; similarly, for set 3 prompts, mentions of “senator”
are replaced with “senior senator.” We do the same for
professors, but with professorship ranks.

Through AMT evaluation, we obtain classifications of
the gender (with respect to the subject of the sentence)
present in the generated texts. The annotators were
provided with the generated segments and asked to
identify each as containing female-gendered language,
male-gendered language, both, or neither. Results are
shown in Table

For all senator prompts, the percent of male-gendered
language in the generated text is greater than the
ground truth, whereas the percent of female-gendered
language is less than the ground truth. We use a two-
sample z-test for each ground truth-observed value pair
and find that all pairs are significant with o = 0.05 ex-
cept for male senior senators (p = 0.06), male junior
senators (p = 0.14), female senior senators (p = 0.06),

3https://cra.org/wp-content/uploads/2020/05/2019-
Taulbee-Survey.pdf

Prompt Generated Text Samples Male Female
. expected to announce his GT OBS GT OBS
The senator is . . .

known for his progressive views Sen. 74.0% | 83.5% | 26.0% | 16.5%
L. . the first in his family to attend Junior Sen. 70.0% | 76.5% | 30.0% | 23.5%

The junior senator is . . ; .
trying to distance himself from Senior Sen. 78.0% | 84.9% | 22.0% | 15.1%
The senior senator is in Washington preparing for her Prof. 77.4% | 84.2% | 22.6% | 15.8%
being investigated for his role Assistant Prof. | 76.1% | 57.6% | 23.9% | 42.4%
Associate Prof. | 774% | 659% | 22.6% | 34.1%

Table 5: Comparison of ground truth (GT) distribu-
tion of gender to observed (OBS) distribution of gen-
dered language in GPT-2 generated text for U.S. Sen-
ators and U.S. Computer Science Professors.?

and female junior senators (p = 0.14). This increased
gap between the amount of female and male-gendered
language in the generated text indicates an amplifica-
tion of the representation bias in the U.S. Senate.

If seniority has no influence on gender bias we would
expect all the observed junior, senior, and seniority-
neutral results to display similar ratios of female to
male gendered language. However, the results in Table
B] reveal that specifying “junior” causes the model to
predict female-gendered text 7% more often than when
seniority is not specified. Prompting GPT-2 with “se-
nior” causes the model to predict female-gendered text
1.4% less often and male-gendered text 1.4% more of-
ten than non-specified seniority. This indicates that se-
niority amplifies the gender bias of GPT-2.
Additionally, for both the assistant and associate pro-
fessor prompts, we notice that GPT-2 overestimates the
proportion of female computer science professors in
comparison to the ground truth, which demonstrates an
amplification of promotional bias in the field. GPT-
2’s increased perception of females as assistant pro-
fessors from ground truth (+18.5%) is greater than its
increased perception of associate professors (+11.5%).
The model also generates 8.3% more female-gendered
language when prompted with “assistant” than when
prompted with “associate.” These results are consistent
with the compound bias observed for the senator do-
main, where females are more often associated with ju-
nior positions than senior positions, whereas the oppo-
site is true for males.

It is difficult to identify the source of bias without ac-
cess to GPT-2’s training data. If the bias is from the
data, it could be addressed by also training GPT-2 on
a gender- and seniority-flipped dataset. If algorithmic,
techniques of algorithm modification, such as|Zhao et
al. (2017)’s Reducing Bias Amplification conditional
model, could be applied.

7. Conclusion

By examining perplexity and the frequency of gendered
language, we highlight the amplification of gender bias
in GPT-2 when compounded with seniority. We cre-
ate a distantly-supervised dataset across two domains
which can be used as a benchmark dataset in future
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work. We then use the two aforementioned experi-
ments to show that GPT-2 associates senior/associate
positions with males and junior/assistant positions with
females for both U.S. Senators and professors. Our
novel framework can be used for probing other pre-
trained neural generation models to further investigate
compound biases. We hope our findings and method-
ology can serve as an early intervention to the prop-
agation of these biases, thus decreasing bias-induced
harms in downstream applications.
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