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Abstract—To meet the increasing demands of next-generation

cellular networks (e.g., 6G), advanced networking technologies

must be incorporated. On one hand, the Fog Radio Access

Network (F-RAN), has been proposed as an enhancement to

the Cloud Radio Access Network (C-RAN). On the other hand,

efficient network architectures, such as Named Data Networking

(NDN), have been recognized as prominent Future Internet

candidates. Nevertheless, the interplay between F-RAN and NDN

warrants further investigation. In this paper, we propose an NDN-

enabled F-RAN architecture featuring a strategy for distributed

in-network caching. Through a simulation study, we demonstrate

the superiority of the proposed in-network caching strategy in

comparison with baseline caching strategies in terms of network

resource utilization, cache hits, and fronthaul channel usage.

Index Terms—Fog radio access network, Named Data Net-

working, 6G, in-network caching.

I. INTRODUCTION

A. Background

T
HE number of mobile devices that connect to the Internet
grows year by year. To prepare for upcoming surges in

Internet usage, it is crucial to realize robust Internet archi-
tectures for the next generations of cellular networks, such
as 6G [1]. To address this challenge, architectures, such as
the Cloud Radio Access Network (C-RAN), have been pro-
posed [2]. Such architectures combine cloud computing with
Radio Access Networks (RANs). C-RAN’s fundamental idea
is to transfer the functionality of radio resources management
and signal processing from a base station to a Base Band Unit
(BBU) pool on the cloud. The task of the BBU pool in C-RAN
is to provide spectral and energy efficiency by utilizing cloud
computing [3]. C-RAN aims to decouple the functionality of
base stations into a centralized BBU pool and several remote
radio heads, so that more remote radio heads can be deployed
in areas with high demand. Nevertheless, a major limitation
of the C-RAN architecture is the delay in the fronthaul link:
the communication channel between the BBU pool and the
remote radio heads. This delay can make the efficiency gained
from collaborative processing and cooperative radio resource
allocation insignificant [4].

As a solution to this limitation, Fog Radio Access Network
(F-RAN) was proposed as an evolution of C-RAN, which
features an integration of fog computation with radio access
networks [5]. In the context of an F-RAN, a Fog Access Point
(F-AP) and Fog User Equipment (F-UE) provide functionality
equivalent to the functionality of a base station and user
equipment with additional features, such as edge caching and
Artificial Intelligence [6], as we illustrate in Figure 1. F-RAN
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Fig. 1. A fog radio access network model.

incorporates a number of cache-aided fog nodes in order to
bring contents physically closer to users by offloading them
to both F-APs and F-UEs. The main motivation behind the
F-RAN architecture is to enable the BBU pool to serve more
users by offloading popular contents to its F-APs and F-UEs.
As a result, during the peak hours, the F-UEs can retrieve
requested data from nearby F-APs or other F-UEs via Device-
to-Device (D2D) communication when possible.

At the same time, NDN is the most mature information-
centric networking architecture [7]. NDN is destined to replace
the current IP-based Internet architecture with a data-centric
communication model. In a traditional IP network, a user’s
request contains the information of the desired host, and
a connection is established between the host and the user
for data exchange. Contrary to that, a user directly requests
the desired data in NDN. In NDN, each piece of data is
identified through a name and carries a cryptographic signature
generated by the producer of the data. Each NDN router
stores the information necessary to forward requests for data
in its Forward Information Base (FIB). NDN routers also
cache copies of requested data in their Content Store (CS).
Requested data can be satisfied with data cached in CS,
reducing the incurred latency and increasing efficiency. Finally,
NDN routers aggregate requests for the same data in their
Pending Interest Table (PIT), which prevents overloading the
network with multiple requests for the same data.

B. Related Work

F-RAN has attracted a lot of attention in recent years.
Since the key feature of F-RAN is edge caching, most of
prior works are focused on optimized content placement and
delivery scheduling. Kavena et al. proposed an optimal energy-
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aware scheduling algorithm using network coding to offload
popular contents from the BBU to F-UEs [8]. Shnaiwer et

al. proposed a cache offloading scheme based on opportunistic
network coding for macrocell base stations using femtocache
in F-RAN [9]. The combination of F-RAN with heteregeneous
wireless technologies, such as LTE and WiFi, was also ex-
plored to increase throughput [10]. Hu et al. reduced content
response latency by adopting a caching design for enhanced
remote radio heads based on a geographic distribution [11].

Several applications have shown improved performance
with the help of NDN [12]. Lei et al. proposed a probability-
based multipath forwarding using NDN for 5G [13]. Liao et

al. , motivated by the upcoming surge in virtual and augmented
reality, proposed a large-scale content distribution model for
6G using NDN [14]. The application of NDN in fog networks
have been also investigated. Hua et al. presented a fog
caching design scheme in NDN [15]. Liang et al. explored
the possibility of combining NDN and wireless network vir-
tualization [16]. The work by Zhang et al. presented a NDN-
enabled 5G architecture based on the 3GPP standards [17].

Furthermore, approaches to optimize in-network data
caching in NDN have been explored. ProbCache in [18]
was introduced as a probability-based in-network caching
algorithm. Zhang et al. in [17] employed an auction-based
caching strategy to reduce data access delay and increase
efficiency in content delivery. H2NDN in [19] was proposed
with a frequency-based cache allocation scheme in order to
move popular cached data closer and less popular data further
from users. Finally, an optimal cache budget distribution for
NDN networks was proposed by Montazeri and Makaroff [20].

C. Our Motivation and Contributions

In this paper, our motivation is to study the interplay
between NDN and F-RAN. This can be advantageous, as
we further discuss below. A key feature of the F-RAN edge
devices is that they can have individual storage capabilities
to cache data. Since F-RAN reduces latency and fronthaul
usage by bringing popular data closer to users, it is crucial to
have strategies and algorithms to identify popular data and
place it on edge devices. These are challenging tasks that
we need to carry out in order to have a feasible system.
Incorporating NDN into the F-RAN architecture allows us to
take advantage of the existing cache resources available on
edge devices to realize NDN in-network caching. At the same
time, F-RAN will no longer need to perform data caching
at the application layer–caching will be performed by NDN
directly at the network layer.

To realize an NDN-enabled F-RAN architecture, in this
paper, we augment the protocol stack of the F-UE and F-AP, so
that they are able to understand the semantics of NDN packet.
In addition, we propose a data caching strategy to improve
cache usage. Our contributions are the following:

• We propose an NDN-enabled F-RAN architecture
through modified designs of the F-UE and F-AP protocol
stack to incorporate NDN into F-RAN.
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Fig. 2. NDN-enabled F-AP protocol stack.

• We present a cache distribution problem along with an
optimization function to effectively utilize the available
cache resources in the network. Additionally, we propose
a cache replacement algorithm for the NDN-enabled F-
RAN components to improve cache usage.

• Through a simulation study, we compare our data caching
strategy with baseline strategies in terms of resource
utilization, cache hits, and fronthaul channel usage.

II. ENABLING NDN IN F-RAN

Modifications are needed for the F-RAN architecture to sup-
port NDN. These modifications are discussed in this section.

A. NDN Principles

There are two types of packets in NDN: Interest packets and
Data packets. An Interest packet contains the name of the Data
requested by a consumer (user), and a Data packet contains
the requested content along with some meta information and a
signature. In NDN, data names are hierarchical, which allow
routers to forward packets to their next hop(s) accordingly.
Each NDN router maintains three data structures for its
operation: FIB, PIT, and CS.

When an Interest packet arrives at a router, the router first
checks if the requested Data packet is available in CS. If it
is available, the router satisfies the Interest with the data from
its CS. Otherwise, the router checks if the requested Data

packet has already been requested by another consumer. If an
Interest for the requested data is already in PIT, the router
aggregates the new Interest. Otherwise, the router forwards
the Interest packet to its next hop based on the name-based
routing information available in FIB and creates a new PIT
entry (stateful forwarding plane) [21]. When the requested data
is received by a router as a Data packet, it is cached in its CS
for future requests, and all the aggregated Interests in PIT are
satisfied with the Data packet.



B. NDN-Enabled F-AP

The original design of an F-AP for F-RAN has been
proposed by Peng et al. [22]. The F-AP is based on a four layer
protocol stack with additional functions for fog computation.
3GPP standards are preserved in the design. The physical
(PHY), Medium Access Control (MAC), and Radio Link Con-
trol (RLC) layers are the same as C-RAN with the functional-
ity of coding/modulation, mapping logical/transport channel,
and segmentation/reassembly respectively. The Packet Data
Convergence Protocol (PDCP) layer (responsible for IP header
compression) sends packets to an application-aware function.
The function extracts the IP address and port number of the
requested application. A table of IP addresses and ports of the
available fog applications is maintained, where the extracted
IP and port number is matched. If the requested application
is available, the function notifies the fog computing platform,
initiating the requested application. The newly created appli-
cation’s IP address and port number are forwarded to the user.
If the application is not available, the packet is forwarded to
the GPRS Tunneling Protocol (GTP-U) layer.

To enable NDN support for the F-AP design, an NDN
function layer supporting the NDN protocol is proposed in
Figure 2. The PHY, MAC, and RLC layers do not need
modifications as these layer do not deal with the IP addresses.
However, the PDCP layer needs to be updated to support both
IP and NDN packets. When the PDCP layer forwards an NDN
packet, it will be processed at the NDN function layer. The CS
in the F-AP maintains the original cache and the information
of the cache of its F-UEs. The function looks at the name of
an Interest packet processed by the PDCP. If the requested
data is available in the F-AP’s CS, it is returned right away.
Otherwise, the function will check if one of the nearby F-UEs
(within the consumer’s D2D communication region) has the
requested data. If an F-UE has the data cached in its CS, D2D
communication is established, allowing the F-UE to serve the
data. The functionalities of PIT and FIB remain the same.
The application-aware function needs to be updated as well
to support NDN packets. The updated function will maintain
an additional table with the names of the locally available
applications. If an Interest packet’s name is found in the table,
the fog computing platform will be notified. An NDN packet
can be forwarded to the serving gateway using GTP-U and
UDP/IP without modifications. Our proposed NDN-enabled
F-AP design is able to handle both IP and NDN traffic.

C. NDN-Enabled F-UE and BBU Pool

To enable NDN support for F-UEs, we present a dual
stack protocol design (Figure 3). This protocol design ensures
support for both NDN and IP. It will be up to the application
to use either NDN or IP as the communication protocol. We
propose an additional Transport Convergence Layer (TCL),
which is responsible for sending NDN packets over an IP
network if a radio access network does not support native
NDN. The NDN packets can also be tunneled through IP over
a network that does not have native NDN support using the
NDN forwarding daemon [23].
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Fig. 3. Dual stack protocol design for an NDN-enabled F-UE.
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The design of the BBU pool also requires changes to
incorporate NDN. Our design of the BBU pool incorporates
a core NDN component, which realizes the NDN protocol
stack and is responsible for handling NDN traffic. Our design
also incorporates a protocol conversion component, so that
the BBU pool can communicate with the core network in
cases that NDN is not supported by the core network. This
is achieved by encapsulating NDN packets into IP packets.

III. SYSTEM MODEL

NDN allows F-RAN to store data directly at the network
layer. The CS of each network node is automatically populated
based on the data requested by users. In this section, we
elaborate on the data caching problem and we present a cache
replacement strategy to improve caching effectiveness.

A. Data Caching Problem

In NDN, data caching strategies, such as Leave Copy
Everywhere (LCE) for cache placement and First-In-First-Out
(FIFO) for cache replacement, have been commonly used.
Such strategies may not be suitable for F-RAN as every node
in the network may cache the same data. To demonstrate the
problem, a simple scenario is presented in Figure 4. In this
scenario, there is a producer generating contents: C1, C2, and
C3. A BBU from the BBU pool is serving F-AP 1 and F-AP
2. F-UE 1 and F-UE 2 are served by F-AP 1, and F-UE 3
and F-UE 4 are served by F-AP 2. Initially, every node’s CS
is empty. In this scenario, both the BBU pool and F-APs can
cache two contents, and each F-UE can cache one content in
CS. The contents are requested in phases as described below.

First, F-UE 1 requests C1 from the producer. F-AP 1
forwards the Interest packet to the serving BBU pool through



TABLE I
LIST OF NOTATIONS.

Notation Definition
D Set of all Data packets.
N Set of all nodes (BBUs, F-APs, and F-UEs).
U Set of all F-UEs where U ⇢ N
A Set of all F-APs and BBUs where A ⇢ N .
Cn Set of all children of n 2 N .
�n
d Request rate of d 2 D at n 2 N .

xn
d Binary decision variable for cache availability

of d 2 D at n 2 N .
hn Hop distance from the core network to n 2 N .
CSn CS size of n 2 N .

the fronthaul channel and the BBU forwards the Interest packet

to the core network via the backhaul channel, which eventually
reaches the producer, and the requested Data packet is sent.
Because of the LCE placement policy, the BBU, F-AP 1, and
F-UE 1 will all store a copy of C1 in their CS. Next, F-UE 2
requests C2. As a result, the CS in the BBU pool and F-AP 1
is now filled with C1 and C2. Subsequently, F-UE 3 and F-UE
4 request C1 and C2 respectively. The BBU pool has both C1

and C2 available in its CS and it will serve both. However,
F-AP 2 also has C1 and C2 in its CS. The BBU pool and the
F-APs store the same content, which underutilizes the total
available caching resources. Next, F-UE 1 and F-UE 2 request
C3 from the producer. Since every CS in the network is full,
cache replacement is necessary to incorporate C3. If FIFO is
used, C1 will be replaced by C3 in the BBU pool, F-AP 1,
F-UE 1, and F-UE 2. Instead of replacing C1 in the CS of
both the BBU pool and F-AP 1, we could replace only F-AP
1’s cache with C3. This would have utilized cache resources
more effectively, since if F-UE 1 or F-UE 2 were to request
C1 again, the BBU pool could serve it.

B. Proposed Caching Strategy

First of all, popular cached contents need to be identified,
which can be done by analyzing the request rate of a content
piece at a particular node. In other words, if the rate of
requesting a specific Data packet is higher at a node, the node
should hold on to that cached content for a longer period
of time. For example, more popular contents based on the
request rate will be served by the F-AP and less popular
contents will be served from the BBU pool. Since the BBU
pool will only receive the Interest packets not satisfied by F-
APs, requests for less popular caches should aggregate there.
Subsequently, the cache will be distributed among the nodes
in the network based on the request rate of the Data packets
at each node. To improve cache distribution efficiency, cached
contents with a high request rate should be cached further
away from the core network (i.e, closer to users). This can
be achieved by optimizing the following objective function
(notations are defined in Table I):

max
�,x,d

X

8n2N

X

8d2D
�n
dx

n
dh

n
d (1)

s.t.
X

8d2D
xn
d  CSn 8n 2 N , (2)

This indicates that caching data with greater request rates
(�) further away from the core network based on number
of hops (h) should be maximized within the limit of CS at
each node (n). At an F-UE, the request rate of a data piece
d is defined as the number of Data packets not satisfied by
the consumer F-UE; whereas the request rates at the F-APs
and BBU pool are the total number of unsatisfied Interest

packets coming from its children within a given period of time.
The request rate for each Data packet is calculated using the
following equation:

�n
d =

(P
9d2D 1� xn

d 8n 2 U
P

8c2Cn
�c
d(1� xc

d) 8n 2 A,
(3)

where xn
d is a binary decision variable, which indicates the

availability of data d at node n. As such, it can be defined as
follows:

xn
d 2 {0, 1} d 2 D, n 2 N . (4)

The problem in (1) is NP-hard as it can be reduced to a zero-
one linear programming problem. The proof is presented in
Appendix A.

C. Data Caching Algorithm

The request rate for each Data packet d is calculated using
(3). However, the request rate � is subject to change at any
time; thus, a node should update the request rates after ⌧
seconds. To make the changes in a more granular rate, a
weighted average approach is taken into account based on the
following equation:

�updated =
↵�new + ��old

↵+ �
, (5)

where ↵ is the weight of the newly calculated request rate
after ⌧ seconds, and � is the weight of the existing request
rate. Algorithm 1 presents the cache distribution algorithm,
which runs on each individual node in F-RAN. The algorithm
is based on the principals of NDN along with our proposed
caching strategy. When a node receives Interest packets from
a child node (line 1), it checks CS ,PIT , and FIB to forward
the Interest packet according to the NDN protocol. When the
algorithm receives the corresponding Data packet, it satisfies
the pending requests (line 8). To cache the Data packet, it
first checks if there is any space available in CS (line 11).
Otherwise, it finds the Data packet with minimal � and hops
and compares it with the received Data packet (line 14). If the
existing Data packet has lower � and hops, it is replaced by
the new Data packet (line 18). After ⌧ seconds the algorithm
updates the request rates (�) of each Data packet using (5)
(line 21). The complexity of the algorithm is O(m+k), where
m is the size of the CS and k is the size of D.

IV. SIMULATION RESULTS AND DISCUSSION

We conduct a simulation study to evaluate the the proposed
caching strategy, which we compare with two baseline caching
algorithms, FIFO and Least Recently Used (LRU). Our sim-
ulation topology contained a central BBU pool, five F-APs,



and a range of F-UEs (ranging from five to thirty). The central
BBU pool served five F-APs, and each F-AP served one to six
F-UEs. Each F-UE generated Interest packets following a Zipf
distribution. Simulations were done with D2D communication
enabled and disabled, assuming that each F-UE under an F-AP
was within the range of D2D communication.
Average number of hops: Figures 5a and 5b present the
average number of hops used by F-UEs without and with
using D2D communication respectively. As the number of
F-UEs increases, the number of requests and the required
hops increase as well. Fewer hops indicate that an Interest
was satisfied by a nearby node with lower latency. With the
increasing number of users, the proposed caching strategy was
able to utilize more cache resources in the network for data
distribution, decreasing the overall latency with and without
D2D communication.
Cache hits: Figures 5c and 5d present the number of Interests
packets that were served by in-network caches without and
with D2D communication respectively. As the number of F-
UEs increases, the proposed caching strategy served more
packets from in-network caches compared to other strategies.
Furthermore, the proposed caching strategy benefits from
increasing the number of F-UEs in both cases (with and
without D2D communication).
Fronthaul channel usage: We measured the number of
packets that used the fronthaul channel to reach the central
BBU pool. As shown in Figures 5e and 5f, the fronthaul
channel usage decreased the most when D2D was enabled. As
the number of F-UEs increases, more cache resources become
available and the fronthaul usage decreases.

Algorithm 1 Caching algorithm.
Input: Interest packet i, Data packet d, refresh period ⌧
Output: Data packet d

Initialisation : t 0, CS  ;, PIT  ;
1: if i arrives then

2: if di 2 CS then return di
3: else if i 2 PIT then

4: Aggregate i.
5: else

6: Forward i to the next node n.
7: PIT  i.
8: if di arrives then

9: Increase request rate �d.
10: if CS is not full then

11: CS  di.
12: else

13: for 8d 2 CS do

14: Find dmin with the minimal � and hops.
15: Compare dmin with di.
16: if dmin is smaller then

17: Drop dmin from CS .
18: CS  di.

return di
19: if t = ⌧ then

20: for 8d 2 D do

21: Update request rate of d using Equation (5).
22: t 0

V. CONCLUSION

In this paper, we presented a design to incorporate NDN into
the F-RAN architecture. Our main motivation was to reduce
the burden on the fronthaul channel by allowing edge nodes to
cache popular data. We proposed a caching strategy to achieve
that and presented NDN-enabled designs for F-APs and F-
UEs. Our simulation study showed that the proposed caching
strategy can reduce the usage of the fronthaul channel, reduce
the number of hops required for data retrieval, and increase
cache hits as compared to baseline caching strategies.

APPENDIX A
PROOF OF NP-HARDNESS OF THE CACHING PROBLEM

To prove that the problem in (1) is NP-hard, an F-RAN
topology is considered that includes a central BBU pool b 2 A,
two F-APs ({a1, a2} 2 A), and two F-UEs ({u1, u2} 2 U). u1
and u2 are served by a1 and a2 respectively. Interest packets

for content c1 and c2 are generated by u1 and u2 respectively.
Request rates at a1 and a2 are:

�a1
c1 = �u1

c1 (1� xu1
c1 ), �a2

c2 = �u2
c2 (1� xu2

c2 ). (A.1)

Request rates at b are:

�b
c1 = �a1

c1 (1� xa1
c1 ) = �u1

c1 (1� xu1
c1 )(1� xa1

c1 ), (A.2)
�b
c2 = �a2

c2 (1� xa2
c2 ) = �u2

c2 (1� xu2
c2 )(1� xa2

c2 ). (A.3)

We need to optimize the following:

max [�u1
c1x

b
c1(1� xu1

c1 )(1� xa1
c1 )

+ �u2
c2x

b
c2(1� xu2

c2 )(1� xa2
c2 )

+ 2�u1
c1x

a1
c1 (1� xu1

c1 ) + 2�u2
c2x

a2
c2 (1� xu2

c2 )] (A.4)

s. t.
X

xb
c1 +

X
xb
c2  CS b

X
xa1
c1  CSa1

X
xa2
c2  CSa2. (A.5)

By rearranging (A.4), we have:

(A.6)
�u1
c1 [x

b
c1 � xa1

c1x
b
c1 � xu1

c1x
b
c1 + xu1

c1x
a1
c1x

b
c1]

+ �u2
c2 [x

b
c2 � xa2

c2x
b
c2 � xu2

c2x
b
c2 + xu2

c2x
a2
c2x

b
c2]

+ 2�u1
c1 [x

a1
c1 � xa1

c1x
u1
c1 ] + 2�u2

c2 [x
a2
c2 � xa2

c2x
u2
c2 ],

where x is a binary decision variable, which means some
multiplications can be be replaced with the following variables
given they satisfy the constrains:

zc1 =

8
>>><

>>>:

xa1
c1x

b
c1 s.t. zc1  xb

c1

xu1
c1x

b
c1 s.t. zc1  xb

c1

xa1
c1x

u1
c1 s.t. zc1  xa1

c1

xu1
c1x

a1
c1x

b
c1 s.t. zc1  xb

c1,

(A.7)

zc2 =

8
>>><

>>>:

xa2
c2x

b
c2 s.t. zc2  xb

c2

xu2
c2x

b
c2 s.t. zc2  xb

c2

xa2
c2x

u2
c2 s.t. zc2  xa2

c2

xu2
c2x

a2
c2x

b
c2 s.t. zc2  xb

c2.

(A.8)



(a) (b) (c)

(d) (e) (f)
Fig. 5. Simulation results of average hops (a) without D2D and (b) with D2D communication, in-network cache hits (c) without D2D and (d) with D2D
communication, and fronthaul usage (e) without D2D and (f) with D2D communication.

With the replacement of variables from (A.7) and (A.8), (A.6)
can be rewritten as a zero-one linear programming problem,
which is NP-hard:

(A.9)�u1
c1x

b
c1 � �u1

c1 zc1 + �u2
c2x

b
c2 � �u2

c2 zc2
+ 2�u1

c1x
a1
c1 � 2�u1

c1 zc1 + 2�u2
c2x

a2
c2 � 2�u2

c2 zc2.
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