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Abstract

Consider a network of N decentralized computing agents col-
laboratively solving a nonconvex stochastic composite prob-
lem. In this work, we propose a single-loop algorithm, called
DEEPSTORM, that achieves optimal sample complexity for
this setting. Unlike double-loop algorithms that require a
large batch size to compute the (stochastic) gradient once in a
while, DEEPSTORM uses a small batch size, creating advan-
tages in occasions such as streaming data and online learning.
This is the first method achieving optimal sample complexity
for decentralized nonconvex stochastic composite problems,
requiring O(1) batch size. We conduct convergence analysis
for DEEPSTORM with both constant and diminishing step
sizes. Additionally, under proper initialization and a small
enough desired solution error, we show that DEEPSTORM
with a constant step size achieves a network-independent
sample complexity, with an additional linear speed-up with
respect to [N over centralized methods. All codes are made
available at https://github.com/gmancino/DEEPSTORM.

1 Introduction

Recent years have seen an increase in designing efficient al-
gorithms for solving large-scale machine learning problems,
over a network of N computing agents connected by a com-
munication graph G = (V, £). Agents collaboratively solve
the following composite problem:

N

m)jn % Z {qbi(x) 2 fi(x)+ r(x)} , (D

i=1

where the decision variable x € R!*? is treated as a row
vector; f; is a smooth, possibly nonconvex function known
only to agent 7; and r is a convex, possibly non-smooth reg-
ularizer common to all agents. Agents ¢ and j can commu-
nicate only if (i,j) € £. Many real-world applications in
machine learning (Vogels et al. 2021; Ying et al. 2021; Yuan
et al. 2021; Chamideh, Tarneberg, and Kihl 2021) and re-
inforcement learning (Zhang et al. 2018; Qu et al. 2019) fit
the form of (1). Such scenarios differ from the centralized
setting (McMabhan et al. 2017; T. Dinh, Tran, and Nguyen
2020), where the agents are assumed to be able to communi-
cate with one another globally via either a parameter server
or a collective communication protocol. This setting arises
naturally when data is distributed over a large geographic

region or when a centralized communication structure is too
costly (Xin, Khan, and Kar 2021a).

Utilizing the communication topology induced by G, we
reformulate (1) into the following equivalent decentralized
consensus optimization problem:

1
min z; ¢i(xi), st.x; =x;, V(i,j) €E. (2
Problem (2) allows for agents to maintain and update a local
copy of the decision variable by locally computing gradients
and performing neighbor communications.

The existence of a non-smooth regularizer r renders many
decentralized optimization methods for a smooth objective
inappropriate. We assume that r admits an easily com-
putable (e.g. closed form) proximal mapping. Moreover, we
are interested in the case where each local function f; takes
the following expectation form:

fi(x) & Eenp, [fi(x;6)], 3)
with a slight abuse of notation for ease of exposition. In such
a case, agents locally compute stochastic gradients of f;. We
adapt ideas from recent advances of stochastic optimization
to the decentralized setting, by combining variance reduc-
tion techniques (Johnson and Zhang 2013; Nguyen et al.
2017; Allen-Zhu 2018; Wang et al. 2019; Cutkosky and
Orabona 2019; Tran-Dinh et al. 2022) with gradient track-
ing (Lorenzo and Scutari 2016; Nedic, Olshevsky, and Shi
2017; Lu et al. 2019; Zhang and You 2020; Koloskova, Lin,
and Stich 2021), to produce an algorithmic framework that
achieves the optimal sample complexity bounds established
in (Arjevani et al. 2022) for nonconvex stochastic methods.

Our framework, coined DEEPSTORM, is a single-loop
algorithm with an attractive property that, besides the ini-
tial iteration, each agent only needs m = O (1) stochas-
tic samples to compute a gradient estimate. Further, when
a diminishing step size is used, even the first iteration does
not need a large batch, at the expense of an additional log-
arithmic factor in the sample complexity result. Intuitively,
DEEPSTORM utilizes a momentum based variance reduc-
tion technique (Cutkosky and Orabona 2019; Xu and Xu
2023; Levy, Kavis, and Cevher 2021; Tran-Dinh et al. 2022)
to guarantee convergence under a small batch size. The
use of momentum simultaneously accelerates the computa-
tion and communication complexities over non-momentum



based methods in the small batch setting; see Table 1 for a
comparison. The recent ProxGT-SR-O/E (Xin et al. 2021)
method can also achieve optimal sample complexity for
solving (2), but at the expense of performing a double-loop
which requires a large (stochastic) gradient computation ev-
ery time the inner loop is completed. In scenarios where
the batch size is uncontrollable, such as streaming or online
learning, DEEPSTORM is advantageous.

When discussing sample complexity, it is paramount to
specify the impact of the communication graph G. With a
constant step size, we show that under a sufficient amount
of initial, or transient, iterations and proper initialization,
DEEPSTORM behaves similarly to its centralized counter-
parts (Cutkosky and Orabona 2019; Levy, Kavis, and Cevher
2021; Tran-Dinh et al. 2022), while enjoying a linear speed-
up with respect to V.

We summarize the contributions of this work below:

* We propose a novel decentralized framework, DEEP-
STORM, for nonconvex stochastic composite optimiza-
tion problems. We show that DEEPSTORM achieves the
optimal sample complexity with respect to solution accu-
racy, where each agent needs only O (1) samples to com-
pute a local stochastic gradient. To the best of our knowl-
edge, this is the first decentralized method that achieves
optimal sample complexity for solving stochastic compos-
ite problems by using only small batches.

* Additionally, we establish convergence guarantees of
DEEPSTORM with both constant and diminishing step
sizes. When a constant step size is used, we show that
under sufficiently many transient iterations and proper
initialization, DEEPSTORM achieves a linear speed-up
with respect to N, signifying an advantage over analo-
gous centralized variance reduction methods (Cutkosky
and Orabona 2019; Levy, Kavis, and Cevher 2021; Tran-
Dinh et al. 2022).

2 Related works

A rich body of literature exists for solving the problem (2)
in the decentralized setting. We discuss related works below.

Nonconvex decentralized methods. Of particular rele-
vance to this work are methods for nonconvex f;’s. When f;
takes the finite-sum form, deterministic methods (with full
gradient computation) such as DGD (Zeng and Yin 2018),
Near-DGD (Iakovidou and Wei 2021), Prox-PDA (Hong,
Hajinezhad, and Zhao 2017), xFILTER (Sun and Hong
2019), and SONATA (Scutari and Sun 2019) converge to an
e-stationary point in O (5*1) iterations. They all work for
the case r = 0 only, except SONATA. For stochastic meth-
ods, we summarize a few representative ones in Table 1, in-
cluding the information of whether they handle r # 0. Note
that D-PSGD (Lian et al. 2017) extends the convergence re-
sults of DGD; D? (Tang et al. 2018b) further improves over
D-PSGD by relaxing a dissimilarity assumption.

Gradient tracking (Lorenzo and Scutari 2016; Nedic, Ol-
shevsky, and Shi 2017) has been introduced as a tool to
track the gradient of the global objective and has been
studied extensively in the nonconvex and stochastic set-
ting, under different names (Zhang and You 2020; Lu et al.

2019; Koloskova, Lin, and Stich 2021; Xin, Khan, and Kar
2021b). Many works now utilize this technique to improve
the performance of their methods; those that mimic the
SARAH (Nguyen et al. 2017) and Spider (Wang, Yin, and
Zeng 2019) updates have become popular for their improved
theoretical convergence rates. D-SPIDER-SFO (Pan, Liu,
and Wang 2020) and D-GET (Sun, Lu, and Hong 2020) are
two such methods. When f; takes the finite-sum form, GT-
SARAH (Xin, Khan, and Kar 2022) and DESTRESS (Li,
Li, and Chi 2022) improve the analysis of D-GET by obtain-
ing an optimal sample complexity and an optimal commu-
nication complexity, respectively. All these methods require
computing a stochastic gradient with a large batch size every
few iterations.

GT-HSGD (Xin, Khan, and Kar 2021a) can be consid-
ered a special case of our method. It uses a stochastic
gradient estimator of the form proposed in (Cutkosky and
Orabona 2019; Levy, Kavis, and Cevher 2021), requiring a
large initial batch size, followed by O (1) batch size sub-
sequently. The convergence analysis of GT-HSGD requires
r = 0; hence part of our work is to extend it to the case
of r # 0. Similar extensions have been proposed for other
methods; for example, ProxGT-SR-O/E (Xin et al. 2021) ex-
tends D-GET, GT-SARAH, and DESTRESS. Additionally,
the primal-dual method SPPDM (Wang et al. 2021) is shown
to converge in O (6*1) communications, but it requires a

large batch size proportional to £~ 1. Using such a batch size
can negatively impact the performance on machine learning
problems (Keskar et al. 2017).

Other decentralized methods. Several other decentral-
ized methods exist for scenarios differing from that con-
sidered here. They include methods that work for convex
problems only, such as DGD (Yuan, Ling, and Yin 2016),
EXTRA (Shi et al. 2015), ADMM (Shi et al. 2014), DIG-
ing (Nedic, Olshevsky, and Shi 2017), Acc-DNGD (Qu and
Li 2019), MSDA (Scaman et al. 2017), DPAG (Ye et al.
2020), Flex-PD (Mansoori and Wei 2021), IDEAL (Arje-
vani et al. 2020), PUDA (Alghunaim et al. 2021), PMGT-
VR (Ye, Xiong, and Zhang 2020), and DPSVRG (Li et al.
2021); asynchronous methods, such as AD-PSGD (Lian
et al. 2018), the Asynchronous Primal-Dual method (Wu
et al. 2017), APPG (Zhang and You 2021), asynchronous
ADMM (Wei and Ozdaglar 2013; Hong 2018), and AD-
OGP (Jiang et al. 2021); methods that operate under a time-
varying network topology, such as Acc-GT (Li and Lin
2021) and ADOM (Kovalev et al. 2021); and methods that
focus on providing convergence guarantees when communi-
cation compression is used, such as DCD-PSGD (Tang et al.
2018a), SQUARM-SGD (Singh et al. 2021), and the Primal-
Dual method developed in (Chen et al. 2021).

3 DEEPSTORM framework

We first state the assumed conditions of each ¢; and the com-
munication graph G. They are standard in variance reduc-
tion (Cutkosky and Orabona 2019; Xu and Xu 2023; Tran-
Dinh et al. 2022) and decentralized methods (Lian et al.
2017; Sun, Lu, and Hong 2020; Xin, Khan, and Kar 2021b).

Assumption 1 The following conditions hold.



Method r#0 Batch size Sample complexity (per agent)
D-PSGD (Lian et al. 2017) X 0 (1) O (max { k2, 7 })

DSGT (Xin, Khan, and Kar 2021b) X o0(1) o (max {NL L. })

D-GET (Sun, Lu, and Hong 2020) X @) (%) or O (501-5) O (W

GT-HSGD (Xin, Khan, and Kar 2021a) X O () then O (1) O (max { 5k, 5mme s })
SPPDM (Wang et al. 2021) v Q) O (=bp=r)
ProxGT-SR-O/E (Xin et al. 2021) o 0d)oro () O (i)'

Theorem 1 vV  O(z5)thenO(1) ] (max{ﬁ,ﬁ,%})i
Theorem 2 v 0(1) o (=)

Table 1: Comparison between DEEPSTORM (bottom two rows) and representative decentralized stochastic nonconvex meth-
ods. The sample complexity takes into account both the stationarity and consensus violation. Since D-GET and SPPDM do not
show the dependence on p, we use unspecified powers a and b, following the practice of (Xin, Khan, and Kar 2021a). TThe
sample complexity of ProxGT-SR-O/E is independent of p by requiring multiple communications per update; this is similar
to our result in Theorem 2. *With multiple communications and ¢ < N~2, Theorem 1 guarantees our algorithm attains the
optimal O (N ~'e~1%) sample complexity, but with a smaller batch size than ProxGT-SR-O/E .

(i) The regularizer function r is convex and admits an
easily computable proximal mapping.

(ii) Each component function f; is mean-squared L-
smooth, i.e. there exists a constant 0 < L < oo such
thatVa,b € R™P andVi=1,...,N,

Ee ||V fia:&) = Vilbs )l < L la—bl;. @)
(iii) There exists ¢ > 0 such that Va € R*P,
E¢[Vfi(a; )] = Vfi(a),
E||Vfi(a;€) - VSi(a)l3 < o™

(iv) The global function ¢ % Zf\il ¢; is lower
bounded; i.e. there exists a constant ¢* such that

—00 < ¢* < ¢(a), Vac RYP, (6)

Assumption 2 The graph G is connected and undirected. It
can be represented by a mixing matrix W € RV XN gych
that:
(i) (Decentralized property) w;; > 0 if (i,j) € € and
w;j = 0 otherwise;
(ii) (Symmetric property) W = W ;
(iii) (Null-space property) null (I — W)
where e € RY s the vector of all ones; and
(iv) (Spectral property) the eigenvalues of W lie in the
range (—1, 1] with

®

span{e},

<1
2

1
pE W — Nee—r @)

Note that the entry values of W can be flexibly designed
as long as Assumption 2 holds. One example is W =T —
L/7, where L is the combinatorial Laplacian of G and 7 is a
value greater than half of its largest eigenvalue. It is not hard

to see that the consensus constraint x; = x; forall (¢, j) € £
in (2) is equivalent to WX = X, where the i-th row of X
is x;. The value p in (7) indicates the connectedness of the
graph. The quantity 1 — p is sometimes referred to as the
spectral gap; a higher value suggests that the graph is more
connected and consensus of the x;’s is easier to achieve.

Under Assumptions 1 and 2, we now present the DEEP-
STORM framework. We start with the basic algorithm and
later generalize the simple communication (using W) with
a more general communication operator, denoted by Wr.

Basic algorithm. Let xgk) be the k-th iterate for agent 1,

and let the matrix X(*) contain all the k-th iterates among
agents, stacked as a matrix. We will similarly use such vector
and matrix notations for other variables. Our DEcEntralized
Proximal STOchastic Recursive Momentum framework,

DEEPSTORM, uses a variance reduction variable dgk) and
a gradient tracking variable ygk) to improve the convergence

of xgk). DEEPSTORM contains the following steps in each

iteration k:
1. Communicate the local variables:

Z*F) = wX®), (8)

. Update each local variable (by using, e.g., proximal map-

pings):
x— )

. Update the variance reduction variable:

(k+1)

i

2

7

X = argmi — (k)
= argmin ory;

xXi

{akr(xi) + % |

©)

(k+1)

d§k+1) = (1-B) (dgk) n Vl(k+1) —u >+Bk‘~,1(k+1)

(10)

"

b



where

k+1) val (k+1) o),

geB“““)

ultty = val x®.¢).

geB“‘“)

(1D

Here, B-(Hl) is a batch of m samples at the current it-

(k+1) .

eration. Note that while v, is evaluated at the cur-

rent iterate, u( 1 is evaluated at the previous iterate.
We make the assumption that for all £ and all agents ¢

and j, Bi(kH) and B;kH) contain independent and mu-

tually independent random variables. The part f/EkH) can

be any unbiased estimate of V f;(x kﬂ)) with bounded
variance; its details will be elaborated soon.

4. Update the gradient tracking variable via communica-
tion:

YEHD — W (Y(k) + D¢+ _ D(k)> . (12)

The step that updates the variance reduction variable,
(10), is motivated by Hybrid-SGD (Tran-Dinh et al. 2022),
which allows for a single-loop update. Intuitively, this vari-
able is a convex combination of the SARAH (Nguyen et al.

2017) update and flgkﬂ), allowing for strong variance re-
duction and meanwhile flexibility in design. By doing so,
a constant batch size m suffices for convergence. This is a
useful property in scenarios of online learning and real-time
decision making, where it is unrealistic to obtain and store
mega batches for training (Xu and Xu 2023; Xin, Khan, and
Kar 2021a).

Examples of \ngkﬂ). The vector vg’““) in (10) can be
any unbiased local gradient estimate. In this work, we con-

gD is evaluated on another set of

sider two cases: either v;
samples Bi(kJr ), defined analogously to Bi(kﬂ) that is used

to compute kaH) in (11), such that

ngﬂ) is independent of Bi(kﬂ) with
B Vfi(xz(-kﬂ))H? < (vl)
or simply i
{/,EkH) = ng’—&-l) with E vakﬂ) - Vfi(x,ngrl))Hz <62,

(v2)
for some & > 0. Two possible unbiased estimators that sat-
isfy (v1) are

Gl

Zsz (k1) &, (v1-SG)
fEB(k+1)
v = ZWZ (1) 8
5eB(kH)
F SR - SR,
§EB(T’€+1) §€B§k+1)
(v1-SVRG)

for some 7,11 < k + 1. The first estimator is a stan-
dard one, evaluated by using a batch Bi(kﬂ) independent

of Bi(kﬂ). The second estimator, which introduces fur-
ther variance reduction, uses an additional past-time iter-
ate XET’““) and a batch Bi(T’““), whose size is generally
greater than m. Such an update is inspired by the SVRG
method (Johnson and Zhang 2013). Here, we have 62 =

152 for the estimators (v1-SG) and (v2); while 62 =

N -1
<3m_1 16 ‘Bi(ﬂcﬂ) ) o2 for (v1-SVRG), where we re-

call that 02 comes from (5). Note that beyond the two exam-
ples, our proof techniques hold for any unbiased estimator
satisfying (v1), leaving more open designs.

Generalized communication. Steps (8) and (12) use the
mixing matrix to perform weighted averaging of neighbor
information. The closer W is to +ee ', the more uniform

the rows of X(*+1) are, implying agents are closer to con-
sensus. Hence, to improve convergence, we can apply mul-
tiple mixing rounds in each iteration. To this end, we gener-
alize the network communication by using an operator Wr,
which is a degree-T" polynomial in W that must satisfy As-
sumption 2 parts (if)—(iv). We adopt Chebyshev accelera-
tion (Auzinger and Melenk 2011; Scaman et al. 2017; Xin
etal. 2021; Li, Li, and Chi 2022), which defines for any input
matrix Bg, By = Wr(By), where B; = WBy, o = 1,
Uy = % for p defined in (7), and recursively,

2
Met1 =—ps — ft—1 and
P (13)
B; 1, fort <T —1.

t WB, — Hit—1

PHt+1 Hit+1

It is not hard to see that e is an eigenvector of Wr, as-

sociated to eigenvalue 1, whose algebraic multiplicity is 1.
Therefore,

By =

< 1. (14)
2
Moreover, p converges to zero exponentially with 7', bring-
ing W rather close to an averaging operator (for details,
see Appendix B). Notice with 7' = 1, W reduces to W.

We summarize the overall algorithm in Algorithm 1, by
replacing W in (8) and (12) with Wrp. Additionally, see the
discussions after Theorems 1 and 2 regarding the probability
distribution for choosing the output of Algorithm 1.

4 Convergence results

For the convergence of DEEPSTORM, we start with the
following standard definitions (Xu and Xu 2023; Xin et al.
2021).

Definition 1 Given x € dom(r), y, and n > 0, define the
proximal gradient mapping of y at x to be

P(x,y,n) = ; (x —prox,, (x —7ny)),  (15)

where prox denotes the proximal operator prox,(v) =
argmin, {g(u) + 3[u—v|3}.



Algorithm 1: DEEPSTORM

Input: Initial X(?), mixing rounds Ty, T, iteration K, and
{ar}, {9k}
1: Compute d\”) = L > e Vfi(x<0)' &) Vi
i mo £~£€B! i
Communicate to obtain Y(*) = Wy, (D()
fork=0,..., K —1do
Communicate to obtain Z* = W (XH)
Update local decision Varlables by (9)
Obtain local gradient estimator by (10)
Communicate to update gradient tracking variable
Y (k+1) — WT(Y("’) + DG+ _ D(k))
8: end for
Output: Z(7) with 7 chosen randomly from {0, ..., K — 1}

AR AN Sl

Definition 2 A stochastic matrix X € RN*P js called a
stochastic e-stationary point of (2) if

1 & L2
2 2
N 2P bVl + ||xL||F] <e
(16)
wheren > 0, Vf £ % Zjvzl V fi, x; is the i-th row of X,

and X, £ X — %eeTX is the difference between all x;

. 1 N )
and their average ;> _;_ | X;.

Our analyses rely on the construction of two novel Lya-
punov functions as indicated by Theorems 1 and 2 below.
These Lyapunov functions guarantee convergence through
the careful design of function coefficients which result from
solving non-linear systems of inequalities in either the con-
stant or diminishing step size case. We first consider the use
of a constant step size. The convergence rate result is given
in the following theorem. Its proof is given in Appendix C.2.

Theorem 1 Under  Assumptions 1 and 2, let
{(X(k),D(k),Y(’“),Z(k))} be obtained by Algorithm 1
via (9), (12), and (10) such that \”fﬁkﬂ) is any unbiased

gradient estimator that satisfies either (v1) or (v2). Further,
let oy, and By, be chosen as

a 144L% >
Q= 1 ﬁk = 5, WI h
’ NEs 17)
o < min K3 (1-p)P°Ks (
= 32L° 64L ’

forallk =0,...,
all k > 0 and that

1 K—-1 1 N
LS (A v

512 () . 2048 144°L* 62
<
(07 )+ ()

K — 1. Then, it holds that By, € (0, 1) for

)

2 12
— ||Z
2+NH +

T aKd PP K Nz
( 128 8192ax 2048a) 1442140362
3L2aK3 K3  NK3 N2

(18)

for some ®©) > ¢* that depends on the initialization. Note
that ® %) is defined in (C.43) in Appendix C for any k > 0.

Network-independent sample complexity, linear
speed-up, and communication complexity. Theorem 1
establishes convergence based on the sequence {Z(*)}
defined in (8). As a consequence, if we let each agent

2
start with the same initial variable x(©), set o = é\% and

the initial batch size my = \/N K, and choose initial
communication rounds Ty = O ((1— p)~%®) for Y,

then for all K > %, DEEPSTORM achieves stochastic

e-stationarity for some iterate Z(T), where T is selected
uniformly from {0, ..., K — 1}, by using

(LA)2 +63 62 /Né:2
O(max{ Nl A= pRe o8 (19)

local stochastic gradient computations. For the formal state-
ment, see Corollary 1 in Appendix C.2. Here, A = &(0) —¢*
denotes an initial function gap, which is independent of p,
N, and K. Moreover, when ¢ < N~2(1 — p)*, we see that
O (N~1e~'*) dominates in (C.60); hence, this result man-
ifests a linear speed-up with respect to IV over the central-
ized counterparts (Cutkosky and Orabona 2019; Tran-Dinh
et al. 2022) of DEEPSTORM. Furthermore, if the number
of Chebyshev mixing rounds is 7' = [ﬁ}, we have

1-=p > %, which suggests that ¢ does not need to

be small for the linear speed-up to hold. For details, see
Lemma B.1 and Remark C.2 in the Appendix. The commu-
nication cost is O (T + TK).

In parallel, we state a result for the case of diminishing
step size. Its proof is given in Appendix C.3.

Theorem 2 Under the same assumptions as Theorem 1, let
ay and Py be chosen as

«

ap = 10 /Bk =1- Lkt + 48L2ai+17 with
(k+ko)s Ok
1 1 (20)
o wa-p
< 0 0
@ =i { 320" 64L ’
forallk =0,..., K—1, where kg > flfﬁﬂ. Then, it holds

that By, € (0,1) for all k > 0 and that

- Ry k) k)
Z carE <N Z HP (zi ,Vf(z; ),ozk)
K—1

( ) * Z (L2Oék+1 L(14—8 /3)2) Bio?,

=0

ol

2D
for some PO > ¢* that depends on initialization and ¢ £
1
#1 > i. Note that ®*) is defined in (C.69) in
2k +(ko+1)3
Appendix C for any k > 0.

Sample complexity. Theorem 2 establishes the conver-
gence rate of DEEPSTORM with diminishing step sizes.
If we choose kg [ﬁ} in (20), then DEEP-
STORM achieves stochastic e-stationarity for some iter-
ate Z(7), where 7 is chosen according to (C.87), by us-



ing O ((1 — )3~ 1%) local stochastic gradient computa-
tions; this sample complexity is network-dependent. How-
ever, by using an initialization technique similar to the case
of constant step sizes above and letting the initial batch size
be O (1), we can set the Chebyshev mixing rounds to be

T = (\/12_7,)], so that (1 — 5)~* < +/2. This leads to
the network-independent sample complexity reported in Ta-
ble 1. For a full statement of the complexity results, see

Corollary 2 in Appendix C.3 and Remark C.4.

S Experiments

In this section, we empirically validate the convergence the-
ory of DEEPSTORM and demonstrate its effectiveness in
comparison with representative decentralized methods. We
compare all versions of DEEPSTORM with DSGT (Lu et al.
2019; Zhang and You 2020; Koloskova, Lin, and Stich 2021;
Xin, Khan, and Kar 2021b), SPPDM (Wang et al. 2021),
and ProxGT-SR-O/E (Xin et al. 2021). DSGT uses gradient
tracking but it is not designed for non-smooth objectives;
nevertheless, it outperforms strong competitors (e.g., D-
PSGD (Lian et al. 2017) and D? (Tang et al. 2018b)) in prac-
tice (Zhang and You 2020; Xin, Khan, and Kar 2021b). SP-
PDM is a primal-dual method, but it does not utilize gradient
tracking and its convergence theory requires a large batch
size. ProxGT-SR-O/E is a double-loop algorithm, which re-
quires using a mega-batch to compute the (stochastic) gra-
dient at each outer iteration. All experiments are conducted
using the AiMOS ! supercomputer with eight NVIDIA Tesla
V100 GPUs in total, with code implemented in PyTorch
(v1.6.0) and OpenMPI (v3.1.4).

Problems. We conduct tests on three classification prob-
lems. Each local agent i has the objective ¢;(x;) =
L3 09 (xi,25) ,by) + Axi|, , where g(x, a) is the
output of a neural network with parameters x on data a,
and / is the cross-entropy loss function between the output
and the true label b. The data is uniformly randomly split
among the agents, each obtaining M training examples. The
L, regularization promotes sparsity of the trained network.
The regularization strength )\ is set to 0.0001 following gen-
eral practice.

Data sets and neural networks. The three data sets we
experiment with are summarized in Table 2 in Appendix A.
Two of them are tabular data and we use the standard multi-
layer perceptron for g (one hidden layer with 64 units). The
other data set contains images; thus, we use a convolutional
neural network. Both neural networks use the tanh activation
to satisfy the smoothness condition of the objective function.

Communication graphs. Each data set is paired with
a different communication graph, indicated by, and visual-
ized in, Table 2 in Appendix A. For the ladder and random
graphs, the mixing matrix is set as W = I — vL, where + is
reciprocal of the maximum eigenvalue of the combinatorial
Laplacian L. For the ring graph, self-weighting and neigh-
bor weights are set to be %

Performance metrics. We evaluate on four metrics: train-
ing loss, stationarity violation, solution sparsity, and test

'See: https://cci.rpi.edu/aimos

accuracy. Further, we compare the methods with respect
to data passes and algorithm iterations, which reflect the
sample complexity and communication complexity, respec-
tively. Note that for each iteration, all methods except SP-
PDM communicate two variables. For the training loss, sta-
tionarity violation, and test accuracy, we evaluate on the
average solution X. The stationarity violation is defined as
% — prox, (% — V(X)|5+3N, [|x; — %||5, which mea-
sures both optimality and consensus. For sparsity, we use
the average percentage of non-zeros in each x; prior to local
communication.

Protocols. For hyperparameter selection, see Ap-
pendix A. We perform ten runs with different starting points
for each dataset. In several runs for the MNIST dataset,
DSGT and SPPDM converge to solutions with < 1% non-
zero entries, but the training loss and test accuracy are not
competitive at all. We remove these runs and keep only the
five best runs for reporting the (averaged) performance.

Results. Figure 1 summarizes the results for all perfor-
mance metrics, by using the same number of data passes
for all methods when convergence has been observed. For
a9a and MiniBooNE, the results are averaged over passes 80
to 100; while for MNIST, over passes 180 to 200. Figure 2
compares different methods by using the same number of
algorithm iterations.

Overall, we see that DEEPSTORM (all variants) gener-
ally yields a lower training loss and significantly fewer non-
zeros in the solution than the other decentralized algorithms.
This observation suggests that DEEPSTORM indeed solves
the optimization problem (2) much more efficiently in terms
of both data passes and iterations. Moreover, the test accu-
racy is also highly competitive, concluding the practical use-
fulness of DEEPSTORM.

6 Conclusion

We have presented a novel decentralized algorithm for solv-
ing the nonconvex stochastic composite problem (2) by
leveraging variance reduction and gradient tracking. It is the
first such work that achieves optimal sample complexity for
this class of problems by using O (1) batch sizes. Our al-
gorithm is a framework with an open term (see (10)), for
which we analyze two examples that allow the framework to
achieve network-independent complexity bounds, suggest-
ing no sacrifice over centralized variance reduction methods.
Our proof technique can be used to analyze more designs of
the open term. While our work is one of the few studies on
the nonconvex stochastic composite problem (2), our anal-
ysis is for the synchronous setting with a static communi-
cation graph. Analysis (or adaptation of the algorithm) for
asynchronous or time-varying settings is an avenue of future
investigation.
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Method Train loss Stationarity 9% Non-zeros Test accuracy
a%a
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Figure 1: Comparisons of different methods by running them with the same number of data passes. Bold values indicate the
best results and underlined values indicate the second best.
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Figure 2: Comparison of different methods by running them with the same number of iterations. From top to bottom: a9a,
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A Reproducibility

Data sets and communication graphs. The data sets and communication graphs are summarized/visualized in Table 2.

Dataset Train Test  Features  Model Graph
a%a 32,561 16,281 123 MLP Ladder
MiniBooNE 100,000 30,064 50 MLP Ring
MNIST 60,000 10,000 784 LENET Random

Table 2: Summary of data sets; all are downloaded from https://www.openml.org. Graphs from left to right: ladder, ring, and
random.

Code. Code for all numerical experiments is available at https://github.com/gmancino/DEEPSTORM.

Hyperparameter selection. We choose the batch size according to theoretical guidance, while observing reasonably good
performance. For all methods but SPPDM, we set the batch size to be 64, 128, and 64 for a9a, MiniBooNE, and MNIST,
respectively. For SPPDM, the respective sizes are 512, 1024, and 128.

For all variants of DEEPSTORM, we set the number of communication rounds to be 7' = 1 such that YW; = W. We use
a diminishing step size as in (20) with ky = (ﬁ] and fj, = 1 — “¥5 4 Bai,, with 8 < aolal, such that 8y < 1. Such a
choice ensures that 8, € (0, 1) for all k. For the (vI-SVRG) variant, we compute the snapshot gradient every four passes, by
using all local data for a9a and MiniBooNE; whereas for MNIST, we compute the snapshot gradient at the end of every pass,
by using 20% of the local data.

For DSGT, we set the step size to be o, = \/% for all k£, according to (Lu et al. 2019; Xin, Khan, and Kar 2021b). For

SPPDM, we follow the choices of many hyperparameters used in the original paper and only tune ¢ € {0.1,1} and «. For
ProxGT-SR-O/E, we tune the step size a and the frequency of communicating the full local gradient, g. We find that ¢ = 32
yields the most stable results for a9a and MiniBooNE and ¢ = 64 performs the best for MNIST. For all these methods, « is
tuned from {10.0, 5.0, 1.0,0.1,0.01,0.005, 0.001}. We choose the Pareto optimal « that balances a small stationarity violation
and a high test accuracy.

B Chebyshev acceleration
The Chebyshev mixing protocol (Auzinger and Melenk 2011) can be summarized in the following pseudo-code.

Algorithm B.1: Chebyshev mixing protocol W (B)
Input: Mixing matrix W, input B, rounds T’
1: Let BQ = B and Bl = WBO

2: Compute step sizes po = 1, 41 =
3: fort=0,...,T—1do

4 g1 %ut — pt—1
5
6

2 Mo
Bii1 ¢ oo WBe — B

: end for
Output: By = W1 (By)

This method is accompanied with the following convergence result, relating the spectrum of YWr to the spectrum of W. For
a proof, see (Mancino-Ball, Xu, and Chen 2021).

Lemma B.1 The output of Algorithm B.1 can be denoted as Bt = WrB, where W is a degree-1" polynomial of W and it
satisfies Assumptions 2(ii)—(iv). Additionally, we use the bar notation to mean replacing each row of a matrix by the average of
its rows; that is, B = %eeTB. Then, By = B for all T and

_ T _
IBr ~B|,<2(1-vI-p) |B-B,. (B.1)

The analysis in Appendix C uses a sufficiently large degree 7" such that p as defined in (14) is bounded by a constant, indepen-
dent of the communication graph. For this, by Corollary 6.1 in (Auzinger and Melenk 2011), it holds that

ﬁ§2(1—\/ﬂ)T‘ (B.2)

Hence, by the proof of Theorem 4 in (Mancino-Ball, Xu, and Chen 2021), we see that when 7" = [ﬁ} , we obtain

1

(1=p) =5 (B.3)



C Convergence results
We denote the global objective function and the corresponding smooth part to be

1 < 1 &
¢:N;@amf:N;ﬁ ()

respectively. Crucially, our analysis relies on bounding the difference between the local first-order estimators given in (10) and
the true local gradient; namely we define

Y £ - V). (€2)
Additionally, we define the following matrix terms to be used throughout the analysis,
- 1
A2 ﬁeeTA, VA € RV*P, (C.3)
X, 22X -X, (C4)
Y. 2Y Y, (C.5)
R 2D - VF(X), (C.6)
where V F' is the gradient of the smooth part of the objective function written in the following matrix form
Vfi(x1)
VF(X) 2 : e RV>P, (C.7)
VIn(xn)

Before beginning with the analysis, we present two preparatory Lemmas. The first is standard in the literature (Ghadimi, Lan,
and Zhang 2016).

Lemma C.1 Let r : RYP — R be a closed, convex function, then for any a,b € R**P it holds that
Iprox, (a) — prox, (b)]l, < [la — bl (€8)

Lemma C.2 Forallk > 0,
}—,(k) =d®, (C.9

Proof We proceed by induction. Notice W is a degree-T" polynomial of W, so e’ Wy = e and thus y(©) = LeTY® =
Le"WrDO = Le™DO® = d©®. For k > 0, we have

1 1

k) _ L Ty L T ( (k—1) (k) _ 1y(k—1)

y® = ey e Wr (Y*) +p® - D )
- %eT (Y(’“’l) + DM D<’H>)

I [ B [
0

where in the last step we used the inductive hypothesis, y(*~1) = d(*—1), O

C.1 Building blocks for constant and diminishing step size convergence.

Our analysis begins by building a non-increasing Lyapunov function by relating changes in X and Y to various quantities.

Lemma C.3 Forall k > Oandforalli=1,...,N,
T(XZ(_I@+1)) _ T(i(k)) + <X§k+1) _ )—((k)7yl(k)>

C.10
< (e = e 2~ ) o
2 2 2

s — E i
Proof By (9), we have

(2

0 € andr(x" V) 4+ x" = (4" — anyt™)



Thus, for some Vr(x; (k1) ) e 87‘(x§k+1)), and for any x; € R1*P

1
(X T 4 L () ) i

Qg
By the convexity of 7, it holds for any x; € R'*P,

r(x(kﬂ)) —r(x;) + <X£—k+1) - i(’“)7y§k)>

K2

< (M —xi, V() 4y )

1
@ - <x(k+1) —X; XEIH_I) — ZZ(-k)>

%
(677 ¢ ’

a 1 2 2 2
@ 1 (‘ S o “X§k+1) B ng)“ B ‘ x zgk)H ) 7
20 2 2 2
where (a) follows from (a,b) = 3 (||a||§ + b2 — |la— ng) Letting x; = x(*) completes the proof. O

Lemma C4 Forall k > 0,

o(xMD) — o(x)

N
L - _ 1 k1) - (k)
<z H (k+1) k)H +(VEW), gk @Y _ XD g )
2 < > N §< > (C.12)
N
- S
9Nay, ; (’ TR L)

where V f(x®)) £ L Zivzl V fi(xF)) comes from (C.1).

Proof From the L-smoothness of each f; and the convexity of r, we have

¢()—((k+1)) o gb(f((k))
1 & 1 X
=% Z (fi(f((kJrl)) + T(i(k+1))) - % Z (fi(i(k)) 4 T(X(k)))

X(k+1) (X(k))

I
2| =
M-

(f (xk+D)y —

1

-
I

N
1 ZT k+1) (k))

||Mz

(f (% (k+1)

1,=1

1

SN - <)) +
N

%H (k+1) k;)H Jr< Z ), kD) X(k)> +N
N
5_3

(C”’)LH (b41) _ (k) H n %(0)) gk+D) _ gk _ 1
N

N
" 2Nay & (H + S I N Y

r(xFY) — (%)

IN

,ﬂ;Mz MZ

< EkJrl) _ )_((k)7yl(k)>

Utilizing (C.1) to have Vf(x®)) = L 5" v £,(x*¥)) completes the proof. O



Lemma C.5 Forall k > 0, the following equality holds,
N

: 1
%), g(k+1) _ >-<<’“)> -~ 3 <X§k“) _x®) y5k>>

i=1

_ < Z Vfi(x (k) < (k+1) (k)> _ <f-(k), <(k+1) _ )—((k)> (C.13)
R )}

=1
where vF) = L Z
Proof We have,

for all k.

7,12

P

v (xR, xk+D) >-<<’<>>

= \

ZN (k+1) _ 2(k) (k)

:1< 7yi >

_ ZN (k+1) _ L (k) 1 (k+1) _ (k)
Vf < )y;>

(;% f: <v F(ERW), x KD _ }_((k)> % <x§’“+1> _ %k YE'“)>

i=1 i

HMZ

MZ&

1

N
1 _ -
g <Vf(x(k)) y® gk y( ), (k1) x(k)>

N
+ 1o (k) (k+1)
(k) g(k+1) —(k) L (k) _ (k k+1) (k)
< —d , X >+ E <y Y X, X > (C.14)

i=1
where (a) utilizes the linearity of the inner product and (b) comes from Lemma C.2 in conjunction with the linearity of the inner
product. Now,

N
<vf<,—<<k>) —q®) gk+1) _ x<k>> _ <Vf(x(k)) - % Z Vfi(x)y, g+ - x(k)>

N
< ZVfz (k) Z (1) -<’“>>. (C.15)

Plugging (C.15) into (C.14) and utilizing (C.2) completes the proof. ([l

Lemma C.6 For all k > 0, the following inequality holds,

HEEHD) — p(x®) < — % ( ~ 3L) Hx<k+1> _ X<k>H2 — (5, x4 0

‘Xw) 7,(k) H ‘X(k“) 7,(k) H (C.16)

2N04k ‘ 2Nozk ’

P)O()f FI‘()m (C.lz), we use (C.13) to ha\/e

o(x*H) — o(x)

gg H,—(<k+1> _ gk H2 _ <f(k>7 <1 x(’“)>

2

N
_ - 1 - k) _(k _
+ < ) Z Vi (xP)y, gD (k)> + = Z <y(k) _ Yz( )’XZ(_ +1) _ X(k)>
i=1

N
(- el =[x =)
2Nak 2 volle




We bound terms individually. By Jensen’s inequality, we have

(k1) _ (k) (k+1) _x(®)
| < NZH .

By the Peter-Paul inequality, we have

1 N N
32 (7 =R —x) <0 (G
i=1 =1

2
sl gl ot
2L y Yi 2

and
1N
k)\ - _
< — 5 S VAGE), R - x<k>>
i=1

g”x(kﬂ) ) H +7 Vi(x Zsz (k)

2

<§ H (k+1) _ —(k)H s va x®) — v f;(x® )H

L 2

(4)(C17)L (K 2
k) _ &l >H2’

where the second inequality also uses Jensen’s inequality. Combmmg like terms results in

P(x*F) — p(x M)

1
< (o) L O e 1)
1 2 1 2
- o 3
+2Nakiz_;HX Z 2 2Nak;XZ

L 5k _ | 1 I (k) B
+2N;HX" - H2+2NL;Hy —Yi Hg

2ol

=
2

We complete the proof by writing the summations of the 2-norms into the equivalent Frobenius norm expressions.

Lemma C.7 Forall k > 0, the followings hold,
2 2 a2 2
X <o, + 25 v
H + PP T TS pll L llF

and

EHY(’““)H <pIEHY(k)H (8L2]EHX’”1) X(’“)H +462EHR(’“)H +ANB26 2)
—p

where  is defined in (14) and 62 > 0 is defined in (V1).
Proof We first prove (C.18). First, we use the following identity
prox,, , ()‘c(k) - aky(k))
prox,, r (X(k) - akY(k)> = e RVxPp
prOXa . ( (k) _ ak_y(k))

1 = _
= Nee prox,, g (X(k) — akY(k)> ,

(C.17)

(C.18)

(C.19)



since each row is identical. Then by (9) we have

9 2
HXTH)HF: prox,, r (WT(X(’“)) akY(k)) Nee prox,, g (WT(X(k)) akY(k))

F

= ||prox,, r (WT(X(k)) - akY(k)> prox,, g (X(k — o, Y )H
2

— %eeT (proxakR (X(k) — akY(k)> — Prox,, p (WT(X(k)) - ozkY(k)>)

F

HWT<X(k)) LX) g, (Y(m _ Y(k)) H2
F

k)X o (41
F F

_9 <WT(X<k>) —X®) o (Yw) _ Y<’f>)>

—~

e A
- F F

_ 2
(7))

+5HWT<X““’> X0+ 5]
o) (wr - Lo x|

n (1+ HY(k)H
F

T

where (a) uses that %ee is a projection operator to have, for any matrix A € RV*?,

2 2

1P e 1 1
HA vee A F7”AHF 2<A,Nee A>+HNee A ;
) 1 2 1 2
— _ peu AT
=||Al% 2HNee A +HNee A ;
2
— 1Al - | yeeTa|
F

(b) uses the Peter-Paul inequality with § > 0, and (c) uses (W7 — tee') = (Wr — +ee”) (I— {ee'). Choosing

=1 ﬁp with p defined in (14) and using the compatibility of the Frobenius norm and the 2-norm to have

1
(v peer)

2l R [12 19 =2 [ ) |12
[P, =7 %)
9 F

1
< HWT — —ee!
F

N F
yields (C.18).
To prove (C.19), we use Assumption 2 parts (ii) and (iii) to have
2
k+1
[
2
@, (Yw L DD D(k)) LT (Ym L DY D(k))
N F
2 2
<(I4a)|[(Wr - LeeT) Y™ + (1 + L Wy — LeeT (D<’f+1> — D(’f>>
- N P Cl N F
(a) (k) L L T k1 ol
<(1 —&—clpHY H +;)p I—Nee D+ _ pk)
1 F
(b)(l +e)p HY(k)H i) HD(k+1) _ D(k)Hz
C1 F

where (a) utilizes (W — %eeT) = (W — %eeT) (I — %eeT) coupled with part (iv) of Assumption 2 and (b) uses p* < 1



and [T — Yee'||, < 1. Next, by Young’s inequality we have

HD(k-&-l) _ D(k)H2
F

_ H(l — By (V(k+1) _ U(k+1)) + By ( (k+1) (k)) Hi

<1(a- B Hv(kﬂ) _ U(k+1)H2 + B2 HR(k)H2
- ) F k F
~ 2 2
+4 (,6,3 [V - vrxE)|[ 4 2 || PX ) - vRX®)| )
F F
2 2
1([[ven o R

+4<5,§H\7(’““)—VF(X(’”1 H +HVF (XD~ V(X H ) (C.20)

where the last inequality comes from the assumption that 35 € (0, 1). Hence we have

2

k+1
[,
O 4o HYmH Fa0+ <Hv(k+1)_ (k+1)H +52HRU€)H )

a1+ — (52HV’““) VF(X D) HF+ HVF(X(’““))VF(X(k))Hi>.

Letting ¢c; = % — 1 > 0 and then first taking the expectation with respect to the samples and utilizing (4) and (v1) on the above
two inequalities and then taking the full expectation, completes the proof. |

Our analysis relies on bounding the gradient error term defined in (C.6). Hence, we present the following two Lemmas which
define a recursive error bound given either (v1) or (v2) holds for the unbiased estimator OE’““) in (10).

Lemma C.8 Suppose {dz(-t)}gi)o is updated by (10) such that v; satisfies (V1) for all iterates t = 0,.. .k, for each agent
i=1,...,N. Then at iteration k + 1, the following bound holds

2 2 2
E HR(k+1)HF < NB26% + (1 — B)2L°E HX(’““) - X(k)HF 4 (1— B)%E HRW HF (€21

Proof The proof follows the same logic as the proof of Lemmas 3 and 4 in (Tran-Dinh et al. 2022), but is included here for
the sake of completeness. For sake of brevity, define B £ Bi(kﬂ) and B £ Bi(kﬂ). Then for each agent ¢, by (v1) and the
definition of r*™) in (C.2), it holds that

k+1)H

a9 E(B 5 H(1 _ 6k)d§k) 4 (1— B) (ngﬂ) _ u§k+1)) ¥ BV k+1) _Vfix (k+1))H2

=E 5 5 ((1 _ ﬁk)2‘ k+1 C VS (k+1) H )
+E (1= 57| (v§’”” - vmxi’““))) - (a0 - v
+2(1 - i) E<B 5 (A = Vi <k>>, (v = VAD) = (0 = VM)

B 6L

+ 285 (1 — Br) E(B 5 <V(k+1) (k+1))’ (V§k+1) _ Vfi(xgk+1))) _ (u§k+1) _ Vfi(xgk)))>7

k

R

(C.22)



where the second equality comes from adding and subtracting 5,V f;(x; +1)) and (1 — 8;)V fl( ) and expanding the norm
squared. The first two inner products evaluate to zero by the unblasedness in Assumption 1 (zv) Next, since all £ € B are

independent from all §~ € B, itholds by E( B.B) []=Ejz {]E B [ | B} ] that the final inner product is zero. Using the unbiasedness

(k+1) (k+1)

assumption of v; and u; , we have

B (0807 (440 - TR ) — () T[]
=E 51— Br)? (H (k+1) _ §k+1)“2 + "Vfi(x§k+1)) — Vfi(xg ) E)

k)’
B [20- A7 (v -l VA - 90
N

2
=(1—B)? <]EB ‘ —u{*Y H2 - HVfi(XEk“)) ~ Vi(x")
2
<(1— B)?Esp ‘ v ug’““)H . (C.23)
2
Summing over the agents ¢ = 1, ..., N, utilizing (4), (5), (v1), and taking the full expectation completes the proof. ]

Lemma C.9 Suppose {dgt)}gi)o is updated by (10) with (v2) for each agenti =1, ..., N. Then at iteration k+ 1, the following
bound holds

2 2 2
E HRU““)HF < INB252 4+ 2(1 — Bi)2L2E HX(’““) - XWHF (1 — )% HR(k)HF . (C.24)

Proof The proof follows from Lemma 2 of (Xu and Xu 2023), but is included here for sake of completeness. Using (10)
with (v2) and defining B £ B(kH) for each agent ¢ we have

Ep { I‘z('k+1)H1
=5 |V = VA + (- ) (TA6E) - uf ) 4 (1 )]

~Vi(x (k+1)) +(1-6) (sz( (k)) £k+1))Hj (1= B2 “rgk)“z,

:EB[

where we have used
Eg [<v§k+1 Vfi(x kH)), rl(-k)ﬂ =0andEp [<ul(-k+1) - Vfi(xl(-k))mgk)ﬂ =0

by the definition of the v; and u; and the unbiasedness in Assumption 1 (iv). Adding and subtracting
Bk (ngﬂ) -V fi(x§k+1) )) inside of the norm of the first term and using Young’s inequality results in

2
Ep {HTEICH)H ] <2B;Ep ’ v

201 = 7B || (VD - VA + (VA6 - ul )

Applying (C.23) to the last term above, summing over all agents ¢ = 1,..., NV, utilizing both (4) and (v2), and taking the full
expectation completes the proof. ]

VA - a2

Lemma C.10 Suppose {dgt)}gi)o is updated by (10) such that v; satisfies (v1) for each agenti = 1, ..., N. Then at iteration
k + 1, the following bound holds

2.2
LE HX(k-’rl) X(k)H Bka ) (CZS)

< (1-Bk) N

Proof The proof follows from Lemma 3 of (Xin, Khan, and Kar 2021a), but is included here for sake of completeness.



Following similar notation to the proof of Lemma C.8, by (10), it holds that

rFVED (1 g (d(k) 4D £k+1)) + B v ()
=0 (V£k+1) Vfi(x (k+1))) 4 (1— B (dgk) Vfi(x (k)) Z(kﬂ) B u§k+1))

+ (1= 8) (VA6 = V).

Taking the average results in

plk+1) =(1— (k)+ iv:( (k+1) _Vfi(x k+1)))

N
TRt Z( F a4 v ) - v ). (C.26)

Defining B £ {f ceeUy, Bi(kH)} and B 2 {§ eeUy, Bi(kﬂ)} we take the norm squared and compute E ; 7,
resulting in

2

N2
2

FE g5 (1;V§k) Z(( (D) _ g £, (x (k+1))) ( (k41 _ g f,(x (m))) i

=1 2

n 2(1 — Be)? o al <f ( (1) _ g7 (x (k+1))) ( (1) _ g f,(x (k))>>

N (B.B) A
i=1
25k(1N— 5k)E(BB iv:<f D _y(x k+1))>

=1

Similar to the proof of Lemma C.8, we have the first two inner products evaluate to zero by the unbiasedness in Assumption 1
(iv). Next, since all £ € B are independent from all £ € B, it holds by Ep.mll=Eg {]E B [|BH that the final inner product
is zero. Define

VI 2 (VR v ) - (0 - v )



foralli =1,..., N. Hence, by using ¢ € B are independent from £eB,

2

B | ol S0 (v - wai ) - (w4 - vr )
=1 2
o (A =8)° *ﬂk 2 k+1) (k+1) (k1) _ (k)
E(z.8) ;H((V - RO - (o v aed) )
+(1—3k 5.5 <A (k+1) @k+1)>
1753

(<Nﬂ> S[((r+ - wa ) - (o v ) )

2 2)(1 — 2
2 5k ZE Z(k+1) B ugk+1)H2. ©28)

By similar logic,

5 i S < (k+1) (5 (k1)
IEB]\/'Q Z(Vz vfl( i ))
i=1
B 5 :
fzz%uw—w«xf“»)m
Sy (W - ) S g )
i#]
2w (s vt ) [

Plugging (C.28) to (C.29) into (C.27) and taking the full expectation yields

e,
2
1_ 2 242
<(1-B) EH (k) H L A=B)” Bk: VD Ek+1)“ 4 Bio
N
@ 2 (1= B) 2L k k Bio*
- e[| oo x5
<= B) TN PN

where we have used (5) and the equivalence of the Frobenius norm to the sum of the squared 2-norms. This completes the
proof. (]

Lemma C.11 Suppose {dgt)}gi)o is updated by (10) such that v; satisfies (v2) for each agenti = 1, ..., N. Then at iteration
k + 1, the following bound holds

2(1 — By)2L2

| 2536°
N2 '

2 2
sfp ] <o L XA e xoff e
2 2

Proof The proof follows from Lemma 3 of (Xin, Khan, and Kar 2021a), but is included here for sake of completeness.



Following similar notation as the proof of Lemma C.10, by (v2), we define B = {f e Uivzl Bi(kﬂ)} to have

o ]

g, <N§;( VA 4 (1= ) (TAHG) ) + 1
- N i
_ i (k+1) o (k+1) B By (kD)
=Ep N ; (Vz’ sz(Xi )+ (1= Br) (Vfl(xi ) u; )) 2
where we have used, forall: =1,..., N,

2

ﬂk)f'(k)

2

2
i

Egp Kvgkﬂ) - Vfl-(xl(»kﬂ)),f'(k)ﬂ =0and Ep [<u§k+1) Vfi(x (k)) plk )>] =0

by the definition of the v; and u; and the unbiasedness in Assumption 1 (iv).
ﬁ—l\’; el (V(k+1) Vfi(x k+1))) inside of the norm of the first term and using Young’s inequali

B[Hrwmm <2k, HZ ) Vi “*”)) (=g [e ]|

2

205" |5

+ e

(v = )+ (VA -

Adding and

ty results in

2

)

2

Applying (C.28) and (C.29), utilizing both (4) and (v2), and taking the full expectation completes the proof.

subtracting

O

Before presenting our convergence results, we give the following Lemma which relates relevant terms to a stochastic e-

stationary point as defined in Definition 2.
Lemma C.12 For all k > 0, the following bound holds,

N
Vel S et
VSl s I K

el

<y YOI +oll+ [ceen -z,

Nozk
Proof Notice that by (15), foralli =1,..., N, we have

k) (k 2 1 k k k 2
S N N

2
2 i

©2 ’
A

X(k+1) _ Zz(k) H
2

and by (C.8), we further have
2
[ (:.51%,08) - P (s, 0) |
1 (k) (k) (k) ONE
:Olii Hproxam' <Zi - LY, ) - proxakr (Zi - akvf(zi )) HQ

2
k k

EAZICO
By Young’s inequality and (C.32), we have

1 2 q )
3 [P (7 .o |, < [ -2

2
2 g

+ HP (zgk),ygk),ao - P (zz(-k),Vf(zEk)),

F

2
)|,
2

(C.31)

(C.32)

(C.33)

(C.34)



Plugging (C.33) into (C.34) and summing over ¢ = 1,..., N yields

L~ p ®) g (g ?

S o s |
1 N

SOT%Z‘XZ
i=1

3 o - v
2 4 v v 2

1 L
gl - S s
aj 2
where we have utilized the definition of the Frobenius norm. Next, we bound
) (k>>H2
2
) N | N N 2
: k) = k) k
=30 v -y a® = ST + Z £7) = V()
i=1 j=1 =1 )
2
N N 1N o "
k
<33 [ 5@+ ac Z |+ |5 2 V) - viE)
i=1 j=1 ) j=1
Looking at terms individually, we have
2 2
S (k) Lo~ (k) (k) w|?
a9 - £ 309n64)| = |5 3 (a - vaed)| = [
Jj=1 9 Jj=1 9
By Jensen’s inequality, we have
2
N
k k
NZ Vf(z( ))
J=1 2
2
1 o (k) k) (k)
=l 22 (V) = VD) + VES) -9 6))
Jj=1 9
1 & (k =(k) ONI&
SNZHVfJ — VEED) + 9 5E0) - V0|
2
223 (e -0 - )
- 2 vl
]i
2L ety _ g0 1 222 - [l _ 40|
—ﬂ x2S -
2
O e
F 2
Plugging (C.37) and (C.38) into (C.36) yields
.
Z\ i
2 2 _ 2
SSHYf)H +3NHf'(k)H +6L2HX(f)H +6L2HX<’€> z<’“>H
F 2 F F

2

(C.35)

(C.36)

(C.37)

(C.38)

(C.39)



2
Adding £* Hxﬂ” H 10 both sides of (C.35), applying (C.39), and dividing by N results in

N
1 k) (k) 2 L em|?
ax 2 ||P (27 Vi o) ||+ o [X H
QN;H 2, V@) e ) ||+ o XL,

2 2
<3HY(“H2+3H§U€)H2 13L H k>H ‘X(k+1) z<k>H Hx<k> z(k)H
NI+ lF 2

N o ‘
Notice that by line 3 of Algorithm 1 and Assumption 2 (iv), Z(*) = eeTWT(X(’“ ) = X(*)_ Hence

(14)

K2 ® NIk 1 &
|2, = e = x O = (wr - geeT )X

2
so adding % HZT) H to both sides of (C.40) and using (C.41) results in
F

N
1 (k) (k) 2 L yem|? L L l,m|?
o 2 |[P (2 Vi), e+ o X+ 5 22
NZH 2, V@) ) ||+ o XUt o 1121,

2
R R S ] il
N Nak F

Finally, we multiply both sides by 2, which completes the proof.

2
~ k
<9 ] <

(C.40)

(C.41)

We are now in position to define a lower bounded Lyapunov function and use this to show the convergence of DEEPSTORM
vl and v2. Notice that until this point, the analyses of v1 and v2 of our method only differ slightly, i.e. in terms of the constants
involved in Lemmas C.8, C.9, C.10, and C.11. Since the bound established in (C.24) is larger than (C.21), we upper bound (C.21)
by (C.24). Additionally, we notice that Lemma C.11 provides an upper bound on the results from Lemma C.10 and hence

use (C.30) in the following Lemma.



C.2 Constant step size

Lemma C.13 Forall k > 0, the following inequality holds

1 2
E HX(k+1) X< H
(4Nozk 2N) F
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where % )7 ’Yék)ﬂé )a ’yi ) are strictly positive values and

_ 2 - 2 - ’ B
o® 2 ¢(x®) 4 4F D [P 4 [P 440 RO 4o

is a lower bounded Lyapunov function.

Proof We start by using part (iv) of Assumption 2 and (8) to note that

2

2 1 1 1
Xk _ <1«>H _ CleeT ) [1- LeeT | X
2Nak H F = 2Nay ||\ T el N B
e )

2Ny

(C.42)

(C.43)

(C.44)



Next, we utilize the Peter-Paul inequality and Jensen’s inequality to have

_ <f(k), (k+1) _ i<k>>

_ <7f,(k+1) 4 p0HD) g (k) )—{(k)>

<o H_ (k+1) 4 g(k+1) _ (k) H L H (k+1) _ x(k)H
40ék
o [ < S
- " 2 2 4No¢k p v 2
—2a;, Hf'(kﬂ) H2 + 20 Hf(]”l £(k) H S HX(’““) — X H2 . (C.45)
2 4Nak F

Further, by Young’s inequality it holds that

20, Hf(’““) — f(’“)HQ
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Taking the expectation condmoned on the local samples and then taking the full expectation yields
2 (€20 4ay,
<

F

4ak

IEHD (+1) D(k)H <8L2]EHX k1) _ x<k>H +452EHR<k H +4Nﬂ,§&2) , (C.47)

where we have also used (4) and (v1). Plugging (C.47) into (C.46) and using (C.45) yields
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4N04k F
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Using (C.44) and (C.48) in (C.16) and taking the full expectation results in
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2
Noticing that the right-hand side of (C.24) is larger than the right-hand side of (C.21), we add fyik)EHYfH)’

2
IR HXTH) H AR |RE+D Hi, PR [|[p+D) H2 to both sides of the above inequality and use the results from Lem-

2
mas C.7, C.9, and C.11 with (C.43), and subtract ~y k Vg HY ék_l)IE HXT)HF, vék_l)E ||R(k)Hi, vik_l)E Hf'(k)H;




from both sides of the above inequality yields
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Grouping like terms in (C.50) results in
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Next, we use that the right-hand side of (C.30) is larger than the right-hand side of (C.25) to have,
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Further using
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and combining like terms completes the proof. ]

Proof of Theorem 1 Proof We approach this proof in phases; first, we note that 8, € (0,1) by 0 < o < & 55 L Second, let

(C.51)



in (C.42) to have
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Next, we lower bound (A’) - (E”). For (A’), we have
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1 1 2t
where the first inequality uses v < £2. For (B’), we use (1 — 3;)? < L and @ < min{£7, %} to have
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For (C"), we again use (1 — ;) < 1 and p? < 1 to have
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- Na 2N 2Na NK3 N2K3 N(1 - p)2 3Na
K3 La 1 288L202 32L%02 64Lov 2
> 16 - 1 5 2 - 2 - i o
Na 2K3 2 K3 NK3 (1-p)2Ks 3
1
S e L L 288 32 2
~Na 64 2 1024 1024N 3
12K 3
No '’

1 2L
where the second to last inequality uses o < min{?{g—z, %}. For (D), it holds that
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where we have used o < %. For (E"), we expand 1 — (1 — 8;)? = 283, — 87 > By and use (17) and 37 < 3 to have
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where the second inequality uses ot < 52 and o® < &}‘é)jg For (F'), we also expand 1 — (1 — ;)% = 28, — 87 > B
and use (17) to have
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Next, we sum (C.52) over £ = 0 to K — 1 and divide by K; using the established lower bounds to have
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= K( o7)+ L(1—p)2K3 T erzax " K3 + NK3 N2 ’ (€.53)

where we have used ¢* < ®*) for any k& > 0.
The final phase of the proof uses Lemma C.12 to provide a concise convergence statement. To do so, multiply both sides



of (C.31) by & P2 sum from k£ = 0, ..., K — 1 and divide by K, and take the expectation to have
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We relate each of the terms on the right-hand side of (C.54) to 512 times of the left-hand side of (C.53). Since o < ?TL it holds
that
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a 6 x| 128 1
w2 YY) < vl 55
K3 NKEHl = NL KZ (€33)
Using a < & 32L we have,
a 32L2 W)~ GHMET 1 S e
@ AR LV Ix H . C.56
Do e 5T cs0
Combining (C.55) and (C.56) in conjunction w1th 512 times of (C.53) and (C.54) yields:
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Multiplying both sides by % and using HXT) HF > 0 and HR(’“) Hi > 0 for all £ > 0 completes the proof. ]

Complexity analysis Before presenting the complexity analysis for DEEPSTORM with a constant step size, we first present
a preparatory Lemma.

Lemma C.14 For any real numbers x € (0,1), it holds that

% 2 In(1 i x) (€37
Proof We prove
g(x) £z +In(l —2) <0, (C.58)
which is equivalent to (C.57). Computing the first derivative results in
%g(z):kﬁ <0, Ve (0,1)
since (1 —z) < 1 for all x € (0,1). Hence g(z) is decreasing on (0,1). Computing g(0+) = 0, we have (C.58) and
hence (C.57). O

We make the following remark in order to aid in the discussion of presenting final complexity results for Algorithm 1 with a
constant step size.

Remark C.1 Notice that the convergence of Algorithm 1 depends upon ®©) (see (C.43)) which in turn depends upon ’yéo),
(0) , and 'yio), all of which are O (K %> In order to obtain the best possible convergence rate which is also independent of
the communication network, we need HR(O H =0 ( ) which occurs when the initial batch size, denoted as my, is large

enough; by Jensen’s inequality, this will in turn make Hr(o H =0 ( —3 ) Additionally, we make a standard assumption (Lian



2
etal. 2017; Tang et al. 2018b; Xin, Khan, and Kar 2021a) that XEO) = x§0) forall i and j; this eliminates the HXS?) HF error. For

2
the gradient tracking term HYT) ‘ , we need to perform sufficiently many initial communications so that 7{0) HYT) H =0(1)
F F

independent of p. Notice that O (1) if NL is sufficiently large and p is not too close to 1; in the following Corollary,

1 _
NL(—p)

; -
we assume the worst case so that NL(1=p) =0 ((1 p))

Corollary 1 Let ¢ > 0 be given and assume that L > 1. Under the same conditions as in Theorem 1, let XEO) = x;-o) for all

i,7=1,..., N, let the initial batch size my = VVNK foralli =1,...,N, and perform Ty = {%\/fl;ﬁ)—‘ communications
by Algorithm B.1 for the initial gradient tracking update in line 1 of Algorithm 1. Let \7§k+1) be any unbiased gradient estimator
such that either (v1) or (v2) holds, let the local batch size m = O (1) for all remaining iterations, and choose « such that

N3

GiL- (C.59)

o =

Then, provided K > (1 ~)6, Algorithm I produces a stochastic e-stationary point as defined in Definition 2 in
LA 53 52 N6
K =0 maxd LR+ 0 \ﬁ” (C.60)
Ne2 (]. — p)zs c1

local stochastic gradient computations and Ty + T (K — 1) neighbor communications for any T > 1, where A £ PO — g*,
with ®©) defined in (C.43).

e

2 1
Proof First, notice that if K > (1 ~)6 , then K3 > T _91)2, so the choice of « in (C.59) satisfies o < % since
G N (- pPKS
64L — 64L
Next, by (C.43) and (C.51), we have
1 1024LK 5 2 4Ks 2 4N3K3
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YT NI Nia—p) I e T 3NEL T (oD
Notice that
1 2 0) (0 02
NE[ROL, = 5 B - vaed < 7
K i £, < 2
by (5) since dgo) = m%) Z&B(m Vfi(XEO), &) foralli =1,..., N.Hence with my = v/ NK, it holds that
1
4K H (O)H 4o L 40 4o
3N3SL — 3NL — 3L
which is independent of K. By Jensen’s inequality, we further have
1
e 1 e
3L N33L - 3L°
which is also independent of K. Next, notice that Y(©) = W, (D) by line 1 in Algorithm 1; hence it holds
2T,
e e R e e LR
—_ —_ D DY —-D C.62
NL(1 = p) H NL(l —7 [Wrn D7) - (1-7) F (62)
. ~ [—2m@-p)
where we have also used NV, L > 1. By the choice of Ty = [Tpp—‘ , we have
_ -5 _ — p)CsD -5
T, — { 21In(1 p)-‘ - 2In(1 ,0)<Z 2In(1 —p) (C.63)
VI—p VI—p In(1-+T=)p)



where we have used Lemma (C.14) with x = /T — p and In(1 — p) < 0. By (C.63), it holds that

41n(1—5)
4 (1 . /71 — p)QTo 4 (1 o /1 — p) In(1—vT=p)
p < ~ <4 (C.64)
(1-p) (1-p)
since 4In(1 — ) < In(1 — ) as 5 € [0, 1). Thus, by x,*) = x\* forall i,j = 1,..., N, we have that A is independent of
p, N, and K. Hence, for 7 chosen uniformly at random from {0, ..., K — 1}, we have
N
1 () () 2 Lo
7 2 B[P (=7 Vs o)+ |2 <
provided
AS 135303 130362 130355
K=0(max{ = =2°% 229 Z0971). (C.65)
(ag)2 N3¢z N (1—p)%€’ Nzes
2
Plugging o = é\i—z into (C.65) results in

TR
K:O(max{(LA]if 3—1—0 7 \/N.U })
g2

Hence, the number of gradient evaluations is

lCém(K—l):O<max{

which yields a total number of gradient evaluations [K + v/ N K|, provided K > %. Since K = Q (\3/ NK ), we drop the

V/NK and obtain (C.60). U

Remark C.2 Similar to other works (Lian et al. 2017; Xin, Khan, and Kar 2021b,a), we have a minimum requirement on the
number of iterations, called transient iterations, in order to achieve the complexity results in (C.60). Further, we notice that if the
connectivity of the original network is poor, i.e. p = 1 for p defined in (7), and we only perform one neighbor communication

during lines 3 and 6 in Algorithm I so that p = p, then it could be that ﬁ dominates in (C.60), meaning DEEPSTORM is
network-dependent. Similar to (Xin, Khan, and Kar 2021a), we can place a requirement that e < N _2(1 — p)4, in which case
DEEPSTORM achieves the optimal complexity result and is independent of the communication network. In order to relax this
requirement to ¢ < N ~2 (which can be significantly greater than N ~2(1— p)*), we perform Algorithm B.1 during the neighbor

communications (lines 3 and 6 in Algorithm 1) such that for T’ = [%1, p < % by (B.3), so that the number of local gradient
computations becomes

O(max{(LA) o ,\/N" }) (C.66)

max{(LA) +6° VNG }) (C.67)

which is optimal in terms of the dependence upon p (Scaman et al. 2017).

C.3 Diminishing step size

The Lyapunov function and relation defined in (C.13) are specially designed for the constant step size proof. Here, we make
analogous designs for the diminishing step size proof.



Lemma C.15 Forall k > 0, the following inequality holds
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where ’Y§k)7 ’Yék) ) Vék) are strictly positive values and
A~ - 2
R e e L R A

is a lower bounded Lyapunov function.

Proof We start by using part (iv) of Assumption 2 and (8) to note that
2

2 1 1 1
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Next, we utilize the Peter-Paul inequality and Jensen’s inequality to have
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Applying (C.70) and (C.71) to (C.16) results in
p(x*HY) — g(xV)
R O Y HX (h+1) X(k)H HX<k+1> 7k >H2
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(C.68)

(C.69)

(C.70)

(C.71)

(C.72)



Next, from Lemma (C.9), we use Young’s inequality to have

B[R],
F
(C.24) 2 2
< ONB262 1+ 2(1 — B)2L%E HX(’““) —x® HF +(1— B)°E HR(’“) H
<ONB26% + 4(1 — By)2L? (]E HX("““) - X(’“)H + HX(k)H ) (1 f)E HR(’“)H (C.73)

Adding v, (k) HY (k+1) (k) HX(kH) H (k) HR(’”U Hf, to both sides of (C.72) and taking the full expectation in conjunc-
tion with the results from Lemmas C.7 and (C.73) yields

2 2 2
B o 49) — o]+l B[ i sV R0

1 1 _ 2
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Next we apply the following bound to the above relation,

Hx<k+1> _x® H2 _ HX<k+1> gk 4 gk X(k)HQ
F F
<2 HXUHI) - Z(k)Hi +2 HWT(X(k)) ~WrX® LW X X(k)Hi
=2 fxen -2 pafja-wn xP
<0 20|+ s x|
F F

2
where we have used Assumption 2 part (iv) to bound |[I—-Wrp|, < 2. Finally, we subtract fy%k 2 EHYT)HF,

2
7&71)1@ HX(f) HF , and ’yékfl)E HR(’C) H; from both sides to complete the proof. The lower boundedness of (C.69) follows

from the non-negativity of the Frobenius norm and Assumption 1 (iv). ]

Lemma C.16 Let x € [0,1). Then for any y > [ 25, it holds that
g -
(y ) 1% (C.74)
Y 2

Proof The proof begins by analyzing h(z) = 2® — 22 — z + 1 for z € [0,1). Notice that h(x) is decreasing on [0, 1) by
h'(z) = 322 — 22 — 1 < 0. Since h(0) = 1 and h(1—) = 0, it holds that h(z) > 0 for z € [0, 1). Hence

3+ 322 >3z + 322.

Adding 1 + 23 to both sides results in
4+ 42 >(1+ )3



Dividing by 4, adding 1 to both sides, and rearranging results in
1 3 3
2—1(1—|—x) >1 —z°.

Since z < 1, we divide both sides by (1 — 2?) and use [a] > a for any a € R to have

(- () )22 (- (5 ) = () (- () ) =

where we have used y > [25]. Rearranging
Yy (1— (1;17)3) 1
results in
y—1 S (1 + m) 3 .
Y 2
Taking the cube-root and subtracting  from both sides completes the proof. ]

Proof of Theorem 2 Proof The proof follows similar steps as the proof for Theorem 1. We frequently use (20) to have
1

Nt 1
a < min{ﬁ, (162?2 }. First, we show ;€ (0,1) forall k > 0. By a < (176@);]603 < \/%L it holds
1 1 1 (1 /2\°
L2a? — = —(=4(2) -1
1S 80 T 1048 T M <4 + (3) )
1 (1 3
S (o (L
48\ a2 "\ ko r1
1 ko+1)3
<< l(o-f- )3 1 +Oék+1_1> (C.75)
BAG + (ko+1)5

1 1
where the first inequality uses kg > [ﬁ} > 2 and the last uses 2k; < 3(ko + 1)z for all kg > 2. Rearranging (C.75) results
in

(ko +1)3

< —7—7
2kE + (ko +1)3

<1 (C.76)

1
where the right most inequality uses 2k; > 0 by kg > 2. Since 1 — a;—:l > 0 by o > ag41, we also have 0 < S.
Second, let

(k) & 1 (k) a 16 (k) & 1
£ _ - £ _ " and £ _ -
AT T N L2an



in (C.68) to have

1 (-5 3L EHX(kH) _X(k)H2
4Nak 6NO[]€+1 N F

(A"
1 16L

_ ]EHX k+1) _ Z(k)H
+ (QNOzk N(l - )

(B’)
N 16 L pF 0 64L (1= B)° HX(k H

N Oék 1 N(]. — ﬁ)ak 2N QNOLk N(l - ﬁ) 6N04k+1
(e

16ay k) 2
7 ) el

(e
+(Nl 2NL T N(1-—p)
(5w

(D)
. 1=5)?* 48 EHR(k)H2
24NL20y, 24NL2ap.; NL(1-p)? N F
(E)
<E [é(k) _ é(’ﬂﬂ)} + ! + 2 IN 262, (C.78)
= 2U4NL2apy1  NL(1—p)? k

Next we lower bound (A’) - (E"). For (A’), since (1 — 8;)? < 1 we have

ay— L Q=B 8L 1 (1_é<k+ko+1)3_3La>

4Nak 6NO[]€+1 2N Nak 4 k + k() 2]{?§
1 {1 1/3\% 3
>_— ([ Z_Z-(Z -
~ Nay (4 6 (2) 64)
- 1
96N0zk
where we have used kg > 2 and o < 32; For (B'), we use o < a 6’&% so ay < (1642) to have
1 16L 1 1 1 1
(B') = — 6 > —— =) = .
2N04k N(l — ) Nak 4 4NOék
For (C"), we have
16 167 L 7 64L (1— Br)?

! J— R — J— —
(@) = N1 =p)ax_1s N -p)ar 2N 2Nap NI —75)2 6Nogss

1 ( 16 <Oék ~) Loy, p*  64Lay (15k)204k)
—p

" Nax \(1—p) T2 T2 (1-5)2 6own

1 16 (k0—1>§_~ Loy P 6dLax  (1— ) as
" Now \ (1-9p) ko g 2 2 (1-p)p2 61 ‘

1, it holds that

Next, using Lemma C.16, since g € [0,1) and ko > |

2
1—53




Thus, using (1 — B5)? < 1 and o < min{z2-, 221 it holds

2 2 (1-p)2 60vk 41

LU (g 11 (k1!
Nay, 64 2 6\ &+ ko

1 <8 Lo,  p*  64Lay (1—5k)2ak>

For (D"), we use a < M so ay < (64‘2 to have

11 160 1 160
NL 2NL N(1=p)?* 7 2NL N _ 523
1
>—.
“ANL

(D) =

For (E"), we factor out m and expand (1 — $3)? to have

1 Qpg1 96 L4107
E') = — 1428, — B — 2412 - Tk
1 Qi 2 2 9 96 Loy 1153
> — 1428, — b5 —48L -
_24NL20k+1 ( an + Bk Bk Ay (1 — ﬁ)Q ’

where we have used a, < 20r441. Plugging in the definition of 3, from (20) and using 3, > 48L%c}_ ; gives

B 96 Lavg41
Ey>— "k (1_p, (14 222k
( )_24NL2ak+1 b (17 )
B
P . — O QR
T2UNL20y 44 & + k:o + 1
T e ()
_24NL2Oék+1 2k3 (]4)04—1) 2 \ko+1
B (1 _ ke )
- . 1
2ANL2op1 \ 2 93 4 (ko +1)%
20041 (1 ke )
TN \2 9k7 4 (ke + 1)

1
2%( K )
ZN \ 2k3 + (ko + 1)3

ol




where the second inequality uses a1 < T = 7 and a < % and the last inequality uses o < 2ay41. Next, we
0+1)3

sum (C.78) over k = 0 to K — 1; using the established lower bounds to have
K-1

2
EHX(kJrl) X (*) H EHX (k-+1) (k)H
kz 96NO£]€ + Z 4]\7011C F

. 1 4
(0) _ p* § : 252
= ((I) ¢ ) + — <12L2ak+1 * L(1—p)? ) RO (€79

where we have used ¢* < d*) for any k > 0. The final phase of the proof uses Lemma C.12 to provide a concise convergence
statement. To do so, we use Jensen’s inequality to have

w1 v
wF L
ol < 45

Applying this to (C.31), multiply both sides of (C.31) by (’“’31) ag, sum from £ = 0,..., K — 1, and take the
2k3 +(ko+1)3

1 2
- e
2 N H

expectation to have

(i) S (r el v )
2k (kO‘Fl)% k=0 N t s 2

= -1
k3 L? 2 L2 2
() S o (el + el
2k§+(k’0+1)§ 0 I3 F
K

1 _
(o) S (el el
2%ke + (ko +1)5 ) 120

?M“

—

3 K-1 2L
+ <k> 3 a (3 EHX(’“>H EHX(RH) Z(k)H ) (C.80)
2%E + (ko +1)3 ) i=o Nog
We relate each of the terms on the right-hand side of (C.80) to 12 times of the left-hand side of (C.79). Since o < ﬁ and
‘l
(’“) < 1, it holds for all k > 0,
2k$ +(ko+1)3

() Sl = e el
2k + (ko + T NL

3
1

3
Next, by o < 32L and (’%1) < 1, we have
2k +(ko+1)3

ki 212 2
(o) SR = R e
2k + (ko +1)3 F

Additionally, since (k‘fl) < 1, it holds that
k3 +(ko+1)3

1

kg (k+1) _ (k) (k+1) _ (k)
() e o < o2 e a0
2%e + (ko +1)3 k k



Combining (C.81) - (C.83) in conjunction with 12 times of (C.79) and (C.80) results in

1
k3 2
e PO 90 LICRATELRN] |y
2k3 (k0+1)§ _ 2
-1

ks L2 2 12 2
+<1 o ) o (SO + L 0]

2kg + (ko +1)3 N PN F

K-1

“ 1 48
<12 (I)(O) bk 242
<iz( ¢>+,§<L2ak+1+L<1—ﬁ>2)ﬁ’“"

2
Using HX(f) HF > 0 completes the proof. ]
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Complexity analysis

Remark C.3 Similar to Remark C.1, the convergence of Algorithm 1 depends upon ®(©) (see (C.69)), but in this setting we do
not need a big initial batch, in terms of dependence upon . The initial variables must be equal for all agents and the number
of initial communications to have Y %) must be sufficiently large, as in Corollary 1.

(0)

Corollary 2 Let ¢ > 0 be given and assume that L > 1. Under the same conditions as in Theorem 2, let x;~ = x for all
i,7 =1,...,N, let the local batch size m = O (1) for all iterations, choose ko, = fﬁ}, and perform Ty = [%1/)/’)—‘
communications by Algorithm B.1 for the initial gradient tracking update in line 1 of Algorithm 1. Then choose o such that
1
=i (C.84)
Then for all
K > 2%k, (C.85)
Algorithm I produces a stochastic e-stationary point as defined in Definition 2 in
2 3 3 3 23 A2
K—o (max{(L5)2 +6° + kg (el +[lno)? }) ©56)
€2 €3

local stochastic gradient computations and Ty + T (K — 1) neighbor communications for any T > 1.
Proof First, notice that ko = [ 7= p)d > [(1 5] by (1 - <(1-p)3<1-—p3forall p € [0,1). Hence ky satisfies the
’f(?

requirements of Theorem 2. Next, we have ¢ £ — % for all kg > 2. Hence it holds that
2k +(ko+1)3

wino

2
Notice (K + ko)% — kg > KT as long as K satisfies (C.85). Hence for some iterate 7 € {0,1,..., K — 1} chosen with
probability

Ccx

N
Prob(T:k):%, k=0,...,K—1, (C.87)
J=0 %

(j+ko)3



it holds that
N
1 () () ’2 L |2
N ;EHP (Zi Vi )’O‘T) » T E%L
<64A+ 16 K‘1< 1 48 )ﬁ“
_ o
TaKi  3aK3 = \ Ll L(1—p)? g
Expanding the summation on the right yields
Kz‘:l 1 48 5252
= \LPapp L(1—p)? :
K—1 2
1 48 ag
~92 +1 2 2
= 1-— 48L
0 k=0 <L2ak+1 L(1 —5)2> ( a akﬂ)
K-1 2
R 1 48 Q41 2
<262 1-— 48L%a} C.88
=2 (L?am +L(1—ﬁ)2> (( a ) + (48l ak) €59
where the last inequality uses (a+b)? < 2a% +2b* for any a, b € R. Utilizing a® — b = (a —b)(a® +ab+b?) forany a, b € R,
it holds that
Q41 ( + ko) (k+ko+1)7%
1- =1- T = 3 T T 3 (C.89)
g (k+ko+1)s  (k+ko+1)5+(k+ko+1)3(k+ko)2 + (k+ko)s
Notice that for all £ > 1 and k¢ > 2, it holds that
2k+ko+1)3 < (k+ko+1)5 + (k+ko+1)5(k+ ko) + (k+ ko)3.
1
(C.90)

1

Squaring both sides of the above inequality and rearranging results in
= P!
(et ko+1)% + (k+ ko + D5k + ko)t + (k+ ko)t) A+ Ro 1)

Utilizing (C.89) and multiplying both sides of (C.90) by (k + ko + 1)~ 3, we further bound

K—-1 1 o
262 (1 ’““)
kz:%) L2041 Qg

9 K—1

(k+ ko +1)~3

26
- 1 2 2
3+ (k+ko)§>

" L2a Z 2 1
=0 ((k+ko+1)s + (k + ko + 1)3 (k + ko)
~o K-1
D D e
2L = (k+ ko +1)3
&2 /K—l 1
< ——dx
2L )y (w4 ko+1)3
52 3
2L%« 2k0§
362
_ ; (C.91)
4120k
Again, utilizing (C.89) and multiplying both sides of (C.90) by (k + ko + 1)~ 3, we have
K-1 2 Lo K-1
26‘2 Z 48 _ (1 _ Oék+1> S 246 ~ Z 1
pie ' e ) SO A Gk h P
(C.92)

k=0
2462
=T - p)%ko’



5

where we have also upper bounded the summation by the corresponding integral, since both (x+ ko +1) "2 and (z +ko+1)~3
are decreasing for all > 0. Next, we bound

262 Z

K—-1
1
(48L2a3,,)° =46085°L%% | ————
s1) e ;kwoﬂ
<46086° L% (In(K + ko) — In(ko))

<46086° L% In(K + ko), (C.93)

zak—H

and for b = 2 - 483 we have,

48 > b62L3at N 1
262 ) ————— (48L%7 )" = -
ZL(l—p)2 (1—-p)* &= (k+ko+1)3

3b62L3at
< —.
(1= p)%ks
Plugging (C.91) - (C.94) into (C.88) results in an inequality of the form

N
% ZE HP (ZET), Vf(zzm), aT>
i=1

<64A N 16 362 N 24652

TaK3  3aK3 4L2al<;0% L(1 - p)?ko
3ba—2L3a4>

(1— p)%k¢

(C.94)

2 I2 2
el
’2 + N Llp

_|_

(C.95)

3aK3

16
. <4608&2L2a3 In(K + ko) +

Next, by (C.69) and (C.77), we have

1 1
R 1 2 16k2 2 kS 2
O & Oy 4~ HY(O)H L tkg HX(O)H po0 HR(O)H , (C.96)

NL(1—p) N1 = jp)a 24N L%a

where we have defined a_; £ «ay for the 'yéfl) term in (C.69). Similar to the proof of Corollary 1, we bound each of the terms
on the right-hand side of (C.96) by the initialization from Algorithm 1. We have

1 1
k’ 3 2

< — Cc.97
- 24:L2 amg ( )

(0)
siva B

by (5) since dEO) e Z§€B<o> sz( §) foralli = 1,..., N. Notice that Y(©) = Wy, (D(®)). Hence (C.62) still holds,
so by Ty = [ Qm(l p)-‘ we have (C.64). Thus, by XZ(-O) = xg. ) foralli,j = 1,...,N, we have that A < H(x0) +

1
4 HD(O) - DO ||F + % —¢*. By ko = [(1 p)ﬂ the o in (C.84) satisfies o < (lﬁ% Hence,

A 12 172k 0
2 <9561 HD<0> - D<0>H TRV VY ) ((b()_c(o)) - ¢*) . (C.98)
o F mo

Additionally we further bound the two terms on the right-hand side of (C.95) that contain (1 — p)~2. By the choice of ko, we
have ko > ﬁ, thus it holds that

1 1

——— <land ———<(1-p*<L
(1 -5k (=270

Hence, by recalling o = 64L and b = 2 - 483, we have

2452

T < 153662 C.99
aL(l—p)2ke = 07 (£



and
3b62L3as

(1= %k

Further, it holds that 36 - < 307262; using this and plugging (C.98), (C.99), and (C.100) into (C.95) yields
AL2a2k$

1N
5 2 E||P (27, vs67), ar
D (» 27),a,)

1
172k 0
mo

< 362, (C.100)

2 12 2
7EHZ(7)
‘2 + N Llp

4 2
L (256LHD<0>—D<0>H +
K3 F

3

+64L (¢(x<0>) - ¢)>

662 In (K + ko)
K

16
_|_
3K

(30726” + 36> + 15366°) +

Wl

2
3

1096L (4]|D© DO + o(x®) — °)
<

K3
5_2
o7 | 24592 4 32 (K + ko) +

(C.101)

3 m062

11008k 02>

Finally, for 7 chosen according to (C.87), we have

1 & 2 2
v B[P (7 Vi )|+ B2, <
i=1

2
F

provided

.53 3.3 43 51)3
K:(’)(max{(Lé) +d ’ kéo 7U (\ln6|—:|lna|) }) (C.102)

5 8 €2
mée?

where § £ |D® — ]_D(O)Hi, + ¢(x(9)) — ¢*. Choosing the initial batch size mg = m = O (1) yields the total number of
gradient computations m K 1in (C.86), provided K satisfies (C.85). U

Remark C.4 Similar to the discussion provided in Remark C.2, we note that Chebyshev acceleration can be utilized to perform

1
the neighbor communications (lines 3 and 6 in Algorithm 1). Since k§ = O ((1 — ﬁ)’?’), this number can dominate in (C.86),
indicating that the sample complexity result is network-dependent. In order to have the complexity result as indicated in Table 1,

we perform T = | \/f_—ﬂ Chebyshev communications rounds by Algorithm B.1 so that p < % by (B.3) and hence the sample

complexity cost is independent of p and p. In this regime, the number of local neighbor communications is

3

2 ~3 3 23 ~ %
T0+TK:(’)< 1 maX{(L&) +6°+0° 5 (Ine] + o)) })

\/1 —p 5% ’ £2
which is optimal in terms of dependence upon p (Scaman et al. 2017). Alternatively, if we let the initial batch size be my =

1
@) <i°z> independent of €, then the middle term in (C.102) can be dominated by the first term, in which case the sample

complexity is network-independent, after the initial iteration. For cases where the original communication network is not too
sparse, e.g. p is not too close to 1, this may be preferred over performing Chebyshev acceleration.



