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Abstract

Modified policy iteration (MPI) also known as optimistic policy iteration is at the core of
many reinforcement learning algorithms. It works by combining elements of policy iter-
ation and value iteration. The convergence of MPI has been well studied in the case of
discounted and average-cost MDPs. In this work, we consider the exponential cost risk-
sensitive MDP formulation, which is known to provide some robustness to model param-
eters. Although policy iteration and value iteration have been well studied in the context
of risk sensitive MDPs, modified policy iteration is relatively unexplored. We provide the
first proof that MPI also converges for the risk-sensitive problem in the case of finite state
and action spaces. Since the exponential cost formulation deals with the multiplicative
Bellman equation, our main contribution is a convergence proof which is quite different
than existing results for discounted and risk-neutral average-cost problems. In the ap-
pendix, the proof of approximate modified policy iteration for risk sensitive MDPs is also
provided.

Keywords: Robust stochastic control, dynamic programming, risk-sensitive stochastic con-
trol

1. Introduction

We consider stochastic control problems over finite state and action spaces, also known
as Markov Decision Processes (MDPs). Traditional solutions to such problems use pol-
icy iteration, value iteration or linear programming (Bertsekas (2012b), Bertsekas (2012a),
Puterman (2014)). Reinforcement learning attempts to solve the control problem when
the probability transition matrix is either unknown or the probability transition matrix is
known but the state space is very large to obtain exact solutions (Sutton and Barto (2018)).
Much of the prior work in this area focuses on discounted-cost problems or average-cost
problems. In this paper, we study a robust version of the average-cost problem.

Robust control problems with linear state-space and quadratic costs have been well
studied in the control theory literature (Zhou and Doyle (1998), Dullerud and Paganini
(2013), Basar and Bernhard (2008)). It is also well-known that these robust control prob-
lems are closely related to the control of systems with a risk-sensitive exponential cost
(Whittle (1990)). Here, we consider the finite-state, finite-action counterpart of such ro-
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bust or risk-sensitive control problems Borkar (2002, 2010, 2001). Unlike, the LQG setting
in Whittle (1990), the risk-sensitive MDP does not admit a closed-form solution even when
the system model is known.

The reinforcement learning (RL) problem in risk-sensitive MDPs have been considered
in several papers: (i) Borkar (2002) presents a Q-learning algorithm for the tabular case;
(ii) Fei et al. (2020) provide regret bounds for risk sensitive Q-learning and risk sensitive
value iteration in the context of finite horizon MDPs (iii) Hai et al. (2022) address risk sen-
sitive RL in the discounted-cost setting through the use of time dependent risk factors, and
(iv) Moharrami et al. (2022) provide a trajectory based policy gradient algorithm to obtain
a stationary point of the risk sensitive objective function. These algorithms have one of
the following limitations: they do not solve the infinite-horizon, risk-sensitive average-cost
problem that we are interested in or are not computationally feasible or do not find a global
optimal policy. For these reasons, we focus on problems where the model is known but ob-
taining the solution may be computationally infeasible. Many major successes in RL fall in
this category, e.g., board game-playing Al programs such as AlphaGo, AlphaGo Zero and
AlphaZero. Recently, there have several papers studying such RL problems using versions
of dynamic programming techniques that are computationally more tractable compared
to traditional value iteration or policy iteration (Efroni et al. (2018), Winnicki et al. (2021),
Winnicki and Srikant (2022)). These algorithms use two key ideas: (i) modified policy it-
eration: some version of policy iteration is used, where instead of exact policy evaluation,
a few iterations of fixed-point iterations are performed (Puterman (2014)), and (ii) ap-
proximate policy iteration: both the policy evaluation and the few iterations of fixed-point
iterations mentioned in (i) are performed approximately (Bertsekas (2012a)). As shown
in Efroni et al. (2018); Winnicki et al. (2021); Winnicki and Srikant (2022), modified and
approximate policy iterations can be used to model the concepts used in practical RL algo-
rithms such as tree search, rollout, lookahead, and function approximation, However, all
the known results in this context are for the discounted-cost infinite-horizon problem.

To develop the analog of the rich theory that exists for discounted-cost problems, one
has to first develop a theory for modified policy iteration and approximate policy itera-
tion in the context of risk-sensitive exponential cost MDPs. For risk-neutral average cost
problems, there exists a theory of modified policy iteration (Van der Wal (1980)) but no
complete theory for approximate policy iteration exists. For risk-sensitive MDPs, we are
unaware of any results for either modified policy iteration or approximate policy iteration.
In this paper, as a first step towards developing a theory of RL for risk-sensitive problems
with known but large probability transition matrices, we define the equivalent of modi-
fied policy iteration in the case of risk-sensitive MDPs and prove that it converges. In the
case of discounted-cost problems and average-cost problems, the proof of convergence re-
lies on the properties of the Bellman operator which is additive in those cases. Our main
contribution in this paper is to show that the modified policy iteration algorithm converges
in the risk-sensitive setting despite the fact that the Bellman operator has multiplicative
terms instead of additive terms, which makes much of the existing theory of modified
policy iteration inapplicable to our problem. We will detail the differences in the proof
techniques when we present the mathematical results later in the paper and in the sup-
plementary material. The key ideas presented in this paper can also be used to provide
performance guarantees for approximate policy iteration but we do not include them here
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due to space limitations. It is worth noting that, with these results, one may not only be
able to analyze RL algorithms with known models as in Efroni et al. (2018); Winnicki et al.
(2021); Winnicki and Srikant (2022) but one may also be able analyze general RL problems
as shown in Chen and Maguluri (2022) for discounted-cost problems.

The rest of the paper is organized as follows. In Section 2, we present a brief intro-
duction to risk-sensitive MDPs and in Section 3, we present the modified policy iteration
algorithm, including a specific normalization technique to ensure that the value function
remains bounded. We note that a large class of normalizations are possible in the case of
risk-neutral average-cost problems, but a specific form appears to be required in the case of
the risk-sensitive cost problems. The main results are in Section 4, with some of the proofs
relegated to the supplementary material.

2. Preliminaries

In this section, we present our notation and briefly overview the risk-sensitive average cost
formulation and the associated multiplicative Bellman Operator.

We consider a Markov decision process with finite state space S, finite action space A,
and transition kernel P. The class of deterministic policies is denoted by IT = {f: S — A},
where each policy assigns an action to each state. Given a policy f € II, the underlying
Markov process is denoted by Py : S — S, where P¢(s'|s) :=P(s'|s, f(s)) is the probability
of moving to state s’ € S from state s € S upon taking action f(s) € A. Associated
with each state-action pair (s, f(s)), there is a one-step cost which is denoted by cy(s) =
c(s, f(s)) € [c,¢]. We assume that the Markov process associated with each deterministic
policy f € II is irreducible and aperiodic. To ensure this, one can replace P with P =
(1 — €)P + €11 " where 1 is the all-one column vector and ¢ > 0 is a fixed constant. We
summarize our assumptions below.

Assumption 1 We assume that the state space and the action space are finite, and the one-step cost
associated with each state-action pair (s,a) € S x A is deterministic and bounded. We also assume
that the Markov process associated with each deterministic policy f & Il is irreducible and aperiodic.

2.1. Risk Sensitive Average Cost Formulation

The average cost J; associated with a deterministic policy f € Il is given by,

t—

1
Jy = lim -

t—oo t

1
Cf(Sk)] .
0

k=

Here the expectation is taken with respect to the transition probability IP; associated with
the policy f. Equivalently, the average cost can be written in terms of the stationary distri-
bution 7y associated with the policy f as:

Jp =By, e ()]

The traditional goal of reinforcement learning with average cost criteria is to minimize J¢
across all policies f € II. An approach to robust reinforcement learning is to take into
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account the model uncertainties and to minimize the worst-case average cost over a KL-ball
around the nominal model:

sup Esung lcr (s)]
QEsmng (Drr(Q(s)IPs(s,))<B

where D, denotes the Kullback-Leibler divergence, and 5 > 0 is the radius of the KL-
ball. This is known as the robust MDP objective. The dual formulation of the robust MDP
objective is:

sup Eswng [cf (8)] — lEst [Drr (Q(s, ) [Py(s, )],
Q<Py a

where the constant o = () > 0 depends on 3. Using the Donsker-Varadhan variational
formula and Collatz—Wielandt formula, it can be shown that optimizing the robust MDP
objective is equivalent to minimizing

S0 = Z] ) s (1)

t—1
Af(a) = tlg& % In (E [exp (Z acf(sk)>
k=0

where the expectation is taken with respect ;. The existence of the above limit is a conse-
quence of the Perron-Frobenius theorem, whose details can be found in Moharrami et al.
(2022), Basu et al. (2008). Af(a) is known as the risk sensitive average cost. Similar to
J¢, the value of Af(a) does not depend on the initial state sg. « is thus referred to as the
risk factor, since larger values of o implies greater risk averseness. Note that in the limit
as a — 0, the risk-sensitive average cost converges to the risk neutral average cost, i.e.,
limy—0Af(a) = Jy. For simplicity, from now on, we fix & > 0 and write Ay instead of
Ag (o).

The above risk sensitive average cost can be expressed as the solution to the following mul-
tiplicative Bellman equation,

e Vi) — gacy(d) Z]P)f(jﬁ)evf(j)’ ViesS, (2)
jES
where the relative value function "7 is the eigenvector corresponding to the Perron-Frobenius
eigenvalue A ; associated with the matrix M = [M]; ; = [e* DP (j|i, £(4))]; ;-
Consequently, the multiplicative Bellman operator corresponding to a policy f, is an oper-
ator Ty : R‘f‘ — R‘f‘ defined as:

TreV (i) = e "Py(jli)e” V).
jeS

The multiplicative Bellman optimality operator T : R'jf' — R'jf' is defined as:

TeV (i) = min Te" (4), VieS.
e’ (i) 15{16111_[1 re’ (1) i



ExpoNENTIAL COsT Risk SENsITIvE MDPs - Mobiriep Poricy ITERATION

The optimal risk sensitive average cost is defined as the minimum risk averse average cost

across all policies, i.e.,
t—1
exp (Z ozcjr(sk)> S0 = Z]) . (3)
k=0

Let f € II denote the deterministic policy for which A; = A*, and let " = €'7 denote its
relative value function. It can be shown that the pair (A*,e"") is the unique solution (up
to multiplicative constant of ¢'") to the following equation:

1
A* =min Ay = min lim —In (E
fen fell t—oo ¢

A* V() s acy (i) P(ili V(j) Vi S 4
(& e = mine 1)e 5 1€ .
el jE f(]| ) ( )

3. Problem Formulation

The goal of robust reinforcement learning is to find a policy f € II for which Ay = A*. In
this work, we focus on developing a modified policy iteration to find such an optimal policy.
To this end, we change the dynamics of the underlying MDP by transforming its transition
probability as well as the one-step cost function. It can be shown that the optimality of a
policy will not be affected by this transformation. Similar ideas have been used in the case
of risk neutral average cost; however, the underlying transformation is different.

More specifically, fixing a constant x € (0, 1), we transform the dynamics of the MDP
as follows:

e The transformed cost is given by:
1 4
de(i) = o log((1 — k)e®r® 4 k), Vies.

e The transformed transition probabilities are given by:

(1 — k)e*GDP(jli,a) + k1(i = j)
(1 — k)eaclia) 4 g

Qjli,a) = , V(i,a) € S x A,
where 1(i = j) is the indicator function. For any policy f € II, Q(j|i) denotes the
probability of moving to state j € S from state ¢ € S upon taking action f(7).
Notice that for all (i,a) € S x A, we have Q(i|i,a) > (1_@% > 0. In particular, the
probability of staying in the same state under all policies is non-zero. In literature, such a
transformation is referred to as the aperiodicity transformation. Next, we state a theorem
that establishes a one-to-one correspondence between the optimal risk sensitive average
cost and the associated relative value function in the original MDP and the transformed
MDP. Hence, finding an optimal policy for the transformed dynamics is equivalent to find-
ing an optimal policy for the original MDP.
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Theorem 2 Given k € (0,1), we have the following:
1. Given (A*,e"V") satisfies (4), define
A =log((1 — k)N + k)
Then (A*, V") solves the following multiplicative Bellman equation:

A Ve() s ad (i) i1)eV "), vies. 5
et e 1}1611%16 ]zg;g@f(j‘z)e ’ t ()

2. Conversely, given (A*, V") satisfies (5), then

A _
A" =log (61—,;) : (6)

Then the pair (A*,eV") satisfies (4).

Define

Proof The proof of the above theorem can be found in Cavazos-Cadena and Montes-de Oca
(2003). It can also be verified that both the transformed and original problems possess the
same optimal policies. [

A crucial component to the convergence of the algorithm is a source of contraction,
which is obtained from any finite product of ergodic matrices. The transformation de-
scribed is necessary to ensure that such a contraction exists and is a consequence of the
lemma stated below.

Lemma 3 There exists a finite natural number R such that for any sequence of policies f1, fa, - -,
frell,

min Qp, Qp, -+ Qpy(j17) > 0. (7)
1,JES
Proof The proof of this lemma can be found in Appendix A.1. [ |

The modified policy iteration algorithm in the context of risk sensitive exponential cost
MDPs for the transformed problem is stated below.

3.1. Algorithm

The algorithm takes as input a sequence of natural numbers (m; : i € N) such that m; > 1
and a vector Vj € R” such that 3, "0 = 1.

Along with the partial policy evaluation and policy improvement steps, we also intro-
duce a normalization step where the value functions are scaled in every iteration. In the
case of risk-neutral average-cost modified policy iteration, the normalization step generally
involves subtracting the value function at some fixed state from the rest of the states. This
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Algorithm 1 Risk Sensitive Modified Policy Iteration
Require: (m; :i € N), V.

1: Setk=0
2: Set fry1(i) = argmin ey e S Q(j | 4, £(1))e¥¥U) VieS > Policy Improvement
jES
Define ¢t 52 QU | i fe ()60 = (Tppne'%) (0
3 V() (T;”k er/- ) (1) foralli € S. > Partial Policy Evaluation
k+1 )
g eVin@ o 0 goallie s > Normalization

> V419

ensures that the value function iterates do not diverge with repeated execution of the algo-
rithm. However, a similar normalization trick would not work for risk sensitive modified
policy iteration as not only do we need to ensure that the value functions do not diverge, it
is also necessary to make sure that they are uniformly bounded away from zero. The value
function being bounded away from zero is crucial to the convergence of the proof as will
be seen in the subsequent section.

4. Convergence Analysis of Algorithm

Let the risk sensitive average cost associated with policy f,+1 for the transformed model
be represented as A, +.- In the context of value iteration, it is well known that the consec-
utive value function iterates possess a span-seminorm contraction property (Bielecki et al.
(1999), Borkar and Meyn (2002)). More precisely, let g, h € R™. Then there exist constants
7,k,rsuchthat0 < 7 < 1,and N 3 k,r < oo such that

sp (g — hi) < 7"sp(g —h),

where the span of a vector v is defined as sp(v) = max; v(i) — min; v(7) and

dp(i) +1 9x-1(v)
9x(8) = min § ad; (i) + In ;QJIZ e

A similar contraction in the sup norm is satisfied in the discounted-cost setting, where the
discount factor serves as the source of contraction. A major roadblock in the convergence
analysis of modified policy iteration in the average-cost setting (both risk-neutral and risk-
sensitive) is that such a property is not satisfied by consecutive value function iterates. To
circumvent this issue, we exploit an alternate property associated with the ratio of iterates
obtained through a single step of policy improvement. In order to explain this property,
we define:

gn(i) =~ (8)
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and set u,, and /,, as

Un = TAX (gn(i)) 9)
fn = min (gn (7)) (10)

Lemma4 Let A* be the optimal risk sensitive average cost associated with the MDP considered in
Algorithm 1. Then ¥n > 0:

l, < AN < eAan < u, (11)
Proof The proof of the above lemma can be found in Appendix A.2. [

The above lemma is crucial to the proof of convergence of modified policy iteration. A

similar relation would hold for the reward maximization problem: ¢,, < Mt < el <,
Such a relation can be obtained in the context of risk-neutral average cost (Van der Wal
(1980)) as well. But since the Bellman Operator is additive in that regime, the proof is
relatively straightforward. The multiplicative nature of Bellman operator combined with
the exponential cost formulation, necessitates a different proof idea which hinges on the
careful utilization of the Perron-Frobenius theorem.

Such an observation helps us establish a contraction necessary to prove the convergence

of u,, to the optimal cost. Since u,, is lower bounded by e*”, it is possible to show exponential

convergence of u,, (and therefore consequently eMni1) to €. This is possible since u,, is
monotonically decreasing and evidently lower bounded.

Lemma 5 The sequence u,, is non-increasing, i.e. u, < un_1 for all n.
Proof The proof of this lemma can be found in Appendix A.3. [

Analogously, in the case of risk sensitive reward maximization, the sequence ¢,, is mono-
tonic in nature, that is, ¢,, > ¢,,_1.

Value Iteration leads to monotonicity in u, (non-increasing) and ¢, (non-decreasing).
This is a consequence of improving the policy at every iteration without any partial policy
evaluation. This symmetric monotonicity leads to an overall span contraction in the value
function. However, due to partial policy evaluation in modified policy iteration, such a
monotonicity is observed only for the maximum of the ratio of iterates, ie., u,, (or ¢, in case
risk sensitive reward maximization). Consequently, there need not be a span contraction
for the value functions. Hence it is necessary to rely on arguments independent of span in
order to prove algorithm convergence. This approach is delineated in the theorem below.

Theorem 6 Let gy, u, and ¢, be determined from Algorithm 1 as per (8), (9) and (10) respec-
tively. Then, u,, converges exponentially fast, i.e. there exist v, k such that 0 < v < 1 and for each

" (un — 6]\*) <(1-7) (un_k — eA*> )

Consequently, the risk sensitive average cost iterates converge to A*, that is,

lim u, = lim £, = e, (12)
n—oo n—o0
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Before proving Theorem 6, it is necessary to prove the boundedness of the value func-
tion iterates €"»() for all n > 0. The parameter y in Theorem 6 is obtained as a function
of the product of ergodic matrices and value function vectors e"». Hence in order for  to
be strictly positive, it is necessary that the sequence ¢ is uniformly bounded away from
zero. The normalization step in Algorithm 1 serves this purpose along with ensuring that

the magnitude of the iterates do not diverge.

Lemma 7 Let maxy my < C, where my, corresponds to the number of fixed point iterations per-
formed during partial policy evaluation during the kth execution of the algorithm 1. Then, there
exists 3 such that 0 < B < 1,

eV > B>0Vm>0. (13)

Proof The proof of this lemma can be found in Appendix A.4. The proof once again relies
on the ergodicity of the probability transition matrices Q, specifically on Lemma 3. [

We are now ready to present the proof of Theorem 6.
Proof By definition of g,,, we have

i) (@) @) @ (@) @) ) (@ne') 6)

(i) =~y = Vili) Vi) AGEE

INE

where (@fneV”> (i) = e*@n () > jes Pl fn(i))e¥"0) (a) follows from the fact that f,,,; is

the minimizing policy, and (b) is due to ¢"»() = m

Using the definition of €' (i), we have
(@) (@) @
(@) ()

(@7 Q™) ()
(@) ()

(@7 Qi) ()
(@7evr) ()

(@@ Qi) (@)
(@ @prret=)

Continuing the above for k time steps, we get

gn(i) <

IN

k41

(@@ @y @t eVr) ()

fn k+1

(@@ Qe - @ @fn,kﬂevn*k) (i)

In <
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Let H,, ), := @ﬁnil@;ﬁf@?ﬁ; Qm" * . From Lemma 3, we know that Q induces an

irreducible Markov chain for any sequence of policies, i.e.:
JdR <oosuchthatVm, -, mr € II: (Qr, Qr, - - Qrp,) (j|1) >0 Vi, j.

The number of time steps k is determined such that m,,_; + my_2 + --- + m,_; > R. This
implies that H, k(] | i) > 0 for all 4, 5.

Let "n-k := an i1 © Vi-k. We have

Hoeoo4) ()
Hy ' (i)
 Yies Huilj | i)enrld)
S res Hup (£ 1) e"ar(®
Zjes( Hy i (5 | i)eVn-r1) )
e Han(l | i)el i

e'n k(])
_Zjes( nk(ﬂl)€7 -0 > (enk(]>
Zzes nk(€|) Vi)

Define a probability measure ¢ as follows:

H, (5 | i)e'n- k(])
Sves Huye (€] ) €¥nr(0)

Notice that 0 < ¢(j | %) < 1since Hy, x(j | i) > Oforallé,jand 0 < 8 < eVn+ < 1 (from
Lemma 7) for all i € S. Therefore,

@n7k+le‘/7;7k («7) ev'i*k j
9n(i) < 3 ali |4) ( e ) =Zq<ili><T7@>-

\%4 \%4
jJES k(]) jes € nik(])

gn(i) < (

?r.

q(j [9) =

Let vy := min; j q(j | ¢) > 0. We have

gn(z) < 'VEn—k + (1 - 7) Un—k V.

This implies
Up < Ylpg + (1 =) Up—- (14)
Since 4, < e[\*, we have
Uy < ’76[\* + (1 — ) up—g-
Therefore,
(un - e]\*) <(1-7) (un_k - eA*> (15)

10
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Since u,, < u,_1 from lemma 5 and u,, > N from lemma 4, it follows from (15) that

un—>eA

From (14), we obtain

N <yl + (1 =) up.

Therefore,
A —Uup <y by —uy),
which yields
0 <~ (up—14,) < (un —e]‘*) .
Since u, — e[‘*, we conclude that ¢,, — u,, — ¥¢,, — M as desired. |

From Theorem 2 we can equivalently obtain the original optimal risk sensitive A* av-

TeV) (i
erage cost and the corresponding value function associated with it. Note that if ( ;V (2)(2) =

d > 0, then the transformation in Equation (6) provides a A which is in a é-scaled neigh-
bourhood of A*. More details can be found in Cavazos-Cadena and Montes-de Oca (2003).

5. Conclusion

We presented a modified policy iteration algorithm which can reduce the computational
burden of standard policy iteration for risk-sensitive MDPs. The proof of convergence relies
on techniques that are quite different from the existing literature for discounted and risk-
neutral average-cost problems. As in prior work for discounted-cost problems, our results
can further be used to provide performance guarantees for RL algorithms.
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Appendix A.
A.1. Proof of Lemma 3

Given finite state and action spaces, the total number of deterministic policies are given
by |II|= |A|lSl= m". Since every policy induces an irreducible Markov chain, P2(jl) >
0Vi,jeS,Vfell. When R = m" + 1, there exists a policy that is repeated at least twice
in the sequence. Hence, if R = (n—1)-m"+1, there exists a policy which is repeated at least
n times. Since in the transformed model, under every policy the probability of staying in
the same state is non-zero, there exists a non-zero probability of traversing from any state
to any other state when R > (n — 1) - m" 4 1 under any sequence of policies.

A.2. Proof of Lemma 4

° u, > ¢Mat1 . Recall by definition that

TeVn(® TeVn® Ty V(i)
— > — n+1 .
Unp, mlax ( I ) 1) VI00) VieS

Therefore, we have

eV @ > dtn1 @ Z@ﬂm (j | §) e,
jes
and thus

v, 0 %4
Unpe" 2 anJrl (e n) .

where, Qy, ., (i, §) = e¥n+1 (1)Qy, ., (7 | 1)
Consequently;, it follows that

_ , - k+1 o,
unQ.];{n+1 (eVrl> 2 (an+1> e‘/:n

@ k @ k+1

(7 / ’
_ n ~fnJrl €Vn > ~fn+l €Vn
eAfn+1 eAfn+1 eAfn+1

and

Consequently,

- k . k1
. u Qy, C Qy, /
lim —= Fnt1 | Va > lim Sfnt1 eVn

k—o0 e/\fn+1 eMfnt1 k—o00 Afpi1

Since Q satisfies the conditions of the Perron-Frobenius theorem, by definition, so
does Q. The vector €' consists of all positive elements and hence, in the limit of
k — oo, due to power iteration, the following holds true:

14
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Unp
= z 2>z,
eAfn+1

. / . . . .
AsQy, ., and e'» are both non negative, the resulting = is a non-zero vector containing
non negative elements. Hence we obtain,

Up > €Mt
as desired.

A < ¢Mut1, Recall that

A V*(i) - adg (i) Sl e V()
et e = mine g Q i, f(1))e
et = (,7 ’ f( )
< eo‘dfnﬂ(") E Q(j | i, fn 1(2)) eV*(j)_

jes
Therefore, we have

ad i L. . .
V) < € 2 > ies QU i, fuya (i) "D

>~ eA*

Ui OF [V | 3 = i, fr41]
el
ady, (i) ady, ,  (w1) .
e [e R [ev (=2) | .Z'lafn+1:| ‘ xo = i7fn+1]
eA* eA*

Iterating, we get

k—1
e2i=0 Adf, (mi)V*(

)

Since V*(xi) < M < oo for all z, € S, we have

@) < i)

o

B AV (0) < n By, [en im0 Aol @) 4 in(ar),

or equivalently

V* (o) <

A+ . %ln (Em [6“2?501 d(%fnﬂ(xi))]) WM

k

As k — oo, we obtain
A* S Af n+1°
By monotonicity of the exponential function, we conclude as desired that

eA* S eAfn+1'

15
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o (, <eM.

Recall that eM” satisfies the following equation:

M eV = min eo‘def (ev*> .
Fell

Let the minimising policy be f*. We have

i €V7IL (@) eV,{ (%) eV/L @) evn (Z)

Therefore,

0,eVn(D) < godpe (i) ZQ G |4, f*()) eVali) — (@f* (eVA)> (i)

jes
It follows that

En@]}* <€V,§) < @l}flewl.

/ ~ k ~ k+1
n ( Q) v (@) w
eA \ e el

As a consequence of Perron-Frobenius theorem, it follows that

Similarly, we have

£, < e]\*,
as desired. This concludes the proof.
A.3. Proof of Lemma 5
Recall that
(T%) (4)
Un = ThAX CeVa(i)
Te(Vn) ) (i)
Let 2* = arg max; A so that
(Te(Vfl)> (z*)
Up = V)
(@ () )
a eV (x*)
(@, () @)
< !
- eV (x*)
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Since ¢"nli) = %, it follows that
JES

Qy, (" (x"))
Un S =
@fn@m” teVno1(z¥)

Q;n" 16Vn 1(x )

n

(@ (Qre¥i)) @)
(@) @)

LeteVn-1 = Q f.en-1and H, = Qm” ! It then follows that

(H eWn- 1) (x*)
< ,

(Hne‘/nfl> (x*)

> jes H(j | a¥)ena0)
s H(j|ar)etirt)

w1 ()
”7 Then, we have

Let p = arg max; R
e n 1

W) W)

T S nm
This yields
Sk ' G) | eV
Ses (G )0 G50
Up < I .
Sjes H(j | #)e 0
Therefore,
eW'rlLfl(p)
Un S )
Qy, <€V':*1) ()
o e 1(17)
(Tevﬁfl) (1)
:mlax eVA o) = Up—1,

which establishes the desired monotonicity.
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A.4. Proof of Lemma 7

Since "4 () = % it follows that } . s e Vi() = 1. We then have

Ve = (TT1eVi1) ()

k
Letd = minyedy and d = max e dy. Then,
Tpeir(i) = e S QUi fui))e'i?)
jes
> e*d(Qpe"1)(0)

Iterating,

(T;:k—ler’il)(i) > em’“*lad((@;zk’leviéfl)(i)

emkflad((@;‘zkil ekal )(Z)

ZjeS eVi-1(4)

emk,lad((@?k—l er,l ) (Z)
k

ZjeS eVi-104)

eVe () >

Further iterating,

e lot Mk Lad(ka 1Q;Zk 12' Q 0 Vo)()

_Z Sekl(]z Serz Z SeV1

From Algorithm 1, for a sufficiently large k, we have Zf:_ol m; > R. Defining Hy, = QZ’“*QZ’i *12 .. Q’J}IO

Lemma 3 yields € = min; ; H,(i | j) > 0, we continue the above sequence of inequalities:

eVe(i) >

eZl 1 Mk— ladz Seevo(])
_Zesekl(])z Serz 26861

eZl 1Me—10d g

ZESer 1(]2 Serz Zesel

eVr(i) >

(16)

(17)

Similarly we obtain,

emk,laa((@?k—l er,l ) (Z)
k

Vi) <
e = > es €V 10)

Further iterating,

625:1 mkfzaE(Q;’Zkle;zl:z' Q 0 Vo)()

Vi(d) < : _ :
- ZjeS eVi-104) ZjeS eVi—207) . ZjeS eVi(d)

(&
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This implies
k_ mp— O[E
Zer(i) < — nezl—lv k z‘) _
€S Zjese ko1l Zjese k-2 "'Zjese 1(7)
Therefore, | | |
1 > ZJGS ekal(J) ZjeS er72(J) - zjes 6V1(J) (18)
>ies eVi(®) ne>si—1 mk—10d
Combining (16) and (18), since VI, m; > 1 and m; < C
er(i) ezf:1 mkfladg ekozgl6
ZjES er(]) o ner:1 my_jad nekCad ( )
" chad
We conclude that ¢"=() > 3 > 0 for all m, where 3 = C —
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Appendix B. Approximate Risk Sensitive Modified Policy Iteration

In this appendix, we prove the convergence of risk sensitive approximate modified policy
iteration for exponential cost MDPs subject to certain constraints on the approximation ac-
curacy.

Define the Bellman Operator T; : Rt — R as follows:

(Tre") () = 2O 3" Qi (0)) "

JES

Algorithm 2 Approximate Risk Sensitive Modified Policy Iteration
Require: (m; : i € N), hg such that }_, g e @ =1.

1: Setk=0

2: Compute fj4+1 € II such that:

h
1 < Tfk+1e k €
|| TeM -
o
> Approximate Policy Improvement
3: Define e"/k+1() (T;Zi 1ehk> (¢) foralli € S. > Partial Policy Evaluation
n . hf ) (2) ) ) )
4: e Fra ) — Ze :;1 o foralli € S. > Normalization
je Tktl
5: Compute elk+1 such that,
eh}k+l
01 < T < 0a.
o

> Approximate Policy Evaluation

B.1. Convergence Analysis

Consider the following definitions required for the proof of convergence of the algorithm
iterates:
L~ Telx(d)
(i) = i)
l, = min g (¢
P es 9x()
U = ma ?
BEES 9x()
In order to obtain the finite time and asymptotic performance of the iterates obtained as
a consequence of the above algorithm, it is necessary to prove the lemma characterising a
single step of approximate policy improvement below.

Lemma 8 Given the iterates l,, uy, obtained from algorithm 2, Vk it is true that,

I < e <M < e (20)
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Proof Recall the definition of I,

. Tel#(i)
e = min 5
Telw (7)
- ehk(i)
i ©O s QUL £6) ()
~ fel el (@)

Let f* be the policy which yields the lowest risk sensitive average cost ¢*". Recall that el
satisfies the following equation:

eA* eh* _ mln eocdef (eh*> )
fell

Then,
< eavds (1) > ies Qi () e (j)

lk - ehk (@)

Therefore,

e @ < 20N "Q (j]i, £*(i)) e
JjES

= <@f* (eh‘“)) (i)
where Q(ji, f*(i)) = e+ DQ (j]i, £*(3)). It follows that,

b (@) < @ptele,

l ~ n ~ n+1
Ee) e (2]
eM \ e e

~ n ~ n+1
lim llf % el < lim @f* elw
n—00 eA* eA* ~ n—oo eA*

Since Qy satisfies the conditions of the Perron-Frobenius theorem, by definition, so does
Qy for all f € II. The vector e consists of all positive elements and hence, in the limit of
n — 00, due to power iteration we obtain the following:

~ n
lim <@f> el =
n—00 eA*

21
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where z is a vector with all non negative entries.
Hence we obtain the following,

lf“ z2 <z
el
which yields the following:
lk < 6]\*
as desired.
Recall that
A* h*(i) _ s oy (d) S Y\ h*(5)
e min e ZQ(]\Z,f(z))e
JES
< DN Qi |4, frra (i) €D,
jes

Therefore, we have

) L0 ZjeS Q@ |14, fra1(i)) eh™9)

e < A
€A
eadfk+1(Z)E [eh*(l‘l) | xro = ’L., fk+1]
ady, - (4) ady (%1)
e ht1 e Jk+1 * )
< ai [ ——E {eh (@2) | xlafk—l—l} ‘ Ty = Z7fk+1]
e e
Iterating, we get
St adpy (x) px
(@) < | ¢ " m) To

()"
Since h*(z,,) < M < oo for all z;, € S, we have

or equivalently

A* + h*fzo) < %ln (Emo [ea Dt d(mi’fk+1(mi)):|) + %

As m — 0o, we obtain
A < Af B4l
By monotonicity of the exponential function, we conclude as desired that

eA* S eAfn+1'
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We now present the last part of the proof.
Recall the definition of uy,

B Tel (i)
Uk = X =)

- Tehx (z)

- ehk(l)

From the policy improvement step of the algorithm, we obtain,

h .
wp > Tfk+1e k(l)
gehk(l)

eukehk(i) > @1 (0 Z Q (jli, fror1()) el ()
jES
Since Q(ji, frp1(i)) = k11 Q (712, fr+1(2)), it follows that,

O h O+l h
up€ (Q?kﬂe k) > @}‘:He k.

~ n ~ n+1
€Uy ka+1 ol > ka+1 ohk
eAfk+1 ef\fk+1 - eAfk+1

~ n ~ n+1
) euy, OF% ) Qy,
lim ——— f;k“ et > lim f;k“ ehe
n— 00 eA k+1 6A k+1 n—00 6A k+1

Since Qy satisfies the conditions of the Perron-Frobenius theorem, by definition, so does

@ ¢ for all f € IL. The vector e consists of all positive elements and hence, in the limit of
n — 00, due to power iteration we obtain the following:

~ n
lim ( (%f* ) et = b
n—00 \ pA’k+1

where b is a vector with all non negative entries.
Hence we obtain the following,

Similarly, we have

€U
7k p>p
eAfk+1 -

which yields the following:

Afk+1
ULE > e
as desired. Hence, we obtain,

I, < e < eAfk+1 < upe
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Given the above lemma, we now present the main theorem of this section that is the
performance bound of policy obtained through repeated execution of algorithm 2.

Theorem 9 Let vy € (0,1). Let n € N such that my, + my_1 + --- + my_, > R. Suppose the
approximation errors 01, 02 and € are such that

Then, the iterates hy, generated by algorithm 2 satisfy:
[\*

A A k A *
e A

where o = ((%) (14 (e—1)y) — 1) and ~' = (%) (1—7).
Proof Recall the definition of gy (i):

_ Telx(4)
< —— 7
9 () < el (i)
Tf k el (Z)
- ehk (@)
Since T is a minimizing operator. From algorithm 2, we know that
ehf k
ehk

01 <

< 6,

oo

) R (3)
Since () < ¢ ?; , Vi € S, we obtain the following;:

Tfk eh}k (Z)

9 (@) < dp el (@)

: 1 d2
Since IS W
e Jk

we obtain the following:
52 T e (i)

1) < = —
gk( ) = 51 ehfk(l)

An important property of T,V f € Il is its scaling with scaled inputs as shown below. Let
5 € R be a constant, then forall i € S,

(Ts (8e")) G) = 2O " @i, £)) B
jES

= Be” DN " Q jli, f(i)) eV

()6
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hfk

Recall that "7 = W Due to the multiplicative scaling property of T s, substituting

(@)

for ¢ yields the following,

L 0o Ty (i)
< 22 _JkZ "\
gk(l) = 51 ehfk(i)

From algorithm 2, we know that e/ () = T;’Zkil er=1(7),
o T el i)
=6 T?" Yehr—1(7)

e T (T 1) ()
T 6 Tf:’lehkfl (7)

gk (i) <

Since Tf,ceh’v*1 < e€Telw—1,

_ Soc T;zk’l (Tehkfl) (i)

gi (i) < o T;z’“’lehkfl(i)

o€ ka (T ehi=1) (i)

1 T;’Zk Yelr—1(7)

5pe Tr ™ (T a1 ) (0)
-8 Tt teia(d)

2 TR (Tr ) ()
— T e (i)

BT (T ) @
=% Tk el (i)

e i (T o) )
— Tfm: T ek i)

m h _ .
e T TR (T2 ()

52 T:‘zk 1-|—mk 12 hk Q(Z)

<52€>2 ka 1ka 2 (Tehk,g) (Z)

51 Tyt 1ka 2ehi-2 (4)

Iterating similarly, we obtain,

Th—1 M2 Mpg_n Ri—n (s

gk(l) (52€> fk Tfk 1 Tfkfnﬁ»l (Te g ) (Z)
Mg—11Mk—2 Mk—n  _hp (7
01 Tfk Tfk . .Tfkinﬂe k=n (1)
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Define the following:

_ TME—1TME—2 My _n
H”’k - Tfk Tfkﬂ e 'Tfkfnﬁ»l

ewn,k(i) — Tehkfn (Z)

evn,k(i) — ehkfn (Z)

g (7) can hence be expressed as:

H,, e’k (1)
_ <§2§>7lEjjeslfnk(Ju)ewnk(J
51 ZjES Hn,k(j‘i)evn’k (])

where H,, 1,(j|i) is the element corresponding to the ith row and jth column.

n i15)evn.k () W,k (4)
i) < <%> E Hn,k(]‘z)e‘ : ()ev -
01 — > yes Hn i (ylt)etn ) etn il

J

Define a probability measure g, ;. as follows:

i Hmk(j’i)evn,k(j)
Qn,k(]h) = Zyes Hmk(yu)evn’k(y)

Let H, j, := @2“1@2’:2@2:3 e @2’2’;1 From Lemma 3, we know that QQ induces an

irreducible Markov chain for any sequence of policies, i.e.:

JR < ocosuchthatVmy, -, mr € II: (Qr, Qr, - - - Qrp) (J]2) >0 Vi, .

The number of time steps n is determined such that mj;_1 + mg_o + - -- + mi_, > R. This
implies that H,, (j | 7) > 0 forall 4, 5.

Note from Lemma 10, we obtain that ¢?»+() > c1 > 0,Vn, k, where c; is a positive constant.
Hence the minimum value of the transition measure g, ;, is nonzero and defined as below:

7 := min q(j|i)
7’7]

Thus g (i) can be bounded as below:

%m§<%§ Gmme .+u—wmwi——>
1 J

eVn.k (]) j eVn,k (J)

= (B (i Ty g T

) i el (f)

g(%ﬂnwmm+u—wmmm
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From Lemma 8§,
. 526 " A*
< | = _
%®_<&>(% + (1= 7))

Since the above relation is true forall 7 € S,

5 A
1%<(;)(WA+u—wmw)
upe < <%> (’yee]\* +(1- ’y)uk_ne)

1

<uke - eA*) < (%)n (1-7) (uk_ne - e]\*) + el <<%>n (1+ (e — 1)) — 1>

Define the following:

Important Condition: For ' to be a valid source of contraction, 7' should be less than 1.
Therefore the m; have to be chosen such that, (521€> is small enough to ensure that 7' is a

contraction. Note that v < | E Provided that 4/ is less than 1, we have the following:
(uke—e > <7 <uk n€ — € >—|—Je
<+ (’y (uk n€— e )—i—ae )—i—ae

Note that from Lemma 8, we know that uie > A ,Vk. Hence it is possible to iterate the
above equation to obtain,

A*

e k A * oe
e ) < 0 )+ 22

Since from Lemma 8, we know that M < uge, we obtain the following,
k A

(o) S0 = ) 2
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B.2. Some Remarks on theorem 9

Note that as the approximation becomes perfect, thatis §; = 1,62 = land e = 1,

the risk sensitive average cost ™41 obtained from the algorithm converges exactly
to the optimal risk sensitive average cost. In other words o will be 0.

Note the condition on «' for it to constitute a valid source of contraction is a conse-
quence of the multiplicative Bellman equation associated with the risk sensitive av-
erage cost. In the case of risk neutral average cost, such a condition disappears and
the approximation results hold more generally for all magnitudes of d;, 62 and e. For
more details refer Murthy et al. (2023).

Since the condition on 7/ requires more accurate policy evaluations and policy im-
provements as n increases, a possible way to circumvent this issue is by ensuring that
m; > R for all iterations of the algorithm. This would ensure n to be equal to one. In
other words, better the policy evaluation, lesser the approximation loss.

Lemma 10 Let maxymy < Cy, where my, corresponds to the number of fixed point iterations
performed during partial policy evaluation during the kth execution of the algorithm 2. Then, there

exists

7" such that

e (@) >7' > 0.

Proof Recall from the algorithm,

Then,

Letd

h .
h}kﬂ (2) ekt @)
e =

ZieS ehfk+1 (@)

;o
= Zehfkﬂ(” =1
€S

h ] TN T
(P =T ()

m h, .
- szfue i (1)
e
= minger df, then
h . o 7 .. . h 1
(Thene()) = @ ST, fira ()"
JjES

> eod <ka+1eh}k) (4)

Repeating the above we obtain,

(T3 &) () i <@i§; )
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Substituting for A/, ,
k

emrad (@fkﬂehfk) (Z)
02 jes 1)

(T, e) (i) =

emrad <ka+1ehfk) (Z)
022 jes 1)

ehfk+1 (@) >

Iterating the above equation we obtain,

adzk: M — ( MEg—1 mo ho) .
ehfk+1(i) > € =0 ? ka+1Q Qfl e (Z)

- k+1 h h
(62)"" >jese 50 >jese il - Djese Pl

From Algorithm 2, for a sufficiently large k, we have Zf:_ol m; > R.
Defining Hj, = Q kaka '...Q}°, Lemma 3 yields A = min; ; Hy(i | j) > 0, we continue
the above sequence of inequalities:

3ok p ) 3 ies el
(02" s €D Y g i 05 g e @)

Since we know that } ;¢ e0li) = 1, we obtain the following relation,

e ) >

adzl;:omk—p/\
(52)k+1z el (9) > Sefk 1) zjesehfl(j)

e >

(21)

Similarly,

h, .
L T et (g
ehfk+1(l) S fk+1 ( )

o1
Let d = max ey dy, then

(i) = e O 3T Qli, fra ()5

jES

< e (@fweh}k) (4)

<Tfk+1

Repeating the above we obtain,

emrad (@fkﬂeh/fk > (4)
01

(Tj.) 0 <
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Substituting for A/, ,
k

emkaa (@fkﬂehfk) (Z)
01 jes 1)

(T, (0) <

emrod <ka+1ehfk) (1)

e () < .
012 jes 1)

Iterating the above equation we obtain,

i k
42 p—0 Mi—p (Q;’;k @2’“’1 . Q;’Z(’eh‘)) (1)

ehfk+1 (Z) S ‘ +1 ' ‘
((51)/6-‘1-1 ZjeS el (4) ZjES ehfkil(]) o ZjeS el %)

. oﬂzk: my_
S M < [SlettZn-omes

B . % - ,
icS ((51) +1 Zjes ehfk (9) ZjES e fk71(J) o ZjES ehfl %)
We thus obtain,
A . L . .
1 > (61) o Zjes ehfk(”Zjese fkfl(])...zj’es el (9) (22)
. hfk+1(i) - oﬂzk:O Mi—_p
Dies® |S|e*® &»
Thus from appendix B.2 and appendix B.2, we obtain the following,
i () 5\ eo(d=d) 3p_gmi—iy
S O
Zies ehfk+1 () = <52> ‘S’
a(d—d Zk_ mp_;
LetT = ¢ @ |§|70 "7’ then we have,
From the algorithm 2, we then obtain the following,
% .
eh1(i) > e T (i) > T
IR )
Defining & = 7/, we obtain the statement of the lemma,
elrr1(d) >7 >0
|
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