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Abstract

This paper focuses on stochastic methods for solving smooth non-convex strongly-concave
min-max problems, which have received increasing attention due to their potential applica-
tions in deep learning (e.g., deep AUC maximization, distributionally robust optimization).
However, most of the existing algorithms are slow in practice, and their analysis revolves
around the convergence to a nearly stationary point. We consider leveraging the Polyak-
Lojasiewicz (PL) condition to design faster stochastic algorithms with stronger convergence
guarantee. Although PL condition has been utilized for designing many stochastic mini-
mization algorithms, their applications for non-convex min-max optimization remain rare.
In this paper, we propose and analyze a generic framework of proximal stage-based method
with many well-known stochastic updates embeddable. Fast convergence is established in
terms of both the primal objective gap and the duality gap. Compared with existing
studies, (i) our analysis is based on a novel Lyapunov function consisting of the primal
objective gap and the duality gap of a regularized function, and (ii) the results are more
comprehensive with improved rates that have better dependence on the condition number
under different assumptions. We also conduct deep and non-deep learning experiments to
verify the effectiveness of our methods.

Keywords: Min-Max Problems, Non-Convex Optimization, Stochastic Optimization, PL
Condition, Proximal Stage-Based Method

1 Introduction

Min-max optimization has a broad range of applications in machine learning. In this pa-
per, we consider a family of min-max optimization problems where the objective function
is non-convex in terms of the min variable and is strongly concave in terms of the max
variable. It covers a number of important applications in machine learning, such as deep
AUC maximization (Ying et al., 2016; Liu et al., 2020b; Guo et al., 2020) and distribution-
ally robust optimization (DRO) (Namkoong and Duchi, 2016, 2017; Rafique et al., 2018).
In particular, we study stochastic gradient methods for solving the following non-convex
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strongly-concave (NCSC) min-max problem:

min max f(x,y), 1
zeRd yey f( y) ( )

where Y C R? is a convex closed set, f (z,y) is smooth, non-convex in x and strongly
concave in y. We assume the optimization is only through a stochastic gradient oracle that
for any z, y returns unbiased stochastic gradient (G, (z,y;€), Gy (z,y;€)), ie., E[Gz(x,y; &)] =
Vfw(ﬂi', y) and E[gy($a Y; E)] = ny(ZE, y)

Stochastic algorithms for solving (1) have been studied in some recent papers (Lin et al.,
2020a,b; Liu et al., 2020b; Rafique et al., 2018; Yan et al., 2020; Yang et al., 2020a). How-
ever, most of them are slow in practice by suffering from a high order of stochastic first-
order oracle call complexity, while others hinge on a special structure of the objective
function for constructing the update (Liu et al., 2020b). How to improve the convergence
for generic non-convex strongly-concave min-mazx problems remains an active research area.
There are two lines of work trying to reduce the stochastic first-order oracle call complex-
ity of stochastic algorithms for NCSC min-max optimization. The first line is to leverage
the geometrical structure of the objective function, in particular the Polyak-Lojasiewicz
(PL) condition (Liu et al., 2020b; Yang et al., 2020a). The second line is leverage variance-
reduction techniques (Luo et al., 2020; Yang et al., 2020a; Huang et al., 2022; Xu et al.,
2020; Rafique et al., 2018).

In this paper, we conduct a comprehensive study to improve the convergence for NCSC
min-max optimization by leveraging the Polyak-Lojasiewicz (PL) condition of the objec-
tive function. A smooth function h(zx) satisfies u-PL condition on RY, if for any z €
R there exists u > 0 such that |[Vh(z)|> > 2u(h(x) — h(x.)), where z, denotes a
global minimum of h. Although the PL condition has been utilized extensively to im-
prove the convergence for minimization problems (Allen-Zhu et al., 2019; Arora et al., 2019;
Charles and Papailiopoulos, 2018; Du et al., 2019; Hardt and Ma, 2017; Karimi et al., 2016;
Lei et al., 2017; Li and Liang, 2018; Li and Yuan, 2017; Li and Li, 2018; Nguyen et al.,
2017; Polyak, 1963; Reddi et al., 2016; Wang et al., 2018; Zhou et al., 2018; Zhou and Liang,
2017), its application to non-convex min-max problems remains rare (Liu et al., 2020b;
Nouiehed et al., 2019; Yang et al., 2020a). The key difference between the present work
and these previous studies is that we focus on improving the dependence of conver-
gence rate on the condition number (the ratio of smoothness parameter to the PL
constant) for NCSC min-max optimization. Our contributions are summarized below.

e Algorithms. We analyze a generic framework of proximal stage-wise stochastic (PES)
method, which in design is similar to practical stochastic gradient methods for deep
learning. In particular, the step sizes are decreased geometrically in a stage-wise manner.
Various stochastic updates can be leveraged as a plug-in in the PES framework, including
stochastic optimistic gradient descent ascent (OGDA) update, stochastic gradient descent
ascent (SGDA) update, and min-max adaptive stochastic gradient (AdaGrad) update,
and min-max STORM update (a recursive variance reduced method).

e Analysis. We conduct novel analysis of the proposed stochastic methods by establishing
fast convergence in terms of both the primal objective gap and the duality gap under
different PL conditions. The analysis is based on a novel Lyapunov function that consists
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Table 1: Comparison of sample complexities for achieving e-Objective Gap and and e-
Duality Gap. P(z) is L-smooth and is assumed to obey pu-PL condition; f(z,y)
is f-smooth in terms of = and y, and is p, strongly concave in terms of y. For
duality gap convergence, it requires a stronger assumption that f(x,y) satisfies
z-side u,-PL condition. * marks the results that are not available in the original
work but are derived by us.

Objective Gap Duality Gap Remarks on
Conditions
— Z £ — £ Z
L=1(++ L<it+ L—Z-&-M L<i++
Stoc-AGDA Y ) o * Vi * ) . .
(Yang et al., 2020a) © (uzuéf 0 (u%f) © (#%u%) 0 (uzuruif) w/o strong concavity
PES-OGDA ~ : ~ N2 5 — > '
PES-SGDA 0 (_2%;?) 0} <%’Tf7)f) 0 (m) 0 (%) w/ strong concavity
PES-OGDA ~ ~ ¢ ~ ~ p-weakly Convex
PES-SGDA 0 min{sx, ;L/}e) 0 (min{u,u“c) o (u mm{u #/}f) o (;LT min{y, N/}t> p< O(N’)
T
. _ z(l ) ~ (L+l)2) o) LH 24 e Slow SG Growth
PES-AdaGrad ( u‘ﬂ f ) 0 ( G2 0 ((u IGEET f 0 ( u‘mwf (growth rate a € (0,1/2))
PES-STORM (W ) 0 (uf—g) (W - ) (W - ) Individual Smoothness
b @  l

of the primal objective gap and the duality gap of a regularized problem. The convergence
of the primal objective gap only requires a weaker PL condition defined on the primal
objective. For the convergence of the duality gap, the objective function satisfying a
pointwise PL condition in terms of x is assumed.

e Improvements. We make non-trivial improvements of the basic convergence rate by
improving its dependence on the condition number under different conditions, include
the almost-convexity condition with a small weak-convexity parameter, the slow growth
condition of stochastic gradient for AdaGrad update, the individual smoothness condi-
tion for STORM update. The dependence on the condition number can be reduced
from O(¢*/u?) to O(¢?/p) and O(¢/u) under appropriate conditions. We summarize our
convergence results on both objective gap and duality gap in Table 1.

Finally, we demonstrate the effectiveness of the proposed methods on non-convex AUC max-
imization with a square surrogate loss and non-convex distributionally robust optimization.
It is also notable that the proposed method has been used in the literature for maximizing
a robust objective for deep AUC maximization (Yuan et al., 2020), which further demon-
strates the effectiveness of the proposed methods.

2 Related Work

2.1 Non-Convex Min-Max Optimization

Recently, there has been an increasing interest on non-convex min-max optimization (Rafique et al.,
2018; Jin et al., 2019; Lin et al., 2018, 2020a; Liu et al., 2020a; Lu et al., 2020; Nouiehed et al.,
2019; Sanjabi et al., 2018; Thekumparampil et al., 2019; Ostrovskii et al., 2020; Lin et al.,
2020b; Yang et al., 2020a; Luo et al., 2020; Xu et al., 2020; Huang et al., 2022; Tran-Dinh et al.,
2020; Lu et al., 2020; Bot and Bohm, 2020; Zhao, 2020; Wang et al., 2020; Yang et al.,
2020b; Zhang et al., 2021b; Qiu et al., 2020; Han et al., 2021; Tran-Dinh et al., 2020; Huang et al.,
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2021; Xian et al., 2021; Luo and Chen, 2021; Fiez et al., 2021; Xu et al., 2021; Lei et al.,
2021). Below, we focus on related works on stochastic optimization for non-convex con-
cave min-max problems. Rafique et al. (2018) proposed stochastic algorithms for solv-
ing non-smooth weakly-convex and concave problems based on a proximal point method
(Rockafellar, 1976). They established a convergence to a nearly stationary point of the pri-
mal objective function in the order of O(1/€%), where € is the level for the first-order station-
arity. When the objective function is strongly concave in terms of y and has certain special
structure, they can reduce the stochastic first-order oracle call complexity to O(1/€*). The
same order stochastic first-order oracle call complexity was achieved in (Yan et al., 2020) for
weakly-convex strongly-concave problems without a special structure of the objective func-
tion. Lin et al. (2020a) analyzed a single-loop stochastic gradient descent ascent method for
smooth non-convex (strongly)-concave min-max problems. Their analysis yields an stochas-
tic first-order oracle call complexity of O(1/€®) for smooth non-convex concave problems and
O(1/€*) for smooth non-convex strongly-concave problems. Recently, Bot and Bshm (2020)
extends the analysis to stochastic alternating (proximal) gradient descent ascent method.
Improved first-order convergence for smooth problems has been established by leveraging
variance-reduction techniques in (Luo et al., 2020; Yang et al., 2020a; Huang et al., 2022;
Xu et al., 2020; Rafique et al., 2018). However, none of these works explicitly use the PL
condition to improve the convergence. Directly applying PL condition to the first-order
convergence result leads to a stochastic first-order oracle call complexity worse than O(1/¢)
for the objective gap.

2.2 PL Games

PL conditions have been considered in min-max games. For example, Nouiehed et al. (2019)
assumed that h,(y) = —f(z,y) satisfies PL condition for any x, which is referred to as y-
side PL condition. The authors utilize the condition to design deterministic multi-step
gradient descent ascent method for finding a first-order stationary point. In contrast, we
consider the objective is strongly concave in terms of y, which is stronger than y-side
pointwise PL condition. Recently, Liu et al. (2018) assume a PL condition for a NCSC
formulation of deep AUC maximization, in which the PL condition is defined over the
primal objective P(x) = maxycy f(x,y), which is referred to as primal PL condition.
They established a stochastic first-order oracle call complexity of O(1/¢) for the primal
objective gap convergence only. However, their algorithm and analysis are not applicable
to a general NCSC problem without a special structure. In contrast, our algorithm is
more generic and simpler as well, and we derive stronger convergence result in terms of the
duality gap. In addition, our analysis is based on a novel Lyapunov function that consists
of the primal objective gap and the duality gap of a regularized function, which allows us
to establish the convergence of both the primal objective gap and the duality gap.

More recently, Yang et al. (2020a) considered a class of smooth non-convex non-concave
problems, which satisfy both the y-side PL condition and z-side PL condition'. They pro-
posed stochastic alternating gradient descent ascent (Stoc-AGDA) algorithms and estab-
lished a global convergence for a Lyapunov function P(x¢) — P + MN(P(x¢) — f(z,y:)) for a
constant A, which directly implies the convergence for the primal objective gap. After some

1. We notice that the x-side PL condition can be replaced by the primal PL condition for their analysis.
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manipulation, we can also derive the convergence for the duality gap under the assumption
that x-side PL condition holds. This work is different from (Yang et al., 2020a) in several
perspectives: (i) their algorithm is based on alternating gradient descent ascent method
with polynomially decreasing or very small step sizes, in contrast our algorithm is based
on stage-wise stochastic methods with geometrically decreasing step sizes. This feature
makes our algorithm more amenable to deep learning applications (Yuan et al., 2020); (ii)
we make use of strong concavity of the objective function in terms of y and develop stronger
convergence results. In particular, our stochastic first-order oracle call complexities have
better dependence on condition numbers.

Finally, we note that there are a lot of research on deep learning to justify the PL condi-
tion. PL condition of a risk minimization problem has been shown to hold globally or locally
on some networks with certain structures, activation or loss functions (Allen-Zhu et al., 2019;
Arora et al., 2019; Charles and Papailiopoulos, 2018; Du et al., 2019; Hardt and Ma, 2017;
Li and Liang, 2018; Li and Yuan, 2017; Zhou and Liang, 2017). For example, in (Du et al.,
2019), they have shown that if the width of a two layer neural network is sufficiently large,
PL condition holds within a ball centered at the initial solution and the global optimum
would lie in this ball. Allen-Zhu et al. (2019) further shows that in overparameterized deep
neural networks with ReLU activation, PL condition holds for a global optimum around a
random initial solution.

3 Preliminaries

We denote by ||-|| the Euclidean norm of a vector. A function h(x) is A-strongly convex on X
if for any z,2’ € X, Vh(2') T (z—2')+3|lz—2'||*> < h(z) —h(z'). A function h(x) is p-weakly
convex on X if for any z,2’ € X, Vh(2))" (z — 2') — §|lz — 2/||> < h(z) — h(2/). h(z) is L-
smooth if its gradient is L-Lipchitz continuous, i.e., ||[Vh(z) — Vh(z)|| < L||x —2'|,Vz, 2’ €
X. An L-smooth function is also a L-weakly convex function. A smooth function h(z)
satisfies -PL condition on RY, if for any x € R? there exists y > 0 such that || Vh(z)||? >
2u(h(z) — h(xy)), where z, denotes a global minimum of h. Let Z(y) = argmin, f(2/,y)
denote the set of optimal z for the fixed y and when the context is clear we abuse the
notation #(y) to denote any point in that set. Let g(z) = argmg){f(:n,y’) denote the
y

optimal y for the fixed z.

For simplicity, welet 2z = (z,y) ", Z = XxY = RIxY, F(2) = (Vo f(2,y), =V, f(z,y)) "
and G(z;€) = (fo(az,y;ﬁ),—Vyf(az,y;ﬁ))T e R4 We abuse the notations |z||? =
|1+ llylI* and [|[F(2) = F(2)|* = [|Vaf(2,y) = Vo f (@', 4) P + I Vyf (2,y) = Vi f @' 9%
Let P(x) = maxycy f(x,y). The primal objective gap of a solution € X is defined as
P(z) — mingex P(x). Below, we state some assumptions that will be used in our analysis.

Assumption 1 (i) F is (-Lipchitz continuous, i.e., ||F(z) — F(2")| < 4|z = 2'||, for any
2,2 € Z (ii) f(x,y) is py-strongly concave in y for any x; (iii) P(x) = maxyey f(z,y) is
L-smooth and has a non-empty optimal set.

Remark: Assumption 1(i) implies that f(z,y) is ¢-smooth in terms of z for any y €
Y. Note that under Assumption 1(i) and (ii), we can derive that P(z) is (¢ + €2/pu,)-
smooth (Lin et al., 2020a). However, we note that the smoothness parameter L could be
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much smaller than (¢ + ¢2/ fty), and hence we keep dependence on L, ¢, i, explicitly. For
example, consider f(z,y) =z 'y — Z|y|* - (ﬁ - Oz)?, ¥ = RY with L < 1 < 1/p,.
Then we can see that F'(z) is £ = (1+ ;le — L)-Lipchitz continuous. However, P(x) = %HJEH2
is L-smooth function and L could be much smaller than ¢ + ¢2/p,,.

The following assumption is assumed regarding the stochastic gradients unless specified
otherwise.

Assumption 2 There exists o > 0 such that E[|V.f(z,y;&) — Vaof(z,9)|?] < 02 and
E[||Vyf($7y7£) - Vyf($7y)‘|2] < 0-2‘

Remark: In order to use a simple stochastic gradient descent ascent update, we need to
impose a different (non-typical) assumption on stochastic gradients for analysis, i.e., there
exists B > 0 such that E[|V,f(z,y;&)|*] < B% and E[|V, f(z,y;&)|*] < B2

If f(x,y) is ¢-smooth, it is then weakly convex with a coefficient p no greater than ¢,
however, p can be much less than ¢. In order to explore possibilities for deriving faster
convergence, we could leverage the weak convexity of f(z,y) in terms of .

Assumption 3 f(x,y) is p-weakly convex in terms of x for any y € Y with 0 < p < L.

For example, consider f(z,y) = lz'y — &|ly||> — &||z[? with p < ¢. Then F(z) is (¢ +
max(p, ty))-Lipchitz continuous. However, f(z,y) is p-weakly convex in terms of = for any
Y.

In the algorithms, let I1;(G) € Z and 1T}

Z,x0

(G) € Z be defined as

1
(C) — AT Lo 2
I1:(9) argrzlélgg z+ 2Hz z|I%,

1
I, () = argmin Gz + 512 — 2> + S [le — o>

Let Py(-) denote an Euclidean projection to ).

4 PL-Strongly-Concave Problems and Applications in Machine Learning

Firstly, based on the definition of PL condition given in the last section, we define the
different PL conditions for the min-max problem.

Definition 1 f(z,y) satisfies a primal p-PL condition for some constant p > 0 if P(x) =
max,ecy f(z,y) satisfies p-PL condition, i.e., |VP(z)|* > 2u(P(x) — ming P(2')).

Definition 2 f(z,y) satisfies a x-side p,-PL condition for some constant pu, > 0 if for
any y € Y, f(x,y) satisfies uy-PL condition, i.e., Vy € Y, |Vof(z,v)||? > 2u(f(z,y) —
f(@),y))-

We define almost PL conditions as follows.

Definition 3 f(z,y) satisfies an e-almost primal p1-PL condition if for P(x) = maxycy f(z,y),
there exists ;1 > 0 such that |VP(z)||?> > 2u(P(x) — ming P(2') — €), where € > 0 is the
accuracy level.
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Definition 4 f(z,y) satisfies an e-almost x-side p,-PL condition if there exists pi, > 0
such that |V f(z,9)||* > 2p.(f(z,y) — f(2(y),y) — €), where € > 0 is the accuracy level.

It is not hard to see that convergence rates under the e-almost z-side PL condition or the
e-almost primal PL condition are identical to that under the x-side PL condition or the
primal PL condition, respectively. Therefore, in the convergence analysis we focus on the
z-side PL condition and the primal PL condition.

We define two kinds of PL-strongly-concave problems as follows.

Definition 5 f(z,y) is primal-PL-strongly-concave if f(x,y) satisfies a primal p-PL con-
dition and is strong concave in y for any x.

Definition 6 f(z,y) is x-side-PL-strongly-concave if f(x,y) satisfies a x-side p,-PL con-
dition and is strong concave in y for any x.

It has been shown in Yang et al. (2020a) that the z-side u,-PL condition of f(x,y) is
stronger than u-PL condition of P(z) under strong concavity of f(z,y) in terms of y.

Lemma 7 (Lemma A.3 of Yang et al. (2020a)) If f(x,y) satisfies x-side p,-PL con-
dition on R* and is strongly concave in y, then P(x) = maxyey f(z,y) satisfies p-PL con-
dition for some 1 > .

Here we show cases where the x-side p,-PL condition holds or does not hold. Fortunately,
x-side PL condition (Assumption 6) is only needed in Section 6 to develop duality gap
convergence. We can construct a function that does not obey a z-side p,-PL condition but
satisfies a primal p-PL condition. Let us consider f(z,y) = zy — %y2 — %:172 and Y = R.
First, we show that u,-PL condition does not hold. To this end, fix y = 1, we can see
that |V, f(z,y)|? = (1 — 2/2)?, and mingex f(z,1) = min, z(1 — 2/4) — 3 = —oco. Hence,
for x = 2 + ¢, we have |V, f(z,y)|? = (¢/2)% and f(x,1) — mingex f(z,1) = co. However,
there exists no constant i, such that |V, f(z,y)? > pu(f(x,1) — mingex f(z,1)) for € — 0.
Second, we can see that P(z) = max, f(z,y) = %2 satisfies p-PL condition with p = 1/2.
This argument together with Theorem 10 implies that our result for the convergence of the
primal objective gap only requires a weaker u-PL condition other than the z-side p.,-PL
condition imposed in (Yang et al., 2020a). An example that satisfies both the z-side p,-PL
condition and y-side strong concavity is f(z,y) = %xz +sin? zsin? y — 242, which is verified
in Lemma 44 in the Appendix.

Instead of imposing the z-side PL condition as in (Yang et al., 2020a), we use primal
PL condition (Assumption 4) for proving the convergence of the primal objective gap, and
use z-side PL condition (Assumption 6) only for proving the convergence of the duality gap.
Yang et al. (2020a) also makes an extra assumption that there exists a saddle point, i.e.,
there exists (4, y«) such that f(z.,y) < f(x4, ys) < f(z,y4). However, we show in Lemma
8 that a saddle point (z.,y.) exists for the z-side-PL-strongly-concave problem.

Lemma 8 Assume f(z,y) satisfies a x-side p,-PL condition and is strongly concave in y
and let z, = argmin, P(z’) where P(x) = maxyecy f(z,y). Then (z.,7(zy)) is a saddle
point of f(z,y).
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It has been shown in Lemma 2.1 of (Yang et al., 2020a) that if the z-side p1,-PL condition
holds, then the saddle points, global min-max points, and stationary points are equivalent
when ) = R? | where global min-max points, and stationary points are defined as

1. (4, y.) is a global min-max point if for any (z,y): f(z.,y) < f(z«, ys) < maxy f(z,y).
2. (x4,yx) is a stationary point if V, f(zs,y«) = 0 and V, f(z4,y«) = 0.

Next we show two concrete application examples of PL-strongly-concave problems in
machine learning.

Deep AUC Maximization The area under the ROC curve (AUC) on a population
level for a scoring function h : X — R is defined as

AUC(h) = Pr(h(a) > h(@")|b= 1,1 = —1), (3)

where a,a’ € R% are data features, b, € {—1,1} are the labels, z = (a,b) and z’ = (a’, )
are drawn independently from P. By employing the squared loss as the surrogate for the
indicator function which is commonly used by previous studies (Ying et al., 2016; Liu et al.,
2018, 2020b), the deep AUC maximization problem can be formulated as
min E, ,» [(1 — h(w;a) + h(w;a'))?|b = 1,0/ = —1] (4)
weRd
where h(w;a) denotes the prediction score for a data sample a made by a deep neural
network parameterized by w. It was shown in (Ying et al., 2016) that the above problem
is equivalent to the following min-max problem:

min max f(w,s,r,y) = E,[F(w,s,ry,z)], (5)
(w,s,r) yeER

where
F(w,s,r,y;z) =(1 — p)(h(w;a) — 3)2H[b:1] + p(h(w;a) — r)2ﬂ[b:_1}
+2(1 + ) (ph(w; a)lp— ) — (1 — p)h(w; a)lp_y)) — p(1 — p)y*,

where p = Pr(b = 1) denotes the prior probability that an example belongs to the positive
class, and I denotes an indicator function whose output is 1 when the condition holds and
0 otherwise. We denote the primal variable by z = (w, s, 7).

Obviously, the problem (5) is strongly concave on dual variable y for any primal variable
x. Also, in the next lemma we show that f(z,y) satisfies an e-almost p-PL condition with a
high probability following the theory of over-parameterized deep learning for minimization
problems in Theorem 1, 2, 3, 5 of (Allen-Zhu et al., 2019). We put all the proof in the
appendix.

(6)

Lemma 9 Assume that input data {(ay,by), ..., (an,by)}, where a; € R b; € {—1,1}, sat-

isfies ||a;|| = 1 and ||a; — a]H > 0. Consider a deep neural network with h; o = ¢(Aa;), hi

d(Wihii—1),l = 1,. ,L,b; = BTh, i L where A € R™*% W, ¢ R™*™ B € R™ are ran-

domly initialized, and (;5 is the ReLU activation function. Let w denote the vectorization

of (Wy,---,W;) and x = (w,s,r) denote the primal variable. h(w;a;) = b; be the output

logit for the i-th data. Take m = ﬁ(poly(n,f/,é_l,e)),lthen with a high probability over
ogm

randomness of Wy, A, B for every x with ||w —wg|| < O(W)’ f(x,y) satisfies an e-almost
primal u-PL condition.
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Distributionally Robust Optimization (DRO) DRO problem (Namkoong and Duchi,
2017; Rafique et al., 2018) has a min-max formulation of

1 n

min ma — ; yili(@) = (), (7)
where f;(z) can be a loss function on the i-th data using a neural network backbone param-
eterized by z, and r(y) is a reguralization function. The spirit of this formulation is to put
more weights to the data points with high losses, thus to increase the robustness of models.
It would be strongly concave on y for any x if r(y) is a strongly convex function. It has
been shown in proof of Lemma 2 of (Qi et al., 2021) that f(z,y) satisfies an e-almost z-side
1z-PL condition with a high probability for a similar network structure as in the above
Lemma 9.

5 Algorithms and Objective Gap Convergence

In this section, we make the assumption of the primal PL condition.

Assumption 4 P(z) = 1;12)}}( f(z,y) satisfies pu-PL condition.

We present the proposed stochastic method in Algorithm 1. We would like to point
out that our method follows the proximal point framework analyzed in (Liu et al., 2020b;
Rafique et al., 2018; Yan et al., 2020). In particular, the proposed method includes multiple
consecutive stages. In each stage, we employ a stochastic algorithm to solve the following
proximal problem approximately:

filz.) = fla,y) + S llz = ab|, (®)

where v is an appropriate regularization parameter to make f to be strongly convex and
strongly concave. The reference point :L"]g = Tp_1 is updated after each stage, i.e., after
each inner loop. Let % (y) = argmin, fi(z’,y) denote the optimal x for the fixed y and
Jk(x) = arg rr,lgi)( frx(z,y") denote the optimal y for the fixed x.

y

However, there are some key differences between the proposed method from that are
analyzed in (Liu et al., 2020b; Rafique et al., 2018; Yan et al., 2020). We highlight the
differences below. First, our method explicitly leverages the PL condition of the objective
function by decreasing 7, 1/T}), geometrically (e.g, e~®* for some o > 0). In contrast,
Rafique et al. (2018) and Yan et al. (2020) proposed to decrease 1y, 1/T}, polynomially (e.g.,
1/k). Second, the restating point and the reference point (Zy_1, Jx—1) is simply the averaged
or sampled solution of stochastic updates in our employed stochastic algorithm A. In
contrast, Liu et al. (2020b) and Rafique et al. (2018) assumed a special structure of the
objective function and leverage its structure to compute a restarted solution for y. This
makes our method much simpler to be implemented but makes the analysis more involved.

For stochastic algorithm 4, one can employ many stochastic primal-dual methods to
solve min, max, fi(x,y). We consider four well-known methods with different stochastic up-
dates. Stochastic gradient descent ascent (SGDA) update (option I) and min-max adaptive
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Algorithm 1 Proximal Stage Stochastic Method: PES-A4

1: Initialization: Tg € Rd,yo eV, v,T1,m,a.

2: Option III: @y = V, f(Zo, §0; €), Do = Vyf(Zo, Jo; §).
3: for k=1,2,..., K do

4 33’8 = Tk-1, y'é = Yk—1;

5. Option I~ IIL: (Zg, ) = A(S, 2E, vk, 1k, T 7);
6

7

8

9

Option IV: (Zk, Tk, ik, 0) = A(f, 28, U6 M Ther > U1, U—1);
Mer1 = M/ @ Ny = N/ as T = aTy;

: end for

: return (Tx, Jx).

stochastic gradient (MinMax-AdaGrad) update (option III) are mostly interesting to practi-
tioners. Stochastic optimistic gradient descent ascent (OGDA) update (option II) yields an
algorithm with provable convergence result under standard assumptions for smooth prob-
lems that is more interesting to theoreticians, which was originated from stochastic mirror
prox method proposed by (Juditsky et al., 2011). Min-max stochastic update based on the
recursive variance reduced estimator STORM (Cutkosky and Orabona, 2019) (option IV)
can lead to an improved rate without using large mini-batch.

5.1 Basic Results

Below, we present the basic convergence results of Algorithm 1 by employing stochastic
OGDA update. Let Gap(z,y) = max flz,y) — mi% f(2',y) be the duality gap of (z,y) on
z'e

f and Gapy(x,y) = ma;)( Tr(z,y ) mlg fr(2',y) be the duality gap of (z,y) on f.
y'e z'e

Theorem 10 Consider Algorithm 1 that uses Option II: OGDA update in subroutine Algo-
rithm 2. Suppose Assumption 1, 2, 3, 4 hold. Take v = 2p and denote L = L + 2p and ¢ =

4p+ 281 € O(L+p). Define Ay, = P(af) — P(x.) + £ Gapy (ol yf) and o = Gap(zo, 50).
Then we set n, = ng exp(—(k — 1)c+2u) é}%/if’ T, = {7% miil{vauy} exp ((k‘ — 1)c+2uﬂ Af-
ter K = {max{cﬂ“ log 40 c+2”l og 2080 LK o> H stages, we have E[Ak 1] < €. The total

€ (c+2p)e
{(L+p)eo (L+p)*0? })
pmin{p,pyte’ p? min{p,uyte [ )

stochastic first-order oracle call complexity is O <max{

(LJ;?E > stochastic first-order oracle

Remark. This result would imply that it takes O <

calls to reach an e-level objective gap by setting p = ¢ (i.e., f(x,y) is {-weakly convex
in terms of x under Assumption 1). With the worse-case value of L = ¢ + ﬁ—z (i.e., the

¢-smoothness of f(x,y) and p,-strongly concavity can imply the £ + 2/ fy-smoothness of
P(z) (Nouiehed et al., 2019)) , the total stochastic first-order oracle call complexity would

be no greater than O <%). This is better than the stochastic first-order oracle call
Yy
complexity of stochastic AGDA method in the order of O ( > (Yang et al., 2020a).

The above result is achieved by analysis based on a novel Lyapunov function that consists
of the primal objective gap P(zk) — P(z.) and the duality gap of the proximal function

10
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Algorithm 2 Stochastic Algorithm for Each Stage
Option I~IIT: A(f, zo, yo,n, T, 7),
Option IV: A(f, zo,v0,n, T\, u0,v0)
Initialization: Zy = zo9 = (zo, yo), Option III: g1.9 = ]
Let  {&0,&1,...,¢ér} be independent random variables, and G,(z;§) =
< Vauf(@,y;8) +(x — x0) )
=Vyf(z,y;€) '
fort=1,..,T do
Option I: SGDA update:
2 =T, oo (G (21-15 &1-1));

2z =1z, (nGy(2t—15&—1));
Option II: OGDA update: |z = II5,_, (nG(2:&));

Option IIT: Min-Max AdaGrad update:

gt = [91:4-1, G5 (2: &), and sei = [|g1:¢4ll2;
Set H; = 61 + diag(sy), ¥u(2) = 3(z — 20, Hi(z — 20));

t
Zy1 = argg'ggnzT <% > gv(%;&)) + 2oy (2);
=1

Option IV: Min-Max STORM update:

Ty =21 — N U1,

Yt = Ye—1 + 1Y (Py(ye—1 + Ave—1) — ye—1));

up = (1 = ag)ug—1 + Vo f (2, y1:6&) — (1 — az) Ve f (211, ye-1; &),
v = (1 —ay)vi1 + Vyf(we,ys6) — (1 — ay)Vy f(@i-1, Y015 &t);
end for

T T
Option I~III: return z = % DT,y = % > Yt
t=1 t=1

Option IV: return (z,,y;, ur,v,) with a random index 7 € {1,...,T}.

fe(z,y). As a result, we can induce the convergence of duality gap in next section of the
original problem with some extra assumptions.

The convergence results of using SGDA update are similar to the results presented
above except that o2 is replaced by the upper bound B? of stochastic gradients, i.e., there
exists B > 0 such that E[|V.f(z,y;€)|?] < B? and E[|V, f(z,y;¢)|?] < B?. This is
a more restrictive assumption but holds in many practical applications (Hazan and Kale,
2014; Duchi et al., 2011).

Note that the number of iterations in k-th stage (i.e. T}) does not depend on the initial
solution (Zg_1,Jk—1). In each stage, we do not expect to solve the sub-problem accurately,
L.e, to some e-accurate level. Instead, each stage just optimizes the sub-problem in order
to make the upper bound of Lyaponov function Ay = P(zf) — P(z.) + S£Gapy(zf, yf)
decrease by a constant factor. And as k grows, (Zy_1,Jx—1) becomes a better and better
solution to the original problem.

Below we highlight the proof sketch. For details of proof, please refer to that of Theorem
27 in the Appendix. What we need from the sub-problem solver is that it can provide a

11



GUuoO, YAN, YUAN, YANG

convergence bound as
o Cy - o
E[Gapy Tk, Ji)] < —nkaE[Hwk(yk) = 2gll* + 19x (@) — y51I*] + mCa,

which has Lemma 24 as an instantiation of Option II: OGDA subroutine. It is notable that
the above upper bound depends on the initial solution (a:lg, yg) of this stage. To achieve this
the number of iterations T}, does not need to depend on (3:’5, ylg) and the constants C; and
C5 do not depend on the initial solution and do not depend on the stage index k. In Lemma
24, we can see C; = 1 and Cy = 1302, independent of the initial solution (Zy_1,%k—1) and

stage index k.
) 2 C 2
Then by setting ng = ng exp(—(k — 1)C+gu)’ T, = ’7770#{01#1;} exp ((k: - 1)C+’5u>—‘ , both
independent of the initial solution, we can guarantee that

A

min{ p, . .
B[Gapy (@, 7] < PP g ) ) 4 @) I mCr (9)

which then by some theoretical deduction can lead to

c 877;JlC’2

E[A . 10
c+2u [Ae] + c+2u (10)

E[Ag41] <

As n decreases exponentially as k increases, we can then guarantee the convergence of the
Apj+1 and therefore the convergence of the original problem.

5.2 Improved Rates when p < O(u)

Our first improved rate is for almost convex function, whose weak convexity parameter
p is small enough. Such a condition has been considered in the literature for improving
the convergence of non-convex minimization problem (Yuan et al., 2019; Chen et al., 2019a;
Lan and Yang, 2019). In particular, we consider p is smaller than O(pu).

Theorem 11 Suppose Assumption 1, 2, 8, 4 hold and 0 < p < %. Take v = %. Define

Ay = AT5(P(zk) — P(z.)) + 57Gapy,(xk, y&) and eo = Gap(Zo,7o). Then we can set ny =

k—1 1 384 k=1 1200
noexp(—"5) < SNoTL T, = {nomin{u/&uy} exp (1—6)1 After K = {max{lb’logTeo,

16 log M w stages, we can have E[Ag 1] < e. The total stochastic first-order oracle

max{feg,02} >

call complezity is O ( TN 2, iy T

5.3 Improved Rates of Using Min-Max AdaGrad

Similar to the literature of AdaGrad for improving convergence of convex and non-convex
minimization problems (Duchi et al., 2011; Chen et al., 2019b, 2018), we can also improve
the convergence of NCSC min-max optimization by leveraging Min-Max AdaGrad update.
In particular, the dependence on 1/e can be further reduced if the growth rate of the
stochastic gradients is slow. In particular, we have the following theorem regarding Min-
Max AdaGrad.

12
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Theorem 12 (Informal) Suppose Assumption 1, 3, 4 hold. Let g]f:Tk denote the cumulative
matriz of gradients in k-th stage. Suppose Hglf:Tk’ng < 0TY and with o € (0,1/2]. Then
by setting parameters appropriately, PES-AdaGrad has the total stochastic first-order oracle
1
, 5 ([ 2LAp)2(d+d)\20-a) | - :
call complexity of O <(W) ) in order to have E[Ag 1] <€, where Ay is
defined as in Theorem 10.

Remark: First let us justify the slow growth condition || g’f:Tng < 0Ty'. Supposing the

stochastic gradients are bounded, it is clear that Hg’szk’ng < O(Tkl/2). But the ||g’f:Tk7iH2
can actually grow in a slower order than that because as the algorithm goes on, more and
more data would become easy for the model and thus generate small gradients. For ex-
ample, in deep learning where the models are able to memorize a lot of the training data.
We verify this assumption in the Experiment section (Figure 3) and similar phenomena
has been reported in previous research on min-max optimization (see Figure 2 of Liu et al.
(2020a)). Indeed it has been observed that overparameterized deep neural networks ex-
hibit interpolation phenomenon, meaning that the model will have zero gradient at every
example in the limit (Zhang et al., 2021a). Nevertheless, it is still nontrivial to prove this
condition rigorously and we leave it as an open problem. The improvements lies at when
the stochastic gradient grows slowly, the sample complexity has a better dependence than
1/e, ie. O(1/e/20=2)) < O(1/€) when o € (0,1/2).

5.4 Improved Rates of Using Min-Max STORM

Our last improved rate is by leveraging the recursive variance reduced stochastic gradient
estimator called STORM (Cutkosky and Orabona, 2019). This estimator has been used
for non-convex min-max optimization (Huang et al., 2022). However, to the best of our
knowledge, an improved rate under a PL condition for a NCSC optimization problem has
not been established before. We make an additional assumption about the problem (1).

Assumption 5 f(x,y;&) is £-smooth in terms of x and y in expectation, i.e., E¢[||G(z; &) —
G5O < ez = 2|1%.

Theorem 13 (Informal) Suppose Assumption 1, 2, 4, 5 hold. By setting parameters appro-
priately, PES-STORM has the total stochastic first-order oracle call complezity of O (Tfﬁ)

Y
in order to have E[P(Zg) — P(xy)] <e.

Remark: Compared to the complexity of PES-OGDA as implied by Theorem 10, the
complexity of PES-STORM has a better dependence on the PL constant p, which is usually
small in practice.

6 Duality Gap Convergence

In this section, we provide a stronger guarantee by analyzing the duality gap convergence
utilizing some extra assumptions. Similar to (Yang et al., 2020a), we make the following
assumption. However, a difference is that we can prove the existence of a saddle point
instead of imposing it.

13
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Assumption 6 hy(x) = f(z,y) satisfies z-side p,-PL condition for any y € ), i.e
IVaf (@, 9P = 200 (f(2,y) — ming f(z,y)), for any z,y € Y.

Using Theorem 10 and Assumption 6, we have

Corollary 14 Under the same setting as in Theorem 10, and suppose Assumption 6 holds
as well. To achieve E|Gap(Zx,yr)] < €, the total number of stochastic first-order oracle

call is
A (p/pa+1)e(L4p)eo  (p/pa+1)(L+p)?o?
0 (max { pmin{p,pyte > p?min{p,uyte }) ’

Remark. Note that compared with the stochastic first-order oracle call complexity of
the primal objective gap convergence, the stochastic first-order oracle call complexity of the
duality gap convergence is worse by a factor of p/u, + 1. When f(x,y) is ¢-weakly convex
with p = £, the stochastic first-order oracle call complexity for having e-level duality gap

~ 2 ~ 5

is O (M), which reduces to O (267(3
1P pha iy € 12 i pige
better than the stochastic first-order oracle call complexity of stochastic AGDA method in

the order of O (W) that is derived by us based on the result of (Yang et al., 2020a)

(c.f. Lemma 17 in the Supplement). In addition, when f(x,y) is p-weakly convex with u, <
p < [y, the stochastic first-order oracle call complexity of PES-OGDA for having e-level

(L+i) > Further, when p < p,, we can set p = u, and then the stochastic

(L+6)2 >
p? min{pz,pyte )

> for the worst-case value of L. This result is

duality gap is O (

first-order oracle call complexity for having e-level duality gap is O <
Using Theorem 11 and Assumption 6, we have

Corollary 15 Under the same setting as in Theorem 11 and suppose Assumption 6 holds
as well. To achieve E[Gap(Zx,yx)] < €, the total number of stochastic first-order oracle

o O ((rmax{leo,0®}
calls is O (,m min{muy}f)'

Remark: Compared with results in Theorem 10 and Corollary 14, the sample com-
plexities in Theorem 11 and Corollary 15 have better dependence on p, pt,,. In addition, by

setting p = pg, the rate in Corollary 11 becomes 5( which matches that es-

1
min{ux,uy}ﬁ)’
tablished optimal rate in (Yan et al., 2020) for p,-strongly convex and pi,-strongly concave
problems up to a logarithmic factor. But we only require x-side u.-PL condition instead of

He-strongly convex in terms of x.

7 Experiments

In this section, we show some empirical results to verify the effectiveness of the proposed
algorithms for deep and non-deep learning tasks.

Non-convex Distributionally Robust Optimization. This task has been consid-
ered in (Rafique et al., 2018). The problem is formulated as:
0

1
Sy — P (11)

min maXZ:yZ d(log(1 + exp(—b; ia;” r))) — 5

where (a;, b;) denotes feature label pair, b; € {—1,1}, ¢(s) = log(1 + s/2) is a non-convex

truncation function used to tackle outliers and noisy data, and § is a simplex. In experi-
ments the simplex constraint is handled by a projection algorithm in Duchi et al. (2008).

14
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Figure 1: Results for Non-convex DRO.

We conduct experiments on four datasets from LibSVM website (Chang and Lin, 2011),
i.e., gisette-scale, cod-rna, skin-nonskin and usps. For skin-nonskin, we randomly partition
the dataset into training set and testing set of equal size. For other data sets we use the

provided training/testing split. For usps, we make the first class to be the positive class
and merge the other 9 classes into the negative class.

We first verify the PL condition of primal problem P(z) of (11) empirically. We plot
|V P(x)||?/2(P(x) — P(x.)) in the second figure of the Figure 1.

We compare three variants of our method (PES-SGDA, PES-STORM, PES-AdaGrad)
with two baselines Stoc-AGDA (Yang et al., 2020a), PGA (algorithm 1 (Rafique et al.,
2018)). For all algorithms, we set § = 10. For Stoc-AGDA, the step sizes for = and y
are set to be )\T—it and )\T—}rt, respectively. 71 and 7o are tuned in [1 ~ 1e3]. + is tuned
in [1 ~ le4]. For PES-SGDA, PES-STORM, and PES-AdaGrad, we set T}, = Tp2¥ and
nk = 10/2%, where Ty and 79 are tuned in [500 ~ 5000], [0.1,0.05,0.01,0.001]. ~ is tuned in
[1 ~ 2000]. The results are plotted in Figure 1. We can see that the proposed algorithms
PES-SGDA, PES-STORM and PES-AdaGrad converge faster than the baselines in most
cases. PES-STORM and PES-AdaGrad perform better than PES-SGDA on this task, which

shows the potential to improve the performance by using STORM type variance techniques
or adaptive methods when a task satisfies corresponding assumptions.

Deep AUC maximization. This task is similar to that considered in (Liu et al.,
2020b). Deep AUC maximization with a square surrogate loss function is formulated as
a NCSC min-max problem which has been introduced in the Section 4. We compare our
algorithms, PES-SGDA (Option I), PES-OGDA (Option II), PES-AdaGrad (Option III),
with five baseline methods, including stochastic gradient method (SGD) for solving a stan-
dard minimization formulation with cross-entropy loss, Stoc-AGDA (Yang et al., 2020a),
PGA (algorithm 1 (Rafique et al., 2018)), PPD-SG and PPD-AdaGrad (Liu et al., 2020b)
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Figure 2: Comparison of testing AUC on Cat&Dog, CIFAR10, CIFAR100.

for solving the same AUC maximization problem. We learn ResNet-20 (He et al., 2016)
with an ELU activation function.

For the parameter settings, we use a common stage-wise stepsize for SGD, i.e., the
initial stepsize is divided by 10 at 40K, 60K of stochastic first-order oracle calls. For PPD-
SG and PPD-AdaGrad, we follow the instructions in their works, i.e., T, = To3*,mp =
n0/3% and Ty, ny and + are tuned in [500 ~ 2000], [0.1,0.05,0.01,0.001], and [100 ~ 2000],
respectively. For Stoc-AGDA, the stepsize strategy follows /\T—it, )\T—jt for the dual and primal
variables, respectively, where 7 < 75. The initial values 71,72, A are tuned in [1, 5,10, 15],
[5,10,15,20], and [le3, 1led], respectively. For our methods, we adopt the same strategy as
PPD-SG and PPD-AdaGrad to tune the parameters.

We compare on three benchmark datasets: Cat&Dog (C2) (Elson et al., 2007), CIFAR10
(C10), CIFAR100 (C100) (Krizhevsky et al., 2009) which have 2, 10, 100 classes, respectively.
To fit our task, we convert them into imbalanced datasets following the instructions in
(Liu et al., 2020b). We firstly construct the binary dataset by splitting the original dataset
into two portions with equal size (50% positive: 50% negative) and then we randomly
remove 90%, 80%,60% data from negative samples on training data, which generate the
imbalanced datasets with a positive:negative ratio of 91/9, 83/17, 71/29, respectively. We
keep the testing data unchanged. We set the batch size to 128 for all datasets.

The testing AUC curve of all algorithms are reported in Figure 2, where the sample
complexity indicates the number of samples used in the training up to 80K of stochastic
first-order oracle calls. From the results, we can see that SGD works better (or similar to)
than AUC-based methods on the balanced data (50%). However, PES-SGDA and PES-
AdaGrad generally outperform SGD when the data is imbalanced, and outperforms PGA
and Stoc-AGDA in almost all cases. In addition, the proposed methods performs similarly
sometimes better than PPD-SG/PPD-AdaGrad except on C100 (91% positive ratio). This
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Figure 3: Verification of the Slow Growth Condition

is not surprising since PPD-SG/PPD-AdaGrad are designed for AUC maximization under
the same PL condition by leveraging its structure and extra data samples for computing a
restarted dual solution. In contrast, our algorithms directly use averaged dual solution for
restarting. When the positive ratio is 91% on C100, we observe that PPD-AdaGrad per-
forms better than our algorithms, showing that using the extra data samples may help in the
extreme imbalanced cases. We also observe that the Stoc-AGDA performs worst in all cases
with O(%) stepsize. For our methods, PES-SGDA and PES-AdaGrad perform generally bet-
ter than PES-OGDA. In Figure 3, we verify the slow growth condition, i.e. || g’fTHH <OTY

used in the analysis of AdaGrad based algorithms, by plotting the ﬁ >l g%:tﬂ-Hg versus

1
the sample complexity. We can seen that the growth of the aggregate of stochastic gradients
is slower than the order of O(v/T).

8 Conclusion

In this paper, we have presented generic stochastic algorithms for solving non-convex and
strongly concave min-max optimization problems. We established convergence for both
the objective gap and the duality gap under PL conditions of the objective function for
different stochastic updates. The experiments on deep and non-deep learning tasks have
demonstrated the effectiveness of our methods.
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Appendix A. Convergence of Duality Gap by Stoc-AGDA Algorithm

To compare our algorithm with Stoc-AGDA in terms of convergence of duality gap, we
derive Lemma 17 based on Theorem 3.3 of (Yang et al., 2020a). We first present an auxiliary
lemma which is an extension of the Danskin’s theorem.

Lemma 16 (Corollary of Theorem 1 of (Bernhard and Rapaport, 1995)) In the
min-maz problem, when f(x,y) is strong concave in y for any x then the gradient of the
function P(x) = maxycy is VP(x) = V, f(x,9(z)) where §(z) = arg maxy,cy f(z,y).

Then the convergence of duality gap by Stoc-AGDA algorithm is given in next lemma.

Lemma 17 Supposes Assumption 1, 2, 4 and 6 hold. Stoc-AGDA would reach a e-duality

gap by a stochastic first-order oracle call complexity of O <#7u56)
THy

Proof Yang et al. (2020a) defines the measure as following potential function,

Py = BIP(z) ~ Paa)] + 15 BIP() — fa w0 (12)

By Theorem 3.3 of (Yang et al., 2020a), in Stoc-AGDA, P, < ¢ after O <“;;;46> stochastic
Y

first-order oracle calls. It directly follows that the objective gap will be less than € after
O (L) stochastic first-order oracle calls, i.e.,

p2ugé
P(zy) — P(z.) < P, <é. (13)
Besides, after O (ﬁ) stochastic first-order oracle calls, we also have
Y
[, 9(ze)) — (2o, 9) = P(xe) — f(@e, 1) < 106, (14)

where the equality holds by the Lemma 16. By the p,-strong concavity of f(x,-), we have

[ 9(xe) — f(@e, ye) < €

N 2
lye = g(z)l|” < 20 = (15)
and
”:&(ﬂft) B y*”2 < f($tag($t;) — f(xtvy*)
Hy
Y
< S, 9(@e) — f(@e ) _ P(ay) — P(xy) < €
- 241y 241y = 2py
Thus,
(a) 11€
u%—ym2gzmy—m%w2+mmua—ym2gﬁé, (17)
Y
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where (a) holds since [la — b||? = ||a—c +c — b||? < 2||]a — c||? + 2||c — b]||?. Since f(-,-)
is f-smooth and f(-,y) satisfies p,-PL condition for any y, we know D(y) = min f(2y) is

smooth with coefficient ¢ + - < 23 (Noulehed et al., 2019; Yang et al. 2020&) Thus,

. 5  110%¢
z by
where the first equality holds by Lemma A.5 of (Nouiehed et al., 2019).
Then we know the duality gap is
J@e9(xe)) = f(@e) ye) = [ 9(x0) = f(@e,ye) + (@0 y) = F(E(Ye), 9e)
11£2A (19)

<é

,umﬂy

To make the duality gap less than ¢, we need € < O (“ zby ) Therefore, it takes O (ﬁ)

stochastic first-order oracle calls to have a e-duality gap for the Algorithm Stoc-AGDA that
has been proposed in (Yang et al., 2020a). |

Appendix B. Convergence Analysis of PES-SGDA

We present the convergence rate of primal gap and duality gap if SGDA update is used in
Algorithm 2. Since the proof is similar to the version with Option II: OGDA as update, we
include the proof in later sections together with the version using OGDA update.

Theorem 18 Consider Algorithm 1 that uses Option I: SGDA update in subroutine Algo-
rithm 2. Suppose Assumption 1, 3, 4 hold. Assume E|V, f(z,y; 6|? < B? and
E|V, f(z,y;6)|I> < B2 Take v = 2p and denote L = L + 2p and ¢ = 4p + 248L €

O(L + p). Define Ay = P(zf) — P(z.) + 530Gapk(azo,y0) and €9 = Gap(Zo, o). Then
we can set n = ngexp(—(k — 1)c+2u) < ;, T = {m#{cpl,;@} exp ((k‘— 1)CJ2F‘2LM>1. After

K = {max{ﬁzul og do P2 4e 80n0 LK By H stages, we can have Ag.1 < €. The total

€’ 2u (c+2u)e
(L+p)*B? )
p? min{p,puyte ) °

stochastic first-order oracle call complezity is 9) (

Remark. The bounded stochastic gradient assumption i.e., E[|V.f(z,y;¢)||?] < B? and
E[|Vyf(x,y;€)|[?] < B? is only used for the analysis of our algorithm employing the SGDA
update (Option I), and it is not used for other updates. It is notable that in min-max
optimization it is an open question to get rid of the bounded stochastic gradient assumption
for the vanilla SGDA updates in order to establish convergence bound for the duality gap.
To the best of our knowledge, in the existing works over the gap convergence of stochastic
min-max optimization that can achieve state-of-the-art complexity, they either use this
bounded stochastic gradient assumption Nemirovski et al. (2009); Yan et al. (2020), or use
some extra steps other than simple SGDA (Juditsky et al., 2011; Zhao, 2022; Hsieh et al.,
2019; Zhao et al., 2019; Yang et al., 2020a).
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Corollary 19 Under the same setting as in Theorem 18 and suppose Assumption 6 holds

aw well. To reach an e-duality gap, it takes a total stochastic first-order oracle call complexity

A ( (L+p)?(p/pa+1) B>
0f0< p? min{p,py te >

Theorem 20 Suppose Assumption 1, 6, 3 hold and0 < p < §. Assume EHfo(a: y; O)|? <
B? and E||V,f(z,y;€)||> < B2 Take v = 2p. Define Ak = 475(P(xf) — ( <) +
57Gapy, (2, y5) and eg = Gap(Zo, ). Then we can set n, = ngexp(— 161) < p, Ty, =

’7777011’1“1?{?1/8/8/1@} exp (k 1)} After K = {max{lGlog%,Mbg MH stages, we

can have A1 < e. The total stochastic first-order oracle call complexity is O (ﬁh)

Corollary 21 Under the same setting as in Theorem 20 and suppose Assumption 6 holds
as well. To reach an e-duality gap, it takes total stochastic first-order oracle call complexity

of 19 ( (#/pz+1)B? > )

min{p,py te
Appendix C. One Stage Analysis of PES-OGDA
We need the following lemmas from (Nemirovski, 2004).

Lemma 22 (Lemma 3.1 of (Nemirovski, 2004)) For zy € Z, let wy = I1,,((1), wa =
I1,,(¢2). For any z € Z,

(Co,w1 — 2) < —HZ — 2l” - —Hw2 — 2| - —le — 2ol — —le wa|* + [[¢1 — Gof*. (20)

Lemma 23 (Corollary 2 of (Juditsky et al., 2011)) Let (1,(2,... be a sequence, we
define a corresponding sequence {vy € Z}?:O as

Uy = Hvtq(Ct)WO € Z7 (21)

we have for any u € Z,

T T
> (Gviea —u) —HUO —ul? + Z G112 (22)
=1 2=

Next we present the lemma that guarantees the converge of one call of Algorithm 2 with
Option II: OGDA update.

Lemma 24 Suppose f(x,y) is convez-concave and Assumption 2 holds. By running Algo-
rithm 2 with OGDA update and input (f,xo,y0,n < 4%/56’]1)’ we have

Elf(z,9(2)) — f(@(@), 1)< —E(2(7) — zol* + [9(2) — yol*) + 1310, (23)

IN

T
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Proof [Proof of Lemma 24] Applying Lemma 22 with 2y = Z-1, (1 = 1nG(z—-1;&-1),
C2 = nG(21; &), and accordingly wy = z¢, wy = Z;, we get for any z € Z,

1 1
(G(2;61), 2t — 2) < 277[HZ =zl = 117 - 2] - %[H% = Z-1? + [z — Z]I°)

)G (2e-15 E-1) — G266 ||

(24)

Taking average over t = 1,...,T and by the convexity of f(z,y) in x, we have for any
T € X,

N

Z —Z 2t — Rt— + |zt — %
4 1 t5 t = 77 77Tt 1 t t—1 t t

~

+ % Z Hg(Zt—ﬁft—l) - g(Zt; gt)||2
t=1

, T (25)
< ot — g ol EalP = Z 1P () — FCa)?
T
%7 Z 1G (245 &) = F(20)* + 1G(21-15 1) — F(z-1)|1%),
K 2 K )
where the last inequality is due to || > ag|| < K ) |lax||°. Note that
k=1 =1
T 71
D (e = ZallP + llze = 207 = D Iz — 217 + Z Iz — Z|I?
=1 =0
71 71 =
= Nz — 2P+ o — P+ Dz — &7 > Z lze = zera|® + 122 — 2ol (26)
t=1 =1

S
-

T
1 1
) lz—z2el? =3 E ll2e—1 — 2|
2 2
t t=1

Y
I
()

By the ¢-smoothness of f(z,y), we have

1F(20-1) = F(z)|1* =I1Vaf(@e, v) — Vaf @—1,y-1)* + Vo f @6 9e) — Vo f (@—1, ye—1)|”
<2||Vaf(@t,yt) — fo(:ct,yt_l)HQ + 2|V f (e, ye—1) — V:cf(ﬂft—17yt—1)H2
+ 2|V f (@, y) — Vi f (@, yem1)||> + 2|V f (@, ye—1) — Vi f (@1, y1-1) ||
<20%|ly — 1 |® + 26| we — w1 ||* 4 20%||lye — o1 ||F + 2632 — 2o )P

:4€2|’Zt_1 — Zt”2.
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Denote ©; = F(z) — G(2¢;&). With the above two inequalities, (25) becomes

ant 2t — Z>

MHﬂ

t:l

T
|z — 20| 12775 31
< v T Z l21—1 — z||* + Z 21 — 2]|* + +3 Z (10¢]* + 1©¢111%)

29T

T
Iz = 2l? on 31
< ?Z (1021 + [©4-1).

(27)
where the last inequality holds because n < 1 \fe
Define a virtual sequence {2 € X} as
ﬁ’t = Hgtil(?’]@t), 20 = Z0. (28)

Applying Lemma 23 with (¢ = 10y = n(F(zt) — G(z;&)),ve = 2 and u = z, we have for
any z € Z,

T T
1 1 n
—» (© —2) < —|lz0 — 2| + = (SHIES 29
TtZ:; t,Zt 1 Z — 277THZO Z” + 2TtZ:;H t” ( )

Using (27) and (29), we get

[(G(2t;&t), 2t — 2)+ (O, 2 — 2))]

IIMH
R

IS

|

\N/
’ﬂ|’—‘
MH

1 & 1 & 1E
=72 A9z &), 5 — 2)+ 5 Y (Ona—Ea) +5 D> (Onf1— 2) (30)
t=1 t:l t=1
1 0~ (7 1 &
2 2 2 A
<l = +T;<§H@mu #310n11?) 43 S Orp—i)

t=1

E[<@t7zt - 2t—1>‘zt72t—1, Or_1, ...y @0] =0,
and by Assumption 2
E[[|©¢/1%[2t, -1, ©4—1, ..., Og] < 20>

Thus, taking expectation on both sides of (30), we get

T

E %Z(F(zt),zt —z)] gniTE llz0 — 2I%] + 13n0>. (31)
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By the fact f(z,y) is convex-concave,

A
BLf(2,9) ~ f(2,9)] <E | 7 3 (F(ey) — F )
:1 t;l
=E T Z(f(xtay) = flze, ) + floe,ye) — f(a:,yt))]
- (32)
<E %Z((‘Vyf(ﬂftayt%yt—w + <V1‘f(37tayt)7xt_x>)]
L7 =1
=E 1y F <'lp *] + 13no*
= _fé( (2), 22— 2)| < T [llz0 = 2[|"] + 13no~.
Then we can conclude by plugging in z = (x,y) = (2(y), 5(Z)). [ |

Appendix D. Proof of Theorem 10 and Theorem 18

Before we prove these two theorems, we first present two lemmas from (Yan et al., 2020)
and we introduce Theorem 27 that unifies the proof of Theorem 10 and Theorem 18.

Lemma 25 (Lemma 1 of (Yan et al., 2020)) Suppose a function h(z,y) is A1-strongly
convex in x and Ao-strongly concave in y. Consider the following problem

i h
min max (z,9),

where X and Y are convez sets. Denote Tp(y) = arg mig{ h(z',y) and gp(z) = arg max h(z,y").
r’'e y'e

Suppose we have two solutions (xo,yo) and (x1,y1). Then the following relation between
variable distance and duality gap holds

ALy, YT .

T lan) —aoll* + Z (1) — yol* < maxh(wo,y) — min h(a’, o)
h ") — mi ! .

+ max (z1,9) ;pelgh(:v ;Y1)

Lemma 26 (Lemma 5 of (Yan et al., 2020)) We have the following lower bound for
Gapy, (Tk, Ui)

o 3 4
Gapy, (Tk, Ur) > %Gapkﬂ(ﬂ?gﬂaygﬂ) + g(P(i’?ngl) - P(iﬂg)),

where x = T, and y§+1 = Y.

We will introduce the following theorem that can unify the proof of Theorem 10 and
Theorem 18 since their have pretty similar forms of bounds in solving the subproblem.

k+1
0
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Theorem 27 Suppose Assumption 1 and Assumption 4 hold. Assume we have a subroutine
in the k-th stage of Algorithm 1 that can return Xy, §i such that

o C . N
E[Gapy (T, r)] < %—}kE[ka(yk) — 2§12 + 9k (@k) — v 1*] + o, (34)

where C1 and Cy are constants corresponding to the specific subroutine. Take v = 2p
and denote L = L+ 2p and ¢ = 4p + 248[/ € O(L + p). Define Ay = P(xf) — P(z.) +

@Gapk(:no,yo) and ¢ = Gap(Zo,yo). Then we can set np = noexp(—(k — 1)

_ 212C _ c+2u 4 c+2u 167, LKC
Tk = {m exp <(]€ — 1)C+2M>—‘ . After K = {max {Tl 20, 20 10 (63-2;1,) 2 }—|
stages, we can have A1 < €. The total stochastic first-order oracle call complexity is

O (max { il e t).

c+2,u)

Proof [Proof of Theorem 27] Since f(z,y) is p-weakly convex in z for any y, P(x) =
max f(z,y) is also p-weakly convex. Taking v = 2p, we have
y'ey

P(&1) 2 P(@y) + (VP(@1), oy — 31) — £ @i - 2
3
= P(&) + (VP(Tx) + 20Tt — Fro1), Trot — ) + EpHa’:k_l — z?

9 p(e) + (VP (E). B — B2+ L Erms — Tl (3)
2 P

Ty) — %(vpk(jk)a VP (Z) — VP(zTy)) + %vak(ﬂ_jk) — VP(zp)|?
— P(ay) - %uvmmﬁ - %wzﬂk(m, VP(E) + %nvau%

where (a) and (b) hold by the definition of Py(z).
Rearranging the terms in (35) yields

P(ay) — Pi1) < %Hvam)u? " ﬁwpkuk),vmk» - %vamu?

(@ 1 1 3
< ZIVP(z)? + = (IV Py (Z)]? P(zu)|?) — = ||P(z)|)?
< 8pHV e (Zw) || +8p(HV % (Tr)[1” + (IVP(Zg)|7) SpH (z1) ||

1 o, L (36)
= L IVE@EII = ZIVP@]
® 1 9 M
< - 2 (P(zy) — P(x))),
< CIVAGIE - £ (P@) - Ple)
where (a) holds by using (a,b) < %(||lal|> + ||b||?), and (b) holds by the y-PL property of
P(z).
Thus, we have
(4p + 2u) (P(zk) — P(x.)) — 4p(P(z)-1) — P(x4)) < ||V Ps(k)|>. (37)

Since v = 2p, fr(x,y) is p-strongly convex in x and u, strong concave in y. Apply
Lemma 25 to fr, we know that

P [y, . o
k@) = w6l + ZHge(@n) — u61* < Gapy (a6, y6) + Gapy (k. )- (38)
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By the setting of 1, = ng exp (—(k: — 1)635#), and Ty, = ’7770#{6;#@} exp ((k‘ — 1)ci’5uﬂ,

we note that nf}k < miné{lpé” vk, Applying (34), we have

- Lo 1Pya - By o oo
E[Gapy (Zk, Jx)] < miCa + R [Zﬂxk(yk) —xf|2 + ZyHyk(xk) - ngZ}

(39)
1
< npCa + =5 E [Gapk(:v'é, o) + Gapy, (T, ﬂk)] :

Since P(x) is L-smooth and v = 2p, then Py(z) is L = (L + 2p)-smooth. According to
Theorem 2.1.5 of (Nesterov, 2004), we have

E[|V Py (%:)||?] < 2LE(Py (%) — min Py(z)) < 2LE[Gapy (Zr, )]

rER4
= 2LE[4Gapy (T, 1) — 3Capy(Tx, 7r)]
> 1 ko k - B - (40)
<2LE (4 | nCs + 53 Gapy(zg, yo) + Gapy(ZTk, Ur) 3Gapy,(Zk, Ur)

. 4 155 o
=2LE [477k02 + ﬁGapk(w'S Ye) — gGapk(aﬁk, yk)] :

Applying Lemma 26 to (40), we have

- 4
BIIY P @0)|P] < 2LE [ 1n.C + 25 Gapy(a )

155
- 53
93
530

3 4
<%Gapk+1($§+l,yg+l) + 3(P(517§+1) - P($§))> ]

N 4 124
=2LE [4ﬂk02+§Gapk($gay§)— Ga‘pk+1(xl(§+1ay§+l P($§+1) - P(l’]oﬁ))} .

)
o« . . . . . _ 248 i
Combining this with (37), rearranging the terms, and defining a constant ¢ = 4p+%3 L €
O(L + p), we get

93 .
(c+2p) E[P(af ™) — P(2.)] + = LE[Gapy, (af ™, yf )]

265
248 . 8L .
< <4P + §L> E[P(zf) — P(x.)] + QE[Gapk(l’g,yg)] + 8 LCo (41)
k 8L k ok ;
< cE | P(zg) — P(zs) + @Gapk(%ayo) + 8 LC.
Using the fact that L> 1,
8L 248 - 8L 8L 16ulL _ 93 .

2u)— = (4 —L+2p) —mm——— < — 4+ — < —L. 42

255 < T M) 53(4p + Z2L) — 53 248L ~ 265 “2)
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Then, we have

8L
(c+20)E | P(ag™) = Plas) + @Gapkﬂ( kH,ng)]
. (43)
8L .
< B | P(af) — P(z.) + ﬁGapk($§,y§) + 8k LC.
Defining Ay = P(zf) — P(z.) + %Gapk(xg,yg), then
c 877kI:CQ
E[A < E[A . 44
Ar] < =By + L2 (44)

Using this inequality recursively, it yields

ElAgs] < <C+02M>KE 8LC2 kz( <c+2M>K+1_k) . (45)

By definition,

8L
Ay = P(zg) — P(z.) + %Gapl(rﬂé,yé)

= P(#0) = P(w.) + (£(@0,51(70)) + 3 |70 — 7oll* = £(@1(50), 50) — 3111 (Go) — 7o)
< €0 + f(Z0,91(%0)) — f(2(0), %o) < 2e0.

Using inequality 1 — z < exp(—x), we have

—ouK 8110 LC & K
E[AKH]SGXI)( . )E[Al]JrMZeXP(— " >

c+2u c+2u pt c+2u
—2uK\  8noLC 2uK
< 2¢g exp K ' 2Kexp [ — a .
c+2u c+2u c+2u

To make this less than ¢, it suffices to make

—2uK €
< —
2¢p exp <C+2M> <35

SUQLCQKGX _ 2,uK < E
c+2u c+2u 2

Let K be the smallest value such that exp (;i‘;ﬁ) < min{;&, %} We can set

K = [max { 2 e 420, cgﬁ” log 1?21%5)?2 }-‘ . Then, the total stochastic first-order oracle
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call complexity is

S

| /\

212C4 < >
k _
<no min{p, yi} £ Zexp )or 21 )

0( 2120, exp(Kcigu) 1)
nomin{p, j1y} exp(242) — 1

) ~ CCl €0 T]()f/KCQ
O ——max{ —, —=
nopmin{p, iy € (c+2u)e

~ 2
< 0 <maX { (L + p)Cleo ) 2(L + p) C2 }) )
nopmin{p, puy ke’ p? min{p, py te

IN

INE

where (a) uses the setting of K and exp(z)—1 > z, and O suppresses logarithmic factors. H

Proof [Proof of Theorem 10] With the above theorem, Theorem 10 directly follows. Noting
Lemma 24, we can plug in ng = %m, C1 =1 and Cy = 1302 to Theorem 27. |

Proof [Proof of Theorem 18] We need the following lemma to bound the convergence of
the subproblem at each stage,

Lemma 28 (Lemma 4 of (Yan et al., 2020)) Suppose Assumption 1 holds,
E(|Vaf (e, ye;&)|1? < B? and E||Vy f (2, y; &)1 < B2 Set v = 2p. By running Algorithm
1 with Option II: SGDA, it holds for k > 1,

{ (5 +2) Blantm) - o171+ - Ellana) - o1 -

. 1
E[Gapy,(Tk, )] < 5npB* + i

Using this lemma , we can set v = 2p and 19 = %. Then it follows that

2 . .
BlGapy(, 1)) < 5meB + —— (Blllen(i) — ofl1?) + Bllgu(@) — uf]1?)
Nkd k

We plug in 79 < %, C1 =2 and Cy = 5B? to Theorem 27 and the conclusion follows. |

Appendix E. Proof of Theorem 11 and Theorem 20

We first present a lemma by plugging in Lemma 8 of (Yan et al., 2020). And then we a
theorem that can unify the proof of Theorem 11 and Theorem 20. In the last, we prove
Theorem 11 and Theorem 20.

Lemma 29 (Lemma 8 of (Yan et al., 2020)) Suppose f(x,y) is §-weakly convex in x
for any y and set v = 4. Thus, fy(x,y) is §-strongly convex in x. Then Gapy (T, Jx) can
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be lower bounded by the following inequalities

2 no
Gapy(ar.) > (3 2 ) Gapgya(ab ™) = sl — a0 < < ), (40)
and

Gapy (v, Gi) = P(af*) = Plab) + &1z — af |, where P(e) = max f(a,y/). (47

Theorem 30 Suppose 0 < p < & and suppose Assumption 1, 2, 3, 4 hold. Assume we
have a subroutine in the k-th stage of Algorithm 1 that can return Ty, 4y such that

o Cy
E[Gapy, (Zk, Ur)] < mE[Hx —aglI” + ly — w6 1] + mkCoa, (48)
where C1 and Cy are constants corresponding to the specific subroutine. Take v = 4. Define
Ay = AT5(P(zf) — P( +)) + 57Gap(zk, yk) and eg = Gap(Zo,7o). Then we can set ny =
k—1 384C k—1
Mo exp(—5) < 2f€’ Ty = 70 min{u/lé%,uy} eXp (W)W After
K = {max{lGlog %,Hﬂog MH stages, we can have A1 < €. The total

. ~ . X Cieo Cs
stochastic first-order oracle call complexity is O <max{ o e minl, “y}e})

Proof [Proof of Theorem 30] We have the following relation between P(zf) — P(x,) and
Gapk (33]8, ylg)

P(ag) = P(ws) = f(a,9(26)) = f (@, y:) < f(@5,5(x8)) = f (22, 90)
:f(%a (

v
6)) + §||wo —agl® = flaeyg) — §||w* = agl* + Sl — 261

v

= I, 9(26)) = Fi(w+,95) + 5 e — 26
k

0

< fuleb (o) — Fulinlwh).ub) + L, — ab)? )
= Gapy(af, yb) + 5 o — af]?
< Gapy(af, 48) + 7 (P(ef) = P(2.))
where the first inequality holds by the Lemma 16, and the last inequality due to the u-PL
condition of P(z). Since we take v = 4, we know that 1 — @ = %. Then it follows that
P(ah) - P(r.) < 12 Gapy(eh, o). (50)

Since p < & and v = &, we know that fi(z,y) is A\, = &-strongly convex in z. By the
)

384C _ c infAy,
stting 1 = ioexp (~151) T = iy o0 (55)} |, we note that 7 < =i,

Applying 48, we have

1
E[Gapy(Zk, k)] <niCa + —

(ZElenm) ~ 71+ 2Bl - 17

916 4 , (51)
<niCa + %E[Gapk(xlga yo)] + %E[Gapk(i’k, Uk)],
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where the last inequality follows from Lemma 25. Rearranging the terms, we have

95 1
%E[Gapk(iﬂk,yk)] <nxCa + %E[Gapk(iﬂ]g,yg)]- (52)

Since p < %, f(z,y) is also %—weakly convex in x. Then we use Lemma 29 to lower bound

the LHS of (52) with a = %,

95 o 95 475
—Gapk(xk, Ur) = 6Gapk($k, Ur) + 576 —— Gapy (Tx, Ur)

57
(i) 59756 @Gapkﬂ( o o) - ul!x"”1 ’5”2>
+ %(P(x’gu) — P(z.)) + %(P(:c*) — P(zk) + %%Hx’g B
- %Gapkﬂ( kH,ng)Jr%(P(J?ISH) P(e) -
- i T Pab) — e - 572 (1- 1) (Pab) - PG
@ 55776Gapk+1( k+1’yg+1)+%(}>($lg+1) P(z.))
ézz 12(13(%) Pe.)) - % 15 —Gapy, (x5, yg),

where (a) uses Lemma 29 and (b) uses (50). Combining (52) and (53), we get

475, . 57 bk
E [%(P(%H) — P(xy)) + %Gapkﬂ( +1’y0+1)}

475 15 475

15_ [475 K 57 ko k
< —E P — P(x, — , .
WO+ 108 | S2(P(ah) - Po.) + D Gany(a} yo>]

Defining Ay, = 475(P(xf) — P(z.)) + 57Gap,(zf, y&), we have

<E |:7]kC2 + —=

15
E[Ag41] < 6001:C2 + 1—6E[Ak] < exp (—1/16) E[Ax] 4+ 6007, C2, (55)

and
Ay = 475(P(x}) — P(x.)) + 57Gap, (5, yb)

= 475(P(&0) — P(.)) + 57  f(0, 1(20)) + 5 |70 — Zol* = £ (&1 (F0). 5o) — ll#1.(70) — 7ol
< 475¢9 + 57 (f (2o, 91(Z0)) — f(2(¥0), %o)) < 600€o.

Thus,
K
E[Ax+1] < exp (—K/16) Ay + 6000 Y nexp (—(K + 1 - k)/(16))
k=1
K (56)
= exp (—K/16) A1 +600C2 > (o exp (—K/16))
k=1

< 600¢g exp (—K/16) + 600m,Co K exp (—K/16) .
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To make this less than €, we just need to make

600¢g exp (—K/16) <

N ™

600 Co K exp (—K/16) <

l\’)lm

Let K be the smallest value such that exp (7£) < min{ 90065 > T200m, o) - Ve can set K =
{max {16 log (%) ,161og (W) H . Then the total stochastic first-order oracle call

complexity is

IN

IN
Q

384C1 k—1
>0 (et ()
3840, exp (f) — 1

o min{Az, f1y} exp (15) — 1 (57)

< { Cle() KC2 }>
O [ max - ,—
no min{p, py te’ min{p, py e

< O | max - ,— .
no min{p, py te” min{p, py e

@|’—‘ @R

| /\

|
Proof [Proof of Theorem 11] Plugging in Theorem 30 with ny = %m, C; = land Cy = 5B2,
we get the conclusion. |
Proof [Proof of Theorem 20] We can plug in 7y = %, C; =2 and Cy = 5B? to Theorem 27.
And the conclusion follows. [ |

Appendix F. Analysis of PES-AdaGrad

In this section, we analyze AdaGrad in solving the strongly convex-strongly concave prob-
lem. Define |lullg = VuTHu, ¢o(z) = 0, ¥} to be the conjugate of %T,Z)T, ie, ¢¥f(z) =

sup{(z,2') — %wt(z’)}. We first present a supporting lemma,
2'eZ

Lemma 31 For a sequence (1,(a, ..., define a sequence {uy € Z}T+1

t
Up1 = argmin gZCT, + 1/& u), up = 20, (58)

where Yy (+) is defined in Algorithm 2 with Option III: AdaGrad. Then for any u € Z,

T T
Z (Ctyur —u) < ¢T gz ‘Ct”?p;fl' (59)
t=1 t=1
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Proof [Proof of Lemma 31]

S

T T
Z Gerur — u) = Z Ge, ug) — Z Gty u) — —wT (u) + EwT(U)
t=1 t=1 t=1
1
sup { < th,u> - Ewﬂu)} (60)

T
+ Ct7 ut +
tzz; uez

T T
wT )+ > (G +wT< th>
t=1 t=1

3|>—‘

Note that

( Z<t> = < Z<tauT+1> _l"/]T(UT-H
1 *
=0 { <_ZQ7“> - EwT—l(U)} =97 <— 2

-1
< (A ( Z Ct) <—CTaV1/J%1 <— Z <t>> + gHCTH?p;Av
=1
where (a) holds due to the updating rule, (b) holds since ¥y41(u) > 9 (u), (¢) uses the fact
||z, and hence ¥} () is 7-smooth w.r.t

R

(d)
< < Zﬁt,u:r+1> - —¢T 1(ur1)

that ¢ (u) is 1-strongly convex w.r.t

. ” ' ”(Ht)71'
T-1 T
Noting V}._, < > Ct) = ur and adding ) ((;,us) to both sides of (61)
=1

T T T-1 T-1
n
> (Goug) + 97 (—Zg> < (Cue) + 1y <— > @) + 5 ¢rlld; (62)
t=1 t=1 t=1 t=1
Using (62) recursively and noting that 1g(u) = 0, we have
(63)

Nld

T
Z 16112

=1

T T
Z Gty ue) + Uy <—ZQ) <

t=1

Combining (60) and (63), we have

T
Zgbut_u < wT

t=1

T
77 2
+t3 Z_: 1Gell: -

Lemma 32 Suppose f(x,y) is convezr-concave. And also assume ||Gt|loc < 0
By running Algorithm 2 with Option I11

) ) d+
SetT =M max{maxlT”g”””,m > lgrrall}
i=1

37



GUuoO, YAN, YUAN, YANG

AdaGrad, with input (f,x0,v0,1,T), we have

ElGap(@.5) < (I = 0l + =L (64)

Proof Applying Lemma 31 with ¢, = G; and u; = z, for any z € Z,

T
S Gz —2) < wT + 1 Z 1G12, - (65)
t=1
T d+d’
By Lemma 4 of (Duchi et al., 2011), we know that ) HQtHi: <2 >~ llgi:7:ll. Hence,
t=1 - i=1
for any z € Z
T 1 d+d’
> Gz —2) < =r(z) + 1Y llgrmill2
t=1 N i=1
d+d’
Sllzo — 2||> (20 — 2, diag (s7)(20 —
= 66
2 + 2 +772||ng1” (66)
d+d’
0 + max; ||g1.7i
< Srmasilontall ey 3 lgurl
2n i=1
Then, we define the following auxiliary sequence {Z; € Z };fzo,
S 1
Zy1 = arggrélz n Z: G(2:&)):2) + Zlbt(z)a 20 = %0- (67)

Denote ©; = F(z;) — G(2¢;&). Applying Lemma 31 with ¢; = ©; and u; = Z;, we have

T
(0122 < wT ”Zn@tnwﬂ
t=1

(68)
< 0+ max; [lgrr] 2, 15" 0]
< S 1P+ 5 3 e
To deal with the last term in the above inequality, we have in expectation that
T
E >l ] ZE [CIE
t=1
T
=S E 1G] - IFGEIE ) (69)

~
Il

<E

T d+d’
Z G (2t; &) ”1/;* ] [Z g1 Tz”]

t=1

— =

38



FAST OBJECTIVE & DuUALITY GAP CONVERGENCE

where the second equality uses the fact that E[G(z;&;)] = F(2¢) and the last inequality uses
Lemma 4 of (Duchi et al., 2011).

Thus,
T T L T
?; Zt Zt—Z]—E T; Zt,& Zt—Z> +E TZ;(@t,zt—z)]
| 1 T 1 T
=E TZ (z6:&1), 2t — 2) ZQtazt_Zt +E TZ<@t,Zt—Z>]
t=1 t:1 t=1
@ 18 l l 1 o 0
2 + max; [|g1:7, 2 Ul
<k il — ) ] £228 |3 gurall | + B | 23 (002 — 2
- b | Lo 2|72
d+d’
6 + max; || g1l 2 7
=K ’ - 2—E T
T e i) 208 | 3 |

where the last equality holds because E[(Oy, 2z — 2¢)|2t, 2, O4—1, ..., 0p] = 0, and (a) uses
(66), (68) and (69). Then for any z € X and y € Y,

T
BLf(2,9) ~ f(2.9)] <E | 7 3 (Fey) — £ )

T
=E % Z(f(xtay) — f(@e,ye) + (e, y0) — f(%yt))]

T
<E % Z(<—Vyf(33t7yt)7yt —y) +(Vaf (e, ye), ¢ — 95>)]

L™ =1 (71)
-

=K T Z(F(zt), 2t — z)]
L t=1

(@) T8+ max; ||gi7.l| 1 g [E

<E = — 2—E T

L | R 2| +278 |3 o]

®) m 4n

<—E[||lzo — z|? —yl?+ —=

< 7Bllao =+ o P + 57

_ ] d+d’
where (a) uses (70), and the last inequality is due to T'= M {max{m%”ghm, m Yy, ||91:T,i||}—‘ .

=1
Then we can conclude by plugging in (x,y) = (2(7), 9(Z)). [ |
Now we formally restate the Theorem 12 as:

Theorem 33 (Formal version of Theorem 12) Suppose Assumption 1, 3, 4 hold. Let
g’szk denote the cumulative matriz of gradients in k-th stage. Suppose ||g’f:Tk7iH2 <OTY and

with a € (0,1/2]. Then by setting parameters appropriately, v = 2p, m = 1/\/d+ d', n =
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k
(k=1) 2u _ 212m k=1 2u o d+max; |97, p, 4ll2
2ng exp (— 5 oron ) M, = ity P ("2 e ) and Ty, = | M max § ————*"—,

axd k c+2u 4eg\  c+2p 16778f/ min(p,py ) K
m z:zl vz, ill2 ¢ |; and after K = {max{wlog( ©), 5, 10 (W) H stages,
we have PES-AdaGrad has the total stochastic first-order oracle call complexity of
1
0] <<762(pr)2(d+d )> 2(1a)> in order to have E[Ak 1] <€, where Ay is defined as in The-

p? min{p,uy te
orem 10.

Proof By analysis in proof of Theorem 10, we have the following inequalities that do not
depend on the optimization algorithm

1
(1 T z"p) (P@) - Ple) - (P@r) - P)) < VRGO (1)
3 4
Gapy (1. 1) > s Gapy (5 ) + 2(Plab™) — P(ak), (73)
and
Elar@) —aflP + Zlgn(@r) — b < Gapy(af,yf) + Gapg(@n 7). (74)

-1) 2u _ 212m k—=1) 2u
St 1= T, = ey (5838, = o (45128 o
that,

d+d’

Ty = [Mk max{5 e ”91 rall Z g1 TZ”H <oVd+ dSMTE.  (75)

Thus, T < (2v/d + d’5Mk) . Noting o M < minz{lpz’“y}, we can plug in Lemma 32 as
E[Gapy (Zk, §k)] < E R/ S {Gapk(xlg yo) + Gapy, (T @k)] : (76)
’ mMj, 93 ’ ’

E[||VPy(zx)||?] < 2LE[Py(z1,) — ffel'ﬁ%g Py,(z)] < 2LE[Gapy(Tk, Jr)]

- Ang, o
< = _
<2LE |4 <ka + <Gapk($o,y0) + Gapk(xkayk)>> 3Gapk($k,yk)}

A Nk 155 o
=2LE _16ka + gGapk(ﬂﬁlSay'oC) - EGapk(xkayk)}

P 4 By 93 1k 124 k k
<2LE _16ka + aGapk(l’myO) - —530Gapk+1( +1,yo+l) 53 (P(%H) — P(xg)) |,
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where the last inequality uses (73). Combining this with (72) and arranging terms, with a
constant ¢ = 4p + 248L we have

[Gapyy1 (27 5™)]

3277kL
ka '

(c+ 20EIP(h™) - Pa.)] + S0 E o

< E[P(zF) — P(zy)] + %E[Gapk(w'(?,yé“)] +

Then using the fact that L > 1, by similar analysis as in proof of Theorem 10, we have

8L
(c+20)E | P(ag™) — P(x.) + @Gapkﬂ(l’]g’yg)]

. . (78)

8L 32?’]kL

< R | P(af) — P(a.) + %Gapk(a:’g,yg) + My

Defining Ay = P(zf) — P(z.) + 536Gapk(x0,y0) and ey = Gap(xg,yo), then
c 32nkﬁ

E[A < —E[AL)] + —n——. 79
(Al < +2u [A] (c+ 2p)mMy, (79)

Noting A; < 2¢p and (1 — x) < exp(—x),

. K i K - . K+1—k
E[A < E[A4] —
[ k+1]_(c+2u) [ c+2umZMk <c+2,u)

k=1
—2uK 32L770 min(p, fty) 2u(K +1—k)
<2 (k — _aER T m ) (80)
- 6Oex]p(c—i—2u>+ 212m2(c + 2u) ;exp 24 xp c+2u
—2uK 8n2L mi 2uK
< 2¢p exp a 0 Iinn(p, My)Kex _k .
c+2u 53m2(c + 2u) c+2u

To make this less than e, we just need to make

—2uK
260 €xp a < Eu
c+2u 2

8n3 L min(p, ) o eery (2R o
53m2(c + 2u) -

(81)

2
Let K be the smallest integer such that exp <;i’§fj ) < min{ﬁ, %} We can

set K = {max { 240 (4&) , C;i“ lo (161;@5;(1;1&25 )yE)K> H Recall

< @V T dsMy) e [m#?guy} exp <<k —D_ 2 ﬂ @
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Then the total number of stochastic first-order oracle calls is

ZTk<O<Z [nommip Ny} <(k;1)c"2ku2“>]lla>
K Ta —
<o (& rmatrr) " ()

2
5 >11a exXp <K2(1—a)/(c+2u) - 1)

<0 < |
no min{p, 1, } exp (M%) 1
1

@ o) < )ﬁ (ﬂ)ﬂl—la) A 4ﬂ 1677813min(p,,uy)[( 2(1-a)
< "o mm{P, [y} 2p e’ B3em2(c+p)

1
<0 max 6% 52i}c(d +d) 21—
- ngp(mingp, uy })?" p? min{p, py e
<0

82(L+ p)*(d+d) T
I mln{p, fiy te ’

where (a) uses the inequality that exp(az) —1 > z% for any 0 < a < 1 and x > 0, noting

2 1
that 0 < +‘5u<1and( )>O [ ]

Appendix G. More Analysis on PES-AdaGrad

We have already shown in Theorem 12 about the convergence of primal gap for our Algo-
rithm with Option III: Adagrad update. In this section, we show a corollary about the
convergence of duality gap based on Theorem 12. What is more, in parallel with our anal-
ysis on Option II: OGDA update, we show some convergence results under the condition
that p < &.

Corollary 34 Under same setting as in Theorem 12 and suppose Assumption 6 holds as
well. To reach an e-duality gap, the total stochastic first-order oracle call complexity is

o (e +0) i) ™)

Theorem 35 Suppose Assumption 1, 3, 6, hold and p < §. Define a constant ¢ = 4p +
%f] € O(L+p). g’f:Tk denotes the cumulative matriz of gradients g1.p in k-th stage. Sup-
pose Hg’f:TIc N2 < 0T and with o € (0,1/2]. Then by setting v = 2p, m = 1//d+d', n, =

2

S4+max; ||gF., ;
2770€XP( (k ) 2“) M, —M)exp (% 2 >,andi: {Mkmax{—ma 191

c+2u 1o min (¢, fiy c+2u 2m
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and after K = [max{% log (4?) ,

~ 1
c+2u 16n3 L min(p,py) K ~ 82(d+d) \ 20—
om log ( 5%m2(0+2p,)ys >}w stages, we have O <(m )

Corollary 36 Under same setting as in Theorem 35 and suppose Assumption 6 holds as
well. To reach an e-duality gap, the total stochastic first-order oracle call complexity is

o((( +) ) ™)

Proof [Proof of Theorem 35 | By analysis in the Proof of Theorem 11, we know that when
p<kand~y=1f,

16
P(xg) = P(a.) < 1z Gapy (a5, 55) (83)

and fi(x,y) is A, = ——strongly convex in x.
Set m =1/v/d+ d', nx = noexp ( (k= )) M, = omi??g,uy} exp <(k 1)> Note that,

d+d’

5 (] (2
T}, = [Mkmax{ e ”ng ” mz HngZ”H <A+ dSMTY.  (84)

Thus, T < (2Vd+ d’ 5Mk) . Since n,ﬁ\}k < min%ﬁ’“ y}, we can apply Lemma 32 to get

o 4y L (A Iz L
E[Gapy (3, 51)] < (ZEllntm) — %)+ 2Bl - 1)
mMj, 96 (85)
4ny, 1 o
< M, + 96E[Gapk($§7y§)] + %E[Gapk(xkayk)]v
where the last inequality follows from Lemma 25. Rearranging terms, we have
95 477k 1
g6 ElCapk(@x )] < e + SeElGap (e, yo)) (86)

Since p < &, f(x,y) is also §-weakly convex in x. Then, similar to the analysis in proof
of Theorem 11 we use Lemma 29 to lower bound the LHS of (86) with oo = %,

95 57 475
=g e L a k+l k+1 P k+1 P .
9% apy(Tr, Yr) > =576 apk+1( » Yo )+ 576( (l’ ) — P(x4)) (87)

475 15 L 475 1
2 2Pk - Pla, ~G ,
576 16( (zg) (z4)) — 576 15 apk(:EO yo)
Combining (86) and (87), we get
AT5 57 ot
[576(13(96 ) = Px.)) + %Gapkﬂ( +1,y0+1)}

Aqp 475 15 i 475
20 2ORIp(ak) — Pz,
< oan e 1o w0) = Pledl+ g g5
Ay 15 [475 57
) P(zk) — P(x, ,
= M, 16 [576( (950) (95 )) 576Gapk($o yo)]

1
E[Gapy (2§, y5)] + %E[Gapk(fcﬁ L 0)]
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Defining A, = 475(P(zf) — P(x.)) + 57Gapy, (2§, y0¥) and ¢y = Gap(zo,yo), we have

15 4 1 4
Blk11] < 0BI + ote < cxp (55 ) B + ok (59)

16 mMj, mMy,
and Ay < 600¢y. Thus,

[y

K
E[Ag41] <exp <_E> A

K
4 Nk K+1—-k
+EZ_ M, P <_T>

k=1""F
= exp _E A1+ —77(2] min{Az, fy } f: exp K (89)
16) " 96m? 16
K ng min{ Az, 11y} K
< Jo ey Py S ).
<600¢g exp < 16> + 9Gm2 Kexp T

To make this less than €, we just need to make

K
600¢g exp< 16) < %

m min{p,uy}KeXp _KEN ¢
96m2 16) =2

(90)

d8m-e }. Recall

Let K be the smallest integer such that exp (—é{) < min{ 1205060, T min{p g I
0 WY
1

T, < (2vd+ d’éMk)ﬁ = (ﬁ% exp (k—_21)> ""*_ Then the total stochastic first-

order oracle call complexity is

S0 (& [t ()] )

K 1
0 o k-1
< o k-1
=0 (Z:: <770 mln{)\mﬂy}) P <32(1 - a)))
< 5 )ﬁ exp (ﬁ) —1
<O (i
no min{ Az, £y } eXp<2(1 )16> 1
- 1
o[\ ([0 i YT
no min{ Ay, fiy } ¢’ m2e
5 ? 2d+d) |\ T
<0 (max{z _560 - (5.(d+d)}>21
ng (min{p, pu, })?€” min{p, po, te
2 U +a
o ((LZLen YT,
min{y, puy e
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Appendix H. Proof of Corollary 14, 19, 34

Proof Let (z.,ys) denote a saddle point solution of min max f(z,y).

zeR? yey
Note that 2§t =z, yo *! = gic. Suppose we have E[Gap . (zi Tyt )] < € after

K stages. Noting v = 2p, fi(z,y) is p-strongly convex and p,-strongly concave. By Lemma
25, we know that

A 4
Elll¢x+1(yy ) — g TP < ;2E[Gapx+1(w5(+l,y5(“)] S - (91)

[

Since V. frei1(@r1(uE ™), ™) = Vi F @r1(wdE ™), v +y (@ (wdE ) —af ) =

0, we have

E[|Vaf (@1 )0 TN = Y Elldr vy ) — g TP < 3208

Using the p,-PL condition of f(-, yé(H) in z,

E [f(i‘K—l—l(yé{-i_l),yé{-i_l) _ f(i(yé”l),yé{ﬂ)} <E [vaf(i?K+1(y(I](+1)yy([](+1)‘|2] < 16p€.

20 Mz
Hence,
E [Gap(zg ™, yp )] =E [fag H 9(zg ) = f(@(ye )iyo )]

) . T Yia
- E{f(a;é(+1,y(xé(+1)) + §|\xé<+1 C BT Z P (), ) — §H$K+1(yé(“) e

N N DTN
RO ) = SO + Jlr ) - o)
= E[GapKH(:Eé(“,yé(H)] + E[f(j'K+1(y(l)(+1),yé<+l) - f(fc(yé(“),yfﬂ)]

Y wriis
+ 5Bl ) =z I

16p¢ :
<e+ p6+8ég0<ﬁ+é).
Mz Mz

-1
To have Gap(a:é{H,yé{H) <€ weneed € <O <<H% + 1) e>. Plug € into Theorem

10, 12, 18, we can prove Corollary 14, 34, 19, respectively. |

Appendix I. Proof of Corollary 15, 21, 36

Proof Let (x4, y.) denote a saddle point solution of min max f(z,y) and 2%, = min Py ().
z€eR

zeRd y€Y
Note that z§ t* = 2,y ™! = g, Suppose E[Gap g (zf Tyl )] < é after K stages.

By the setting p < § and v = §, fp(z,y) is §-strongly convex and p,-strongly concave.

By Lemma 25, we know that
. 64 64é
Elldxri(yy ™) —ap T < ;E[Gapml(fﬂéﬂl,yé{ﬂ)] s (92)
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Since Vo ficr1(Zx1 (e ™) ye ™) = Vaf (Exr1 (e ) oyg T+ (@ (g TH—al ) =0,
we have
E[|Vaf(@rer @y ™), 9 TOIP = YElll k1 (yg 1) — 2 %) < 4pé. (93)

Using the p,-PL condition of f(, KH) in z,

E [ f@ralt ™) o) - F@w ) u )] <E - <2

IV f (rc 1 (55, y§+1>\|2] o 2ué

Hence,

E [Gap(ag ™ i )| = B [ £l () - £ u )]

. .
:E{f( K+1,y(x{f+1)) |ny+1 x5{+1”2 B (xK_H(yé(—i-l) ygﬁ{“) _ §H$K+1(yé{+1) éﬂ_le

+ s ud ) = @GS, ue ) + lllfml(yé(“) K“HQ}
= E[Gapp i1 (z8 ™ vl ™ + Elf (Ere1 (ud ), ud ) — F@Eyd™), w8 )]
+ S Ellldn () - 2P

.
gé+ﬁ+8ego<ﬁ+é>.
Mz Mz

-1
To have Gap(x K+1,yK+1) <e, weneed € <O <</% + 1) e>. Plug € into Theorem11,
20, 35 we can prove Corollary 15, 21, 36, respectively. |

Appendix J. Analysis of Option IV: PES-Storm

In this section, we present the formal version of Theorem 13 in the Theorem 41 and show
its proof. Denote d; = (v¢,u;), where the component v; is corresponding to primal variable
x and the component u; is corresponding to dual variable. Also denote n = (n*,nY), a =

(az,ay).

J.1 Auxiliary Lemmas

In this subsection, we show some lemmas that are needed to prove Theorem 41.

Lemma 37 In Algorithm 2 with Option IV: Storm. setting 0 < n* < ﬁ, we have

P(zry1) — P(y) < —%Hvt\l2 0" CllG(@e) = el + 0| Vaf (e, p) — vl (94)
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Proof Using the L-smoothness of P(x) = max f(z,y),
y'e
L 2
P(ze41) < P(e) + (VP (1), o1 — 20) + 5 llwess — 2t

= P(x¢) + (VP(x¢) = Vo f (@6, ye), ver1 — ) + (Vo f (26, Y1) — vty o1 — T4)
L(n*)

+ (vt Tep1 — o) + 9 v
1
< P(xy) + 0°|VP () — Vo f (e, y) P + ant—i—l — x|
1 L(n® 2
I ) =l e =l + (s = 20) + 2 2

= P(a) + 7" [VP () = Vo f (a,90) [P + Tllenl® + 07|V f (e ) = vel

n" L(n")?
+ Dol = ol + 2 2

N n*
< P(xe) + 0" Cllye — 9@ 1P + 0" Vo f (@, ye) — ve]|* — zll%ll%

. . . 1
where the last inequality uses the setting n* < 57. |

Lemma 38 In Algorithm 2 with Option IV: Storm, setting 0 < a,,a, < 1, we have

E||Vaf (@1, Yes1) — ver |2
< (1= a2)B[Vaf (@, y1) — vill* + 8(1 — @) (s — zel* + lgers — wel®) + 20307,

and

E|Vyf(@e1, Yer1) — e ||
< (1= ay)B[[Vy f (e, ye) — uel® + 8(1 — ay) 2 (||wesr — xel” + lyerr — well®) + 20207,

Proof By the update rule of v, we get

E[|Vaf (@41, Yt+1) — ’Ut+1”2
= E||Vof (@1, yrsr; &) + (1= ag)or — (1= @) Vo f (2,91 E41) — Vo f (@er1, yesn) |
SE[(1 = ag)(ve = Vo f (e, y0) + (1 = az)[Va f (21, yt) = Vo f (2, ye; &)
— Vo f @41, Y1) — Vaf (@1, Yee1; S1) |17
=E[(1 = az)(ve — Vaf (e, ye)|I”
+E|(1 = a2)[Vaf (@, yt) = Vaf @6, 96 641)] = [Vaf (@41, Ye41) — Vo f (@1, ger; S|P
= E[|(1 — az)(ve = Vaf (ze, y0)) |
+EN(1 = a)[Vaf (@, yt) — Vaf (@, 96 6041)] — (1= a) [Vaf (Te01, Y1) — Vaf (Tea1, Yer1; §ea1))]
— au[Va f (@1, Y41) — Vaf @1, v &)1
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Then using E[Va f (¢, yt) =V f (21, yt; &41)] = 0 and E[Vo f (211, Y1) = Vi f (T4, Y15 §41)] =
0, we continue the above inequality as
BV f(@er1, yer1) — ’Ut+1H2 < (1= ag)Eljv — fo(ﬂft’yt)Hz
+2(1 = ag)’E(| [V f (6, yt) — Vaf (@, v &41)] — Vo f (@1, e+1) — Vo f @1, Yer1; )]
+ 202E (Vo f (211, Yer1) — Vel (g1, yes1; Een) |1
< (1= ag)Elloy — Vo f (ze, y) [I> + 4(1 — a2)’E[|Va f (@, 4¢) — Vo f (@41, yes1) I
+4(1 = ag)’El| Ve f (@1, y2: E1) — Vo (o1, yra1; Ee) |IP + 20507
< (1= a2)B[|Vaf (@, ye) — ool + 8(1 — az)*C (w1 — ae® + lyers — wel®) + 20307,

By similar analysis on y-side, we have

E\|Vyf($t+17yt+1) - Ut+1H2
< (1= ay)EVyf (e ye) — uel® +8(1 — ay)*(lwers — e + [lyerr — vell*) + 2a50”.

The next lemma follows from Lemma 18 of (Huang et al., 2022). We include the proof
for the sake of completeness.

Lemma 39 In Algorithm 2 with Option IV, setting n¥ < min{1, 6—15}, A= 6—15, we have

) [y 1Y A . 3nY \? 519\
Iyt — Gl |I” <1 — y4 Mye — ()] — THUtHz + Vg f (@, yt) — wg]|?
Yy
552(77m)2 2
———— |l
nY Ay

Proof Using f,-strong concavity of f(z,y) in y,

F@ey) < Feey) + (Yol @)y — ) = Sy = wl?
= f(xt7yt) + <Ut7y - gt+1> + <vyf(xt7yt) — U, Y — gt+l> (95)
(Vi f (@, y0)s G — ) — %Hy — |-

Using ¢-smoothness of f(z,y),

- - e
—f(@e, Ge1) < —f(@e, y) — (Vo f (@6, 90), G — ye) + §||Z~/t+1 — |- (96)
Adding the above two inequalities, we get
f(@e,y) — f@e, Ger) <

- - i 0 .
(e, ¥ — Geg1) (Vo f (@, y0) — e,y — Jeg1) — EyHy —yl® + §||yt+1 — .
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Note that the update of y is

Uir1 = P, + Awy),
Ut+1 y(yty i t) (98)
Yir1 = Ye + 17 (Y1 — Yt),

where \ = é. Since §i41 = Py(y+ Auy) = argmingey 5|y —ye — Mg ||? and 3|y — v — Ay ||
is convex in y, we have

(U1 — Yt — Mg,y — Jey1) > 0,y € V. (99)
Then we get

—_

1

(ut,y Ur41) < = (U1 — Y6 Y — Te1) = ~(Ut41 — Y6 Yt — Y1) + —(Ger1 — Y6, ¥ — Ye)

>
> =
>

e — el + 1 )
DY Yt+1 — Yi b\ Yt+1 — Y&, Y — Yt)-
Thus,

- 1 7/ 1 .
f($t7y) - f($t7yt+1) < - <X - _> Hyt+1 yt”2 + X(yt—i-l —Yt, Y — yt>
(100)

_ [
+ (Vyf(@e,ye) — us, y — Jog1) — 7y|’y - ytHQ-

Plugging in y = §(zy),

. - 1 7 1, .
0 < florilan) = fondinn) < = (5= 5 ) Wes =l + 5 oo = i) =)

(Vo f ) = e, §le) = Geer) = i) — il
(101)
By yt+1 =yt +n”(J1+1 — yt), we have
1Ye1 — D@ P = llye + 1% Ges1 — ye) — Hlze)|1?
= llye = 9@)I1* + 20Y (Gesr — ve, ve — G(@e)) + ") |1 Ge1 — wel?
< lye = 9@)I? + ") 1Fer1 — wel> = 0¥ (2 = L) |Fegr — w1
+ 2" MV f (@1, yt) — g, §(xe) = Ger1) — pynP NG (2e) — ye?
< llye = 9=l = 0% = 1")* = ) |[Gee1 — vl

T .
+ 29\ M—IIVyf(:Et,yt) — | + o i) — g1 |I?| = N9 (2e) — wel|®
Yy

. N Yy
< (1= pyn? Mlye — 9(ze)|* = 2nY — (n¥)? = O2n) |G — well* + i) - el

+ i ,uy e — Gerall® + 4nz)\||vyf(xtvyt) = wl|”
<(- My727 )\)Hyt —9)* = 2nY — (n¥)* — Exn? — %)H@Hl —uell* + 4Z uf (@) — |
<( yg )\)H?Jt — g(a)|” - Z”yﬂgtﬂ —yil” + R/ of (e ye) — )
o A A )l

Y
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where the last inequality holds because p,, < £,7¥ < min{1, é}. Using the above inequali-
ties, we get

Y1 — 9 @) )? = lyesr — 9(xe) + 9(2e) — Gleg) |
1Y py A N
< (1+ Ty)HytH —g(@)?+ (1 +

4 . .
Y 9 — §(x1)|
Yy
4,2
nYpy N
2 3nY\?

9 2
2

nY by A

<1+ T)Hytﬂ — @)+ (1 + [E

<(1-

Pyn? A 1Y py A .
y2 )1 4y Nyt — ()

_|_

4nY X\ 5 4 2 o
Vyfe, ye) —wel]” + (1 + — ()7 [[v

™ IVy f(@e, ye) — we]® +( nyuyA)u%j( )7 llvell

3 y)\2 5nY\ 5@2( m)2

2 n 2 ] 2 ] 2
— —|lu + Vv f(x S Yt) — U + ———"||v s
” 1 ” tH ,uy H ) ( t t) t” y)\ 3 H t”

+ (1 +

nyuyk)
4

Py? A
4

<(1- Mye = 9(e)

where the second inequality is because §(-) is H%-Lipshitz (Lin et al., 2020a). [ |

The following lemma analyze the convergence of one stage in PES-Storm.

. 2
Lemma 40 By setting 11° = 1tm’, a0 = 500 (1Y)%,ay = S24(0Y)?, 0¥ < O(g51/ ) to

ensure 0 < az,ay < 1, one stage of Algorithm 2 with Option IV: Storm returns an solution
(xr,yr) such that

. nY nY 1
Elly, — ()| + %E[vaf(:vm%) — v’ + n—mE[IIVyf(wnyT) — v I+ gEHvTHQ]

< Fl — PT+1 + 4C€(T]y)30'2
n*r pyn®

I

where C'= 1600 and 7 is sampled from 1,...,T.

Proof Defining a Lyapunov function as in (Huang et al., 2022),

. 1 1
L= Plon) 4 22 (98 = 3P + 9 f ) = wlP + 9 f ) — )
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Then we have
Doyt — Ty

9 R .
= P(w41) — P(@1) + 220(|lyess — G — v — 9(z0)]]?)

14
1 1
+ % <$||fo(xt+1,yt+1) - Ut+1||2 - ﬁ”vmf(fﬂtayt) - Ut||2>

1 1
+ % <n—y”vyf(xt+1ayt+1) - Ut+1H2 - EHVyf(xhyt) - “t”2>

< ——77 oel” + 0" Nl (2e) — yell® + 0* IV o f (e, ye) — vl
9:% 2 My77 2 A2 9 ONYA 2 552(77:”)2 2
Yy a2 v — iV

( lye — 9(x)| 1 [Jue ]| + ™ IV f (@, ye) — well” + A [[ve]

14

—ﬁ%%MWHumm—mm+%§wﬂ%wwﬂ+w%vwwWD+%%?
—{ggmwmmﬁm—WM+§§«WWMMW+WWVMMWD+%%§

< (2O 2= o)

+ 0 = 1 EUIV e (s pe) = il (150708 = LEL RV () — P
—é—wgyff%%WWHMWwijmwﬁﬂ%fzmﬁa

where the first inequality uses Lemma 37, Lemma 38, Lemma 39.

2
Taking 7° = 1o2an?, az = 800[(779) Ly = 8005(779) nY < O(y/*#) to ensure 0 <
az,ay < 1, we get

Tiv1 — Ty <= 0%llye — 9(z)|* — 0YE[|Va f (22, ye) — ve||]

Lo 4Ce(nY)3 02 (102)
= E[[Vy f (e 31) = vl*] = gn"Elfuil* + L’
Hy
where C' = 1600.

Thus,
A~ 1 xr
1" llye = G@)|? + "BV o f (2, 50) — 0il®] + 0Bl Vy f (20, 9e) — vel*] + g E ||
4Ce(nY)30? (103)

Hy
Taking average over t = 1,.., T,

S Ft —Ft+1 +

—Z lyr — G(2:) H2+ E[I!fo(wtayt) —ue? ]+ E[I!Vyf(wt,yt) — v’ + EH%H ]

_ Y\3 52
< Fl FT—i—l 4 4C€(T] ) (2 '
n*T Py 1*

(104)
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Randomly sample 7 from 1, ...,7T, we obtain

. nY nY 1
Elly, — ()| + %E[vaf(:vm%) — v’ + n—mE[IIVyf(wnyT) — v I+ gEHvTHQ]
chi-Trp n 4(35(77@’)302‘
n*T oy M*

Theorem 13 is formally restated as follows:

Theorem 41 (Formal version of Theorem 13) Assume Assumption 1, 2, 4, 5 hold.

Define a constant e; = (’;fjf and €, = 61/2 where C = 1600. By setting n; = mln{30 e 32‘6‘&?02 1,

2
W= okl T = O (max{he, by}, after K = Ollogle1/€)) stages, BP(z) -

P(z)] < e. The total stochastic ﬁrst—Order oracle call complezity is O <u3/2i7;//2261/2 + u£2§,6>'

Proof Without loss of generality, let us assume that the initialization of the first stage

1\ _ C%g2 . 145 €0 Hy 320062 2
P(zg) — P(xy) = €0 > R \ 33007857 > 30 7+ The case where ¢y < - can

be simply covered by our proof. Then denote €¢; = gf; MJZ and € = €1/ 2k
Yy

Let’s consider the first stage, we have initialization such that P(zg) — P(x.) = €o and
E[|[Vaf(@0,50) — voll? + [IVy f (20, yo) — uoll?] < o
We bound the error of the first stage’s output as follows

Y Y
o o - o _ |
By — ()| + LBV @) - o)+ Z—;Emvyf(:cl,yl) | + SEllo ]

1 1

E[P(x0)] — P(x.) | pyl?|lyo — §(wo)]?
< J—
- wlTl + E771 6771771 ||V$f(x17y1) Ul”

4C€(n )32

+ gy IVl @) —mlf + =2

< e
=16’

2
where the last inequality is by the setting n{ = 10’5#77?{, n = \/ 7 By and

T, =0 (max{ T u:; y; = nyﬁg }), which is in the order of a constant and where D
171 1

denotes the dlameter of Y. This result implies that

_ N Her
EC|gr — 9(z1)))* < St

- 16’
2
Ky €1
B[V f (2r.yz) = orlP) + BV (2ryr) = vrl’) < T (105)

_ €1
Ello,|? < £+
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Using the pu-PL condition of P(x),

IN

1 1
P(Z1) — P(xy) ﬂ\\vp(fl)\\z = ZHVP(@) — Vo f(@1,51) + Vaf (Z1,51) — 01 + 012

IN

1 o

ﬂ(?)fz\lzh — 9(@)|? + 3V f (e, ye) — vill* + 3le]|?) < e,

where the second inequality has used VP(x) = V f(z,9(x)), which is by the Lemma 16.
Starting from the second stage, we will prove by induction. Suppose the initialization

of k-th stage (k > 2) satisfies E[ (Th-1) = P(2.)] < ex1, B[V f (Zr—1,Gr-1) — vr—al” +

Vg f (Zr—1, Y1) —ur—1]?] < M The error of the output of k-th stage can be bounded

as

Y Y
L Ui _ Ui o 1
EC |\, — 9(z5) 1> + n—’;E[Hfo(wk,yk) —well*] + n—’;E[HVyf(:ck,yk) — e’ + gEHkaP]
k k

E[P(Zp_1)] — P(x« | gr—1 — 9(Zp_1)|?
< [ ( k 1)] ( )+Ny ||yk 1 y( k 1)” + Hy vaf($kayk)_vk”

Ty, nETy, ey,
4CL(nY)30?
+ IVyf Tk, i) — wl|* + ———
ﬁnknk Y Nynlf
ko1 pylPuer—y  Hiber—1  pper—1  ACL(nY)30?
mTe T BTy Cogn T Pyl
< Her
=16

(106)

2

3
where the last inequality is due to the setting n! = 4/ 32%%%, Ny = 10‘5#77%, T, =
1y
0 (maX {“7717 iy }> '

Similar to in the analysis of first stage, this result implies that

Ny €k—
E[ g — 9(@0)]*) < 5
2
= = o [y €l
E{I V2 f (e ) = vel) + B[V f (@0 50) — oel*) < o (107)
Hek
Eflox|* < 5

Using the p-PL condition of P(z), we obtain

1 1
P(zy) — P(zy) < EHVP(@)HQ = EHVP(%) — Vo f Tk, Gk) + Vo f (Th, ) — vk + g2

1 o o
< 5(352”% — 9@+ 3|V f (ks Tr) — vkl + 3|Jve]?) < e
(108)
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By induction we know that after K = 1 + log(e;/€) stages, P(Zx) — P(z,) < 0. Total
complexity is

K K 1 Iug
Tk =0 —t maT
20 (% (g i)

S e | owe
—0 - (109)
= \ s Jupder/ 03 Hubyer
_ 7/2 2
=0 ‘ 772 + : 2. |-
M?’/zﬂy/ €2 ppge
|

In the following corollary, we analyze the convergence of duality gap by PES-Storm.

Corollary 42 Under the same setting as in Theorem 41 and suppose Assumption 5 as
well. To achieve E[Gap(Zk,yx)] < €, the total number of stochastic first-order oracle calls
N —

/2 972 3: |-
M3/2uz/ My/ el/2 Bhba €

Proof Assume after K stages, we have the output Ty, yx such that

P(x) — Pl) < iuvmmn?

< 5 Bk 9@ + 319 e, 71c) —orclP 4 8ferc?] - (10
<,
and R
Ellgx — (@5 < . (111)
— 1642
Hence, by the strong concavity,
o T, (T — [(TK,y
||y($K)_y*||2 < f( K y( K;) f( K yK)
Hy
< m
< 201,
_ Plax) = Pla.)
2ty
€
<.
2ty
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Thus,

_ _ s ~ €
15 = yl® < 207K — 9(@K) 1+ 2019(TK) — yal* < 0 (113)
Y

And the dual function D(y) = ming f(2/,y) is £ + ﬁ—i < %2, where ji, is the z-side PL
condition coeflicient. Therefore, we have

/2e

Y

2
[, ye) = f(2(UK), ¥x) = D(y+) — D(¥k) < %”ylf —yl” < (114)

Then we know the duality gap is

[, 9(ZTK)) — f(@0K), UKx) = (@K, §(TK)) — f(@a,ys) + f(2e,94) — f(2(FK), UK)

L, %
<é+ .
Hoa [y
(115)
To make the duality gap less than e, we need é < O(*%%). Therefore, it takes
9 /2 o .
O <u3/2u3/2u2/261/2 + uuwZ&) to have a e-duality gap. m

Appendix K. Justification of PL condition

In this section, we show the analysis of cases where the x-side PL condition can hold, and
show the properties that follow from the z-side PL condition. We need to introduce a
auxiliary lemma as follows.

Lemma 43 (Corallary 5.1 of (Li and Pong, 2018)) Suppose h(z) = g(Az), where A
is a matriz and g(-) is strongly convez, then h(x) satisfies a u-PL condition.

K.1 Proof of Lemma 9

Here we prove the Lemma 9 which justifies the PL condition for the non-convex AUC
maximization problem.

Proof [Proof of Lemma 9] Before diving into analyzing the min-max formulation of the
AUC maximization problem, we investigate the property of the optimal solution to a AUC
maximization problem. Reconstruct a data set {(a1,c1), ..., (a;, ¢), ..., (an, ¢,)} where ¢; =i
if b =1 and ¢; =0 if b; = —1. Consider the problem

n

min £y (w) := > (h(wia;) — b;). (116)
i=1
By Theorem 1 and Theorem 3 of Allen-Zhu et al. (2019), we know that for w, = argmin F; (w),

|lwe — woll2 < w and Fi(w,) = 0 where w = O(logx) and w is a random initialization.

Then we know that w, is a optimal solution to problem (4) as well with the optimal objective
to be 0. Therefore, w, is also a optimal solution of the Problem (5).
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Then let us consider the min-max formulation of the AUC maximization problem. For
the n input data points, the problem (5) can be written as

min max f(w,s,r,y) ZF (W, 8,7,9,2;). (117)

(w,s,r) a€R

From Section 12 and Section 13 of (Allen-Zhu et al., 2019), we know that h(w;a) <
O(logm). Then by a similar analysis of Lemma 7 and Lemma 8 of (Guo et al., 2020), it
holds that max{|s|, |r],|y|} < O(logm).

By Theorem 5 of (Allen-Zhu et al., 2019), for ||[w — w|| < w, with probability at least
1— e—fl(mwzwi)

h(w;a) = h(wg;a) + (Vh(wo; a), w — wo) + O(L3w*/3v/m). (118)

Then for any fixed y and for |[w — w|| < w, with probability at least 1 — e‘ﬁ(m“wgi),

+2(1 + y) (ph(w; a;)Ljp,——1) — (1 — p)h(w; @), —1)) — p(1 — p)y°

=13 [ Pt + (Thwasa),w = wa) + O Vi) = 5,

+ p(h(wos a;) + (Vh(wos a;), w — wo) + O(L3w3/m) — 1)?Ip,—
+2(1 + y)p(h(wos ;) + (Vh(wo; a;), w — wo) + O(LPw3v/m)) I,y
—2(1 + y)(1 — p)(h(wos ;) + (Vh(wo; a;), w — wo) + O(L*w?/3/m))I,

—p(1— p)y2] :
(119)

Then,

n

Z WO7 aZ V]I(W(]7 al) W — W0>)H[bi:—l}
i=1

t@>

7'L
1 — - (120)
- WQ,aZ Vh(WQ, al) W — W0>)H[bi:1] 4 5([~/3w4/3\/ﬁ),

56



FAST OBJECTIVE & DuUALITY GAP CONVERGENCE

Thus,

n

P(z) = max f(z,y) =

S|

[(1 — D) (Vh(wos a), w — wo) — )Ty
=1

+p((Vh(wo; a;), w — wo) — 7’)2}1[1,2.:_1}

n

1 1 ¢ 1 2
+ — (p(— Z Vh(wo;a;), w —wo)lp ) — (1 = p)(V= Z h(wo;a;), w — W0>H[bj:1})
+ O(LPw*3/m)
= |Hz — ¢|> + O(L*w'*/m)

(121)
where H € R"+D*3 and ¢ € R**. For 0 < i < n, the i-throw is H; = (v/T — pVh(wo; a;), —1,0)
if b = 1 and H; = (/pVh(wg;a;),0,—1) if b; = —1; and the i-th element of c is
¢i = /1 —=p(Vh(wg;a;),wp). The last row of H is ( (11 )(p% > Vh(wosai)p,——1)— (1 -
p\i—p i=1
p)% >~ Vh(wo; a;)Ip,—1)),0,0) and the last element of ¢ is p(ll = ((p% >~ Vh(wo; ai)lp,——1—
i=1 - i=1

(1-p)s 21 Vh(wo; a;)ljp, 1)), Wo)-

With (119) and Lemma 43, we know that for some p > 0 and any v, i.e.,

2u(P(z) - P(z.)) < [VP@)? + O /). (122)

Since w = O(l(\)/g%”), by the choice of m, we know that
IVP(@)|* = 2u(P(x) — P(z.) — ). (123)
|

K.2 An Example of z-side-PL-Strongly-Concave Problem

Lemma 44 Let z,y € R, f(x,y) = %x2 +sin? zsin? y — 2y%. We have that f(z,vy) satisfies
a r-side % PL condition, is 2-strongly concave in y and has a saddle point (0,0).

Proof For any =z,
2 o2
Vi, f(z,y) = 2sin” z cos(2y) — 4 € [-6, -2]. (124)

Thus, f(x,y) is 2-strongly concave in y.
For any y, we know that #(y) = 0, and

V2 f(z,y)| = |1+ 2cos(2z)sin? y|> < 3, (125)

which together with (124) implies that f(z,y) is 6-smooth.
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We also get
Vaf(z,y)| _ |z +sin(2z)sin®y| _ 1
[z —2(y)| |z — 2

(126)

which together with the 6-smoothness we know that f(x,y) satisfies a x-side %—PL condition
by Appendix A of (Karimi et al., 2016).
Also it is easy to verify that

f(0,y) < £(0,0) < f(x,0), (127)

therefore (0,0) is a saddle point.

K.3 Existence of a saddle point

Proof [Proof of Lemma 8] Since x, = argmin, P(z'), VP(x.) = Vuf(z« 9(zs)) = 0,
where the first equality holds by the Lemma 16. Then noting the z-side PL condition
200 (f (2, (1)) — mings f(2,§(24))) < Vo f (2, §(20))|* = 0, we have

T € 2(g(24)), (128)

which is one of the optimal = corresponding to the g(z.).
Then we can conclude that (x,,g(x)) is a saddle point of f(z,y), i.e., for any = and
ye,
f@ey) < s, 9(s)) < f(a,9(22)). (129)

Appendix L. Using Different Step Sizes for Primal and Dual Variables

In previous sections, we used the same step size for for primal and dual Variables in order to
simplify the analysis. Actually, step sizes for primal and dual variables can be set different.
In this section, we provide an analysis and rewrite the algorithm in Algorithm 3, 4. Similar
as before, we first provide a unified theorem.

Algorithm 3 Proximal Stage Stochastic Method: PES-A4
1: Initialization: Zg € RY, 5o € Y, 7, T1, 0%, 1, a.
2: for k=1,2,..., K do
3l =Tp—1, Yo = k-1

4: (j/wgk) = A(f7$§7y§7ngan7Tk77)a

5

6

7

Mes1 = /@iy = e/ Thpr = aTy;
: end for
. return (Tx, k).
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Algorithm 4 Stochastic Algorithm A(f, zo, yo,n",nY, T, v, uo, vo)

Initialization: (zo,yo)
Let {&,&1,...,&r} be independent random variables.
fort=1,...,T do

=100, 2o ("G (@1—1;&-1));
Y = Hytfl(ﬁ g(yt—lagt—l))a

end for

return r =

’ﬂl
M=
<

T
r

-
il

Theorem 45 Suppose Assumption 1 and Assumption 4 hold. Assume we have a subroutine
in the k-th stage of Algorithm 8 that can return Xy, such that

ik (Zk) — yb 1) + (f +n§)Ca, (130)

E[Gapy(Zk, ¥k)] < E[?? |2k (Tr) — 2

where Cy and Cy are constants corresponding to the specific subroutine. Take v = 2p and de-
note L = L+2p and ¢ = dp+= 248L € O(L+p). Define Ay = P(zf)— P(ZE*)—I—S—gLCGapk(l’]S,ylg)
and €9 = Gap(Zo,§o). Then we can set nf = nf exp(—(k — 1)c+2u) ny = nyexp(—(k —
2 _ 212C 2 +2 4 +2 16(nE +nY) LK Cs
D at) T = |l exp (k= 1) 35 ) | After K = [max { £2% 1og %0, <521 log 1000 LI LKC: 1]
stages, we can have Agy1 < €. The total stochastic first-order omcle call complexity is

~ L—I—p)C160 1 ng 77y 1 (L+p)202
O (max{ ( = 0 I e E L - I
min{ng p,ng iy} e’ (P t ng by T o + uy) p2e

Remark. As long as O(rf) < 1§ < O(12), n§ > O(uy), and 1§ > O(u), then g, 7§ can
be separately tuned without harming the complexity bound.

Proof [Proof of Theorem 45] Since f(z,y) is p-weakly convex in z for any y, P(x) =
max f(z,y) is also p-weakly convex. Taking v = 2p, we have
y'e
P(@-1) > P(&) + (VP(@x), &1y — &) — Sl1Ek-1 — &l
3
= P(31) + (VP(@r) + 29 — 1), Bt — 3) + [0t — 7
(a) _ _ 3/) _ _ 2
P(g) + (VP (@), Zi-1 = Zx) + o [Z—1 — (131)

Y p(ay) — %ka(;zk), VP (z1) — VP(z)) + %HVPk(:Ek) - VP(z)|?

— P(zy) - %nvmmuz - %www, VP@) + %HVP@)H%

where (a) and (b) hold by the definition of Py (z).

99



GUuoO, YAN, YUAN, YANG

Rearranging the terms in (131) yields
_ _ 1 T | _ _ 3 N
P(Zg) — P(Zp-1) < —||VPk($k)H + @(Vpk(xk),vp(xk» - %HVP(M)H

< va >u2+$<um<xk>u2+uvzﬂmk)u?)—%upuk)u?

1 1 _
EHVPL@( W|* — 4—p\|VP<:vk>H2

® 1 " _

s@wm W* = %<P<xk>—P<x*>>,

(132)
where (a) holds by using (a,b) < 3(||la||> + ||b||?), and (b) holds by the ;-PL property of

P(z).
Thus, we have

(4p +2u) (P(zk) — P(x1)) — 4p(P(2-1) — P(z)) < ||V Pi(@)|*. (133)

Since v = 2p, fr(x,y) is p-strongly convex in x and p, strong concave in y. Apply
Lemma 25 to fx, we know that

Py - [y - o -
k(@) — 261 + “F119k() — w6l < Gapy (e, 46) + Gapy(Tr, gr). (134)
By the setting of nf = 1§ exp <—(k‘ — 1)c+2u> Ny = Ny exp (—(k: — 1)C+‘5M>, and Ty =
2
{#ﬁ%@% exp ((k‘ — 1)%)} we note that ZC%F < %5 and ng’}k < 4. Applying (130),

we have

o o = My~ /o
E[Gapy (7, 30)] < (1 + 12)Ca + 2= [2an(@) — 41 + 22 u(z) — o]
1

< (nf +n)Ca + == |Gapg(ef, uf) + Gapy (@, ) -

(135)

Since P(x) is L-smooth and v = 2p, then Py(z) is L = (L + 2p)-smooth. According to
Theorem 2.1.5 of (Nesterov, 2004), we have

E[||V Pe(zr)|%) < 2LE(Py (1) — féﬁ@ Py.(x)) < 2LE[Gapy(ZTk, Jr)]

= 2LE[AGapy,(Tk, Jr) — 3Gapk(ik, i)

. o 136
<2LE [4 <(77k + 1) Co += (Gapk(anyo) + Gapk(wk,yk)>> — 3Gapy(Zk, Ur) (136)

1

—2LE [4(77,2” + 77,2)02 + ﬁGapk(mlg,ylg) — gGapk(xk,yk)] .
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Applying Lemma 26 to (136), we have

- 4
BIIY Pu@u) ] < 2L 407+ )C + 2 Gam(ab )

155 (3 4
2 (Fcapealal b + 3Pl - PGb)) |

A 4 93 124
= 2101 + 1)C+ 25 Gapuab )~ s Gomia (o) 2 (P ) - Pab))]

Combining this with (133), rearranging the terms, and defining a constant ¢ = 4p +
ZEL € O(L+ p), we get

(c+ 20 E[P(§1) = P@)] + 5o LE[Gapy (2, o)

48 8L . \
< (t0+ 23 L) BIPGah) - Plo)) + S EGapab )] + SGE +)EC: ()

8L o
< B | P(af) — P(x.) + @Gapk(l’]g’yg) + 8(ng + 1) LCa.

Using the fact that L > p,

8L 248 . 8L 8L  16uL _ 93 .
e+ 2055 53¢ ( P73 > 53(4p + Z8L) ~ 53 248L 265 (138)
Then, we have
k41 8L L R
(¢4 208 | P(ef™) = P(e.) + o Gapy (57, 0§ ™)
A (139)
8L N
< B | P(ef) ~ P(2.) + 3 Gape(e, o) | + 80 +n)EC
Defining Ay = P(zf) — P(z.) + 530Gapk(x0, yk), then
c 8(nf + np)LCy
E[A < E[A — v = 140
[Bea] € —BlA] + T (140

Using this inequality recursively, it yields

K K K+1-k
c 8Ly c
E[A < E[A . 141
[ K+1]_<c—|—2,u> c—I—ZukZ:( <c—|—2,u> > (141)

By definition,

8L
Ay = P(zg) — P(z.) + %Gapl(rﬂé,yé)

= P(z0) = P(.) + (£(@0,51(70)) + 3 170 — 7oll* = £(#1(50), 50) — 3111 (5o) — 7o)
< €0 + f(Z0,91(%0)) — f(2(0), %o) < 2e0.
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Using inequality 1 — 2 < exp(—=x), we have

oK 8(nt 4+ n!)LCy <& K
E[AKH]SGXI)( a )E[Amwzew(— b )

c+2u c+2u pt c+2u
—2uK gL 2K
< 2¢p exp o + 8(ing + 1) C2Kexp _H .
c+2u c+2u c+2u

To make this less than ¢, it suffices to make

—2uK
260 €xp a < Eu
c+2u 2
8(ng+ng)E02KeX < 2uK> <€
c+2u +2u

2

Let K be the smallest value such that exp( < min{, ; o _(et2pe . We

c+2p ng +770)LK02

can set K = |max C+2“ log 420, 042'3“ log 16(770;:7§LLLK02 }—‘ Then, the total stochastic first-

order oracle call complex1ty is

K
2120
T, <O | — . exp < (k — >
kzz:l * (mm{%”v 1o} min{p, py } £ Z )2 + 2

O< 21204 eXp(Kc+2u) 1)
min{no, }mln{p Ny} eXp(c+2u) 1

~ C LKC’
o(—— A 6_07(770+770 2
min{7 p, 176 Hy 14 e (c+2p)e
1

IN

—
S
=

IN

_ 2
§O<max{ (L+p)Creo (5 + ) (L +p)°Co )
min{ng p, ni iy ppe” min{nd p, né pu, } e

SO(H]&X{ ( xp)yl(] 7(__|_ 770 +77_0+ ) p) 2})7
min{ngp, iy te’ " p - Ny NEP Ly 12e

where (a) uses the setting of K and exp(z)—1 > z, and O suppresses logarithmic factors. H

Theorem 46 Consider Algorithm 38 that uses Algorithm 4 as a subroutine. Suppose As-
sumption 1, 3, 4 hold. Assume E||V,f(z,y;€)||> < B? and E||V, f(z,y;€)|*> < B2. Take
v = 2p and denote L = L + 2p and ¢ = 4p + 248L € O(L + p). Define Ay = P(xf) —

P(z.) + @Gapk(:no,yo) and €9 = Gap(Zo,yo). Then we can set np = ngexp(—(k —

2 1,y .y _ 212C 2u
Dero) < 5ok = myexp(=(k = 1)C+2u) Ti = {min{nﬁpv%uy}e}{p <(k_ 1)C+2uﬂ' After

K = {max{%log 4%, Cgi” log 80(2125)]52 H stages, we can have A1 < €. The total
(L+p)*B? )

stochastic first-order oracle call complexity is O <W .
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Proof [Proof of Theorem 46] Using Lemma 28, we can set 7 = 2p and 79 = %. Then it
follows that
5(nf +n}) B

5 .

E[Gapy(Zk, gx)] < E[||2x(gx) — 2§)1* + El|lin(zx) — vi))* +

ng Tk 0y Ty

We plug in C; = 2 and Cy = 5B?/2 to Theorem 45 and the conclusion follows. [ ]
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