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Opportunistic Qualitative Planning in Stochastic Systems with Incomplete
Preferences over Reachability Objectives

Abhishek N. Kulkarni*, and Jie Fu

Abstract— Preferences play a key role in determining what
goals/constraints to satisfy when not all constraints can be sat-
isfied simultaneously. In this paper, we study how to synthesize
preference satisfying plans in stochastic systems, modeled as a
Markov Decision Process (MDP), given a (possibly incomplete)
combinative preference model over temporally extended goals.
We start by introducing new semantics to interpret preferences
over infinite plays of the stochastic system. Then, we introduce
a new notion of improvement to enable comparison between
two prefixes of an infinite play. Based on this, we define two
solution concepts called Safe and Positive Improving (SPI)
and Safe and Almost-Sure Improving (SASI) that enforce
improvements with a positive probability and with probability
one, respectively. We construct a model called an improvement
MDP, in which the synthesis of SPI and SASI strategies that
guarantee at least one improvement reduces to computing
positive and almost-sure winning strategies in an MDP. We
present an algorithm to synthesize the SPI and SASI strategies
that induce multiple sequential improvements. We demonstrate
the proposed approach using a robot motion planning problem.

I. INTRODUCTION

With the rise of artificial intelligence, robotics and au-
tonomous systems are being designed to make complex
decisions by reasoning about multiple goals at the same
time. Preference-based planning (PBP) allows the systems
to decide which goals to satisfy when not all of them can
be achieved [1]. Even though PBP has been studied since
the early 1950s, most works on preference-based temporal
planning (c.f. [2]) fall into at least one of the following cate-
gories: (a) those which assume that all outcomes are pairwise
comparable—that is, the preference relation is complete [3],
[4], (b) those which study exclusionary preferences—that is,
the set of outcomes is mutually exclusive (see [5] and the
references within), (c) those which are interpreted over finite
traces [6]. In this work, we study the PBP problem for the
class of systems in which the preference model is incomplete,
combinative (as opposed to exclusionary) and is interpreted
over infinite plays of the stochastic system.

The motivation to study incomplete, combinative prefer-
ences comes from two well-known facts that the assumption
of completeness is strong and, in many cases, unrealistic [7],
and that combinative preferences are more expressive than
exclusionary preferences [8]. In many control applications,
preferences may need to admit incompleteness because of (a)
Inescapability: An agent has to make decisions under time
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limits but with incomplete information about preferences
because, for example, it lost communication with the server;
and (b) Incommensurability: Some situations, for instance,
comparing the quality of an apple to that of banana, are fun-
damentally incomparable since they lack a standard basis to
compare. Similarly, the common preferences in robotics such
as “visiting A is preferred to visiting B” are better interpreted
under a combinative model because a path visiting A may
pass through B, which means that the outcomes (sets of plays
of the stochastic model satisfying a certain property) are not
mutually exclusive.

Preference-based planning problems over temporal goals
have been well-studied for deterministic planning given
both complete and incomplete preferences (see [2] for a
survey). For preference specified over temporal goals, several
works [9], [10], [11] proposed minimum violation planning
methods that decide which low-priority constraints should
be violated in a deterministic system. Mehdipour et al. [12]
associate weights with Boolean and temporal operators in
signal temporal logic to specify the importance of satisfying
the sub-formula and priority in the timing of satisfaction.
This reduces the PBP problem to that of maximizing the
weighted satisfaction in deterministic dynamical systems.
However, the solutions to the PBP problem for deterministic
systems cannot be applied to stochastic systems. This is
because, in stochastic systems, even a deterministic strategy
yields a distribution over outcomes. Hence, to determine a
better strategy, we need a comparison of distributions—a task
a deterministic planner cannot do.

Several works have studied the PBP problem for stochastic
systems. Lahijanian and Kwiatkowska [13] considered the
problem of revising a given specification to improve the
probability of satisfaction of the specification. They formu-
lated the problem as a multi-objective MDP problem that
trades off minimizing the cost of revision and maximizing
the probability of satisfying the revised formula. Li et al. [14]
solve a preference-based probabilistic planning problem by
reducing it to a multi-objective model checking problem.
However, all these works assume the preference relation to
be complete. To the best of our knowledge, [15] is the only
work that studies the problem of probabilistic planning with
incomplete preferences. The authors introduce the notion of
the value of preference satisfaction for planning within a pre-
defined finite time duration and developed a mixed-integer
linear program to maximize the satisfaction value for a subset
of preference relations.

The aforementioned work studied preference-based quan-
titative planning. In comparison, this work focuses on qual-



itative planning in MDPs with preferences over a set of
outcomes, representable by reachability objectives. We first
introduce new semantics to interpret an incomplete, com-
binative preference model over infinite plays of a stochas-
tic system. We observe that uncertainties in the planning
environment combined with infinite plays might give rise
to opportunities to improve the outcomes achieved by the
agent. Thus, analogous to the idea of an improving flip [16],
we define the notion of improvement that compares two
prefixes of an infinite play to determine which one is more
preferred, based on their different prospects regarding the
set of possible, achievable objectives. Based on whether a
strategy exists to enforce an improvement with a positive
probability or with probability one, we introduce two solu-
tion concepts called safe and positively improving and safe
and almost-surely improving which ensure an improvement
can be made with positive probability and with probability
one, respectively. The synthesis of SPI and SASI strategies
is through a construction called improvement MDP and a
reduction to that of computing positive and almost-sure
winning strategies for some reachability objectives of the im-
provement MDP. In the case of almost-surely improvement,
we also provide an algorithm to determine the maximum
number of improvements achievable given any given state.
The correctness of the proposed algorithms is demonstrated
through a robot motion planning example.

II. PRELIMINARIES

Notation. Given a finite set X, the powerset of X is
denoted as p(X). The set of all finite (resp., infinite) ordered
sequences of elements from X is denoted by X™* (resp.,
X“). The set of all finite ordered sequences of length > 0
is denoted by X*. We write D(X) to denote the set of
probability distributions over X . The support of a distribution
D € D(X) is denoted by Supp(D) = {z € X | D(x) > 0}.

In this paper, we consider a class of decision-making
problems in stochastic systems modeled as a MDP without
the reward function. We then introduce a preference model
over the set of infinite plays in the MDP.

Definition 1 (MDP). An MDP is a tuple M = (S, A, T, ),
where S and A are finite state and action sets, ¢ € S is
an initial state, and 7 : S x A — D(S) is the transition
probability function such that T'(s,a,s’) is the probability
of reaching the state s’ € S when action a € A is chosen at
the state s € S.

A play in an MDP M is an infinite sequence of states
p = SoS1... € S“ such that, for every integer i > 0,
there exists an action a € A such that T'(s;,a, s;41) > 0.
We denote the set of all plays starting from s € S in
the MDP by Plays(M,s) and the set of all plays in M
is denoted by Plays(M) = J,cgPlays(M,s). The set of
states occurring in a play is given by Occ(p) = {s €
S | 3 > 0,s; = s}. A prefix of a play p is a finite
sub-sequence of states v = sgs1...Sk, k > 0, whose the
length is || = k + 1. The set of all prefixes of a play
p is denoted by Pref(p). The set of all prefixes in M is

denoted by PrefPlays(M) = U,cpiays(ar)Pref(p). Given a
prefix v = sg81...8; € PrefPlays(M), the sequence of
states Sp4+1Sk+2... € S¥ is called a suffix of v if the play
vp' = 8081 ... SkSk+1Sk+2 - - - is an element of Plays(M).

In this MDP, we consider reachability objectives for the
agent. Given a set ' C S, a reachability objective is
characterized by the set Reach(F) = {p € Plays(M) |
Occ(p)NF # 0}, which contains all the plays in M starting
at the state s € S that visit /. Any play p € Plays(M) that
satisfies a reachability objective Reach(F') has a good prefix
v € Pref(p) such that the last state of v is in F' [17].

A finite-memory (resp., memoryless), non-deterministic
strategy in the MDP is a mapping 7 : ST — p(A) (resp.,
m: S — p(A)) from a prefix to a subset of actions that
can be taken from that prefix. The set of all finite-memory,
nondeterministic strategies is denoted II. Given a prefix v =
S0...8k € PrefPlays(M), a suffix p = Sgy18k42... € S¥
is consistent with 7, if for all ¢ > 0, there exists an action
a€m(sg...Sk...Skti) such that T'(s;, a, s;41) > 0. Given
an MDP M, a prefix v € PrefPlays(M) and a strategy ,
the cone is defined as the set of consistent suffixes of v w.r.t.
7, that is

Cone(M,v,7) = {p € S | vp is consistent with 7}.

Given a prefix v € PrefPlays(M) and a reachability
objective Reach(F’), a (finite-memory/memoryless) strategy
aPWin(F) s said to be positive winning if Cone(M, v, 7) N
Reach(F) # (. Similarly, a (finite-memory/memoryless)
strategy mAWin(F) s said to be almost-sure winning if
Cone(M, v, ) C Reach(F).

The set of states in the MDP M, starting from which the
agent has an almost-sure (resp. positive) winning strategy
to satisfy a reachability objective F° € F is called the
almost-sure (resp., positive) winning region and is denoted by
ASWin(F) (resp., PWin(F)). The almost-sure and positive
winning strategies in the product MDP are known to be
memoryless. The almost-sure winning region and strategies
can be synthesized in polynomial time and linear time,
respectively [18].

III. PREFERENCE MODEL

Definition 2. A preference model is a tuple (U, =), where
U is a countable set of outcomes and > is a reflexive and
transitive binary relation on U.

Given uyi,us € U, we write u; >~ us if uy is weakly
preferred to (i.e., is at least as good as) us; and uy ~ usg
if u; > ug and us > uq, that is, u; and uo are indifferent.
We write u; > us to mean that w; is strictly preferred to
Ug, 1.€., u1 = ug and ug % uy. We write uq }f ug if uy and
ug are incomparable. Since Def. 3 allows outcomes to be
incomparable, it models incomplete preferences [19].

We consider planning objectives specified as preferences
over reachability objectives.

Definition 3. A preference model over reachability ob-
jectives in an MDP M is a tuple (FF,>), where F =



{Reach(F}),Reach(F5),...,Reach(F),)} is a set of reacha-
bility objectives such that Fi,..., F,, are subsets of S.

Intuitively, a preference Reach(F}) > Reach(F3) means
that any play in Reach(F}) is weakly preferred to any play
in Reach(Fy). The strict preference (>), indifference and
incomparability are understood similarly.

The model (F,>) is a combinative preference model, as
opposed to exclusionary one. This is because we do not assert
the exclusivity condition Reach(F;) N Reach(Fy) = (). This
allows us to represent a preference such as “Visiting A and B
is preferred to visiting A,” where the less preferred outcome
must be satisfied first in order to satisfy the more preferred
outcome. In literature, it is common to study exclusionary
preference models (see [2], [4] and the references within) be-
cause of their simplicity [5]. However, we focus on planning
with combinative preferences since they are more expressive
than the exclusionary ones [8]. That is, every exclusionary
preference model can be transformed into a combinative one,
but the opposite is not true.

When a combinative preference model is interpreted over
infinite plays, the agent needs a way to compare the sets of
reachability objectives satisfied by two plays. For instance,
in the example from previous paragraph, to compare a play
that visits A and B with a play that visits only A, the
agent must compare the sets {Reach(Fp), Reach(F4)} with
{Reach(F4)}. Since visiting A and B is more preferred than
visiting A, first play is preferred over the second. However,
if the preference was “visiting A is preferred over visiting
B”, then the two plays would be indifferent since both visit
the more preferred objective. In this case, the less preferred
objective of visiting B does not influence the comparison
of the sets. To formalize this notion, we define notion of
most-preferred outcomes.

Given a non-empty subset X C I, let MP(X) £ {R € X |
3R’ € X : R'>R} denote the set of most-preferred outcomes
in X.

Definition 4. Given a preference model (F,>) and a play
p € Plays(M), the set of most-preferred outcomes satisfied
by p is given by MP(p) £ MP({Reach(F) € F | 3v €
Pref(p) : v is a good prefix for Reach(F)}).

By definition, there is no outcome included in MP(p) that
is preferred to any other outcome in MP(p). Thus, we have
the following result.

Lemma 1. For any play p € Plays(M), every pair of
outcomes in MP(p) is incomparable to each other.

Now, we formally define the interpretation of (IF,>) in
terms of the preference relation it induces on Plays(M).

Definition 5. Let (Plays(M), =) be the preference model
induced by (F,>). Then, for any pi,ps € Plays(M), we
have
e p1 > p2 if and only if there exist a pair of outcomes
R € MP(p1) and R’ € MP(p3) such that R> R’, and
there does not exist a pair of outcomes R € MP(p1)
and R’ € MP(p2) such that R’ > R.

Fig. 1. Toy example to illustrate the limitation of almost-sure winning
solution concept for preference-based planning. The states with no outgoing
transitions are sink states.

e p1 ~ po if and only if MP(p1) = MP(p2).
o p1 } p2, otherwise.

IV. SoLuUTION CONCEPT

In preference-based planning, the agent is to choose its
next action given a finite prefix v € PrefPlays(M) in order
to satisfy the given preference relation on a set of outcomes.
A naive approach to this problem is to follow the strategy
to satisfy a most-preferred outcome from the set of almost-
surely achievable outcomes given v. However, this is not
sufficient as illustrated by the following example.

Example 1. Consider the toy MDP shown in the Fig. 1. To
clarify, the exact probabilities are omitted. The transitions
are understood as follows: Given action a at state sg, it is
possible to reach both s5 and s; with positive probabilities.
Given the three sets Fy = {s1,s5},F> = {s2,s4} and
F5 = {s3}, let (F,>) be the preference model such that
F = {Reach(F}), Reach(Fy),Reach(F3)} and Reach(F3) >
Reach(F}) and Reach(F3) > Reach(F}). Consider the state
So at which the agent is to choose its next action. From sg,
the agent can visit F; almost surely by choosing the action
a. It, however, does not have an almost sure winning strategy
to visit either F5 or F3, individually. But, by choosing action
b at s, the agent will almost surely visit either F, or F3 and,
thereby, achieve an outcome strictly better than Fj.

The example highlights that almost-sure winning solution
concept is not suitable for preference-based planning because
it reasons about exactly one outcome at a time. As a result,
the agent cannot reason about opportunities to achieve a bet-
ter outcome that may become available to due to stochasticity
in the environment.

In the sequel, we introduce two new solution concepts
for probabilistic planning under incomplete preferences in-
terpreted over infinite plays. Our solution concepts are based
upon the notion of an improvement that generalizes the idea
of improving flip [16] which is defined for propositional
preferences. An improving flip compares two outcomes rep-
resentable as propositional logic formulas to determine which
is more preferred. Analogously, an improvement compares
two prefixes of a play to determine which one can yield a
more preferred outcome with probability one.

Given a prefix v, let Outcomes(v) = {Reach(F) € T |
dr € I,Vp € Cone(M,v,m) : p € Reach(F)} be the
set of outcomes, each of which can be achieved almost-
surely under some strategy. Note that different outcomes may
require different policies to achieve them.



Definition 6. Given a play p € Plays(M) and two of its
prefixes v,/ € Pref(p) such that [/| > |v|, v/ is said to
be an improvement of v if there exists a pair of outcomes
R € MP(Outcomes(v)) and R’ € MP(Outcomes(v')) such
that R’ > R. And, v/ is said to be a weakening of v if there
exists a pair of outcomes R € MP(Outcomes(v)) and R’ €
MP(Outcomes(v’)) such that R> R'.

Given a prefix sps1 ...s, € PrefPlays(M), the transition
from s;_1 to sg is said to be an improving transition if the
prefix sgsi ... Sk—1Sk 1S an improvement over Sgsj . .. Sg—1-
A play that contains an improving transition is called an
improving play. It is noted that a prefix v/ can simultaneously
be an improvement and a weakening of a prefix v.

Next, we define the two solution concepts that, while
avoiding any weakening, induce improvements either with
positive probability or with probability one.

Definition 7 (SPI/SASI Strategy). Given a prefix v =
5051...5x € PrefPlays(M), a strategy 7 : St — 24 is
said to be safe and positively (resp., safe and almost-surely)
improving for v if the following conditions hold:

1) (Safety) For all p € Cone(M, v, ), the play vp satisfies
that s¢s; ... s; is not a weakening of sgs; . .. sy for any
integer j > k.

2) (Improvement) There exists (resp., for any) p €
Cone(M, v, ), the play vp satisfies the condition that
there exists an integer j > k such that sps;...s; is an
improvement over $gsi .. . Sg.

We now state our problem statement.

Problem 1. Given an MDP M and a preference model
(F, ), design an algorithm to synthesize an SPI and a SASI
strategy.

V. OPPORTUNISTIC QUALITATIVE PLANNING WITH
INCOMPLETE PREFERENCES

Our approach to synthesize SPI and SASI strategies dis-
tinguishes between opportunistic states, i.e., the states from
which an improvement could be made, and non-opportunistic
states. We now introduce a new model called an improvement
MDP to synthesize the SPI and SASI strategies.

To facilitate the definition, we slightly abuse the notation
and let MP(s) £ MP({Reach(F) € F | s € ASWin(F)})
be the set of outcomes almost-surely achievable from state
sin M.

Definition 8 (Improvement MDP). Given an MDP M =
(S, A, T, sq) and a preference model (IF, >>), an improvement
MDRP is the tuple,

M= <V,A,A,’U(),F>7

where V = S x {0,1} is the set of states, A is the same
set of actions as M, vy = (s0,0) is the initial state, and
F ={(s,1) | s € S} is a set of final states. The transition
function A : V. x A — D(V) is defined as follows: For
any states v = (s,m),v’ = (s/,m’) € V and for any action

a € A, A(v,a,v") > 0 holds if and only if the following
conditions hold:
1) T(s,a,s’) > 0.
2) (Safety) For all pairs of outcomes R € MP(s) and R’ €
MP(s’), we have R $R'.
3) (Improvement) If there exists a pair R € MP(s) and
R’ € MP(s') such that R'>R, then m’ = 1 else m’ = 0.

Every play p = sps1... € Plays(M) induces a play
0 = vouy... in M such that for all ¢ = 0,1,..., v; =
(si,m;) where m; € {0,1} represents a memory element
that captures whether the transition from s;_; to s; is
improving. The following proposition highlights important
features of the improvement MDP. Before that we note the
following fact to prove Proposition 1.

Lemma 2. For every prefix v = $pS1...5x €
PrefPlays(M), it holds that Outcomes(v) = Outcomes(sy)
and thus MP(Outcomes(v)) = MP(Outcomes(sg)).

The proof follows from the fact that memoryless strate-
gies are sufficient to ensure the satisfaction of reachability
objectives in MDPs [20]. In other words, if an outcome is
almost-surely achievable given a prefix v = sgs1 ... Sk, then
it is almost-surely achievable given sy.

For convenience, we will write MP(s) =
MP(Outcomes(s)) to denote the set of most preferred
outcomes satsfiable/achievable with some strategy from a
state s € S.

Proposition 1. For any play ¢ = wvovy... € Plays(M)
such that v; = (s;,m;) for all ¢ = 0,1..., the following
statements hold.

1) (Safety). For every prefix vovy...v; € PrefPlays(p),
5081 ...5; is not a weakening of sgsy ... s; for any 0 <
1< 7.

2) (Improvement). For every integer £ > (0 such that
s € F, the prefix sgsi...sg is an improvement of
5081 ...8k—1-

Proof (Sketch). For statement (1) to hold, it must be the case
that R # R’ holds for all pairs of outcomes R € MP(s;) and
R’ € MP(s;). This is true because of Lma. 2 and the fact
that every transition from v; to v;41, j < ¢ < k, that violates
the condition is disabled by Def. 8.

To see why statement (2) holds, consider an integer & > 0
such that v, € F. Then, by construction, there exists a pair
R € MP(s,_1) and R’ € MP(sy,) such that R’ > R. O

In words, the improvement MDP guarantees by construc-
tion that no play in Plays(M) violates the safety condition
of Def. 7. Moreover, it helps identify the opportunistic states
as the ones that have an outgoing transition into F.

Corollary 1. A play ¢ € Plays(M) is improving if and only
if Occ(p) NF # 0.

As a result, the problem of determining whether an im-
provement is possible from a state v € V' reduces to checking
whether a state in F can be reached from v with a positive



Algorithm 1 Level set for constructing SASI strategy
Inputs: Improvement MDP, M = ().
Qutputs: Level set, W.

1: 140

2 R+ F

3: while R; is not empty do
Wi+1 — ASWIH(RJ
Ri—i—l — {(8,1) S ‘F‘ (S,O) S Wi+1}
if ¢ = 0 then

Add V \ W41 to level 0 in W.

Add W;y; tolevel : + 1 in W.

9: 141+ 1
10: return W

AN

probability (in case of SPI strategy) or with probability one
(in case of SASI strategy).

Theorem 1. The following statements hold:
1) The positive winning strategy 7°Vi"(*) in M to visit
F is an SPI strategy.
2) The almost-sure winning strategy 7*SVi"(*) in M to
visit F is a SASI strategy.

The proof follows from the fact that there exists a (resp.,
every) play p € Cone(M, vy, 7) induced by any positive
(resp., almost-sure) winning strategy 7 visits F with positive
probability (resp., probability one) [21]. Therefore, Thm. 1
establishes that by following 7"Vin(F) (resp., 7ASWin(F)), the
agent is ensured to make an improvement with a positive
probability (resp., with probability one).

The SPI and SASI strategies from Thm. 1 guarantee that at
least one improvement will occur with positive probability or
with probability one. Next, we present Alg. 1, using which
we can determine the maximum number of improvements
that can almost-surely be made from a given state in M.
The algorithm to determine the maximum number of im-
provements possible from a given state in M with a positive
probability and its properties are similar to Alg. 1.

First, note the following properties of the improvement
MDP which follow from the construction of MDP.

eV,
A, we have

Proposition 2. Consider two states (s,0),(s,1)
it holds that for any action a €

Supp(A((S, 0), a’)) = Supp(A((Sa 1), CL))

The proof is straightforward because given (s,0), (s, 1),
for any action ¢ € A, if a transition from s to s’
given a is improving, then A((s,0),a,(s’,1)) > 0 and
A((s,1),a,(s',1)) > 0. Else, A((s,0),a,(s’,0)) > 0 and
A((s,1),a,(s',0)) > 0.

Corollary 2. The final states F can be visited again from
a state (s,1) € V with a positive probability (resp., with
probability one) if and only if F can be visited from (s,0)
with a positive probability (resp., with probability one).

Proof. Let m be a positive winning strategy to visit F from
(s,0). Let Y = Supp(A((s,0),a)) for some a € 7((s,0)).

By the property of a positive winning strategy, a state in
F is reached with positive probability by following 7 from
any state in Y. By Proposition 2, Y = Supp(A((s, 1),a)).
Therefore, by choosing a at (s,1) and then following 7, a
state in F is visited with positive probability from (s,1).
The proof for almost-sure winning is similar. O

Intuitively, Alg. 1 constructs a set WV of level sets such that
from any state that appears at k-th level in W, at least k visits
to F are guaranteed and, thereby, at least £ improvements
can be made.

For this purpose, it iteratively computes the almost-sure
winning region to visit the states in R; C F, from which
F can be visited at least ¢ times. We denote by W; the i-th
level set. The level-0 of W contains the states V'\ ASWin(F)
from which F cannot be visited again with probability one.
That is, 0-visits to F are guaranteed from any state in level-0
of W. Every state in level-1 of W is almost-surely winning
to visit F. Hence, at least one visit to F is guaranteed. Now,
consider the subset Ry = {(s,1) € F | (s,0) € Wi} of final
states F. By Corollary 2, because (s,0) € W; = ASWin(F),
there exists a strategy from every state in ; to visit 7 with
probability one. Therefore, from any state (s,0) € Wy =
ASWin(R;) at least two improvements are guaranteed—first,
when visiting (s, 1) € R; and, second, when visiting Ry =
F by following the almost-sure winning strategy at (s, 1).
Repeating a similar argument, it follows that at least k-visits
are guaranteed almost-surely from states at k-th level in W.

The largest integer & > 0 such that the state (s,0) € V
appears at k-th level of W is called the rank of the states
(s,0) and (s, 1), denoted as rank(s,0) = rank(s, 1) = k.

Proposition 3. From any state v = (s,m) € V, m € {0,1},
there exists a strategy to visit F at least rank(v)-many times.

Proof. We prove this by constructing the strategy that
achieves rank(v) improvements: First, if rank(v) = k, then
by construction it is in ASWin(Rj_1). Following the almost-
sure winning strategy a state in R;_; can be reached with
probability one and thus the first improvement is made. Upon
reaching a state, say (s’,1), in Rg_1, one identify (s’,0) €
Wy_1. Because Wi_1 = ASWin(Ri_2), an almost-sure
winning strategy exists to reach Rj_o and hence the second
improvement. Repeating the similar steps, eventually Ry will
be reached after the k-th improvement. O

Corollary 3. From any state v = (s,m) € V at most
rank(v)-many visits to F are almost-surely guaranteed.

Proof (Sketch). By contradiction. Let rank(v) = k. Suppose
that k + 1 visits are possible from v. Then, following the
argument in the proof of Proposition 3, on making k-th visit
to F, the resulting state must still be in W7 so that k& + 1-
th visit to F could be made. By definition, this means that
the state from which k-th visit is made is also contained
in Ws. Using a similar argument repeatedly, it must be the
case that v € W11, which means that rank(v) = k 4+ 1—a
contradiction. L]
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Fig. 2. A gridworld example in which the black arrows with no-entry
symbol denotes the disabled actions from that state and green arrows show
the random outcomes on entering the cell.

Complexity. Alg. 1 runs in polynomial time with respect
to the size of M since the while loop can run no more than
|V'| times and the complexity of ASWin is quadratic in the
size of M [18].

VI. EXAMPLE: ROBOT MOTION PLANNING

We illustrate our approach using a motion planning prob-
lem for a robot in a 5 x 5 gridworld as shown in Figure 2.
The gridworld environment consists of seven regions: {4 :
(0,0),B:(2,0),C:(4,0),D: (2,4),E : (4,4),F : (1,2)}
from which the robot must pick up an item. There is a
charging station at cell (4,2). Each cell denoted using the
convention (row, col). The robotcan choose among four
actions N, S, E, W to deterministically move north, east,
south and west by one cell. The actions E, W are disabled in
the cells (4, 2) and (2, 2). The cells (1, 1), (3,1), (1, 3), (3, 3)
are slippery, that is, whenever the robot moves into any of
these cells, say (1,1), it may non-deterministically end up
in either the same cell (1, 1), or the cell north to it (2, 1), or
south to it (0, 1). In any cell, if applying an action results in a
cell that is outside the gridworld or contains an obstacle, the
robot returns to the same cell. The robot has limited battery
of 5 units, which it may recharge by visiting the charging
station. The robot spends 1 unit to execute each action.

At the beginning, only the items at A, B and C are
available for pickup. That is, if the robot visits the charging
station or regions D, E, F, then neither its battery will be
recharged nor will it be able to pickup items D, E, F. When
the robot picks up an item at A or B, the charging station
and the items at D, E become available. When the robot
picks up an item at C, the charging station and the items
at E, F become available. The following preference about
picking up the items is given to the robot: D> A, E> A, D>
B,Ev> B,E>C, FiC. By default, picking up any item is
preferred to not picking up any item.

Note that the preference model given to the robot is
incomplete as well as combinative. It is incomplete because
picking up items A, B,C are mutually incomparable out-

comes. Similarly, picking up items D, E, F' are mutually
incomparable. It is combinative because, for instance, any
play in which robot picks up an item from D or E is
considered preferred to a play in which robot only picks
an item from A or B, even though to pick an item from D
or E an item from A or B must be picked first.

We implemented the example in Python 3.9 on a Windows
10 machine with a core i7, 2.80GHz CPU and a 32GB
memory. We discuss few noteworthy observations next. The
MDP for this case has 3600 states and 18496 transitions,
whereas the improvement MDP has 7200 states and 35524
transitions.

Consider the initial state so = (2,2,8,(1,1,1,0,0,0,0))
in which the robot is at cell (2,2) with 8 units of battery.
The fourth component of the state denotes which items
are available for pickup with the last element of the tuple
reserved for availability of the charging station. In this state,
the robot does not have an almost-sure winning strategy to
visit any of A, B or C. This is because to visit, say A,
the robot must visit the slippery cell (1,1). But whenever
(1,1) is visited, the robot may reach (2,1) with a positive
probability. Hence, MP(Outcomes(sg)) = 0.

When under the SASI concept, the rank of the state
(s0,1) is 2 indicating that two improvements are almost-
surely guaranteed. This is understood by observing the
SASI strategy which chooses action N at (sg,0) to reach
s1 = (3,2,7,(1,1,1,0,0,0,0)). At (s1,0) the strategy
selects W and visits either B or C with probability one.
Since a pickup from B and C are incomparable, both
actions N and S are deemed valid under SASI strategy at
(3,1,6,(1,1,1,0,0,0,0)). On visiting either B or C, the
SASI strategy follows the almost-sure winning strategy to
visit either D or E to make a second improvement. Since
visiting the cell (3,3) may result in returning back to the
cell (3,2) with a positive probability, the robot can recharge
itself until a successful visit to £ or D is made.

The SASI strategy at (sg,0) does not select S because a
second improvement cannot be guaranteed with probability
one after visiting A since the robot may remain at the cell
(0, 1) until its battery runs out. However, we observe that the
SPI strategy at (sg,0) allows selection of both actions N, S
at (so, 0) since in both cases two improvements are possible
with positive probability.

We conclude with Table I, which shows the number of
states from which the robot has an SPI and SASI strategies
to make at least 1 or 2 improvements, since the maximum
number of improvements possible under given preference
model is 2. It is noted that the states from which a SASI
strategy exists are a subset of states from which a SPI
strategy exists.

VII. CONCLUSION

In this paper, we introduced two solution concepts, namely
SPI and SASI to solve a preference-based planning prob-
lem given a combinative, incomplete preference model over
infinite plays of a stochastic system. In the improvement
MDP, we showed that the synthesis of SPI and SASI



“ “ SASI l SPI H

Rank-1 768 926
Rank-2 98 167
TABLE I

NUMBER OF STATES FROM WHICH THE ROBOT HAS SPI AND SASI
STRATEGIES TO MAKE AT LEAST 1 OR AT LEAST 2 IMPROVEMENTS.

strategies reduces to that of computing positive and almost-
sure winning strategies. Finally, we designed an algorithm
using which we can synthesize a strategy that induces the
maximum number of improvements under the SASI concept.
Building on this work, there are a number of future direc-
tions: 1) it is possible to consider a preference over temporal
objectives that encompass more general properties such as
safety, recurrence, and liveness; 2) it remains open as how
to connect qualitative reasoning with quantitative planning
with such preference specifications.
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