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Abstract

We study distributed stochastic gradient (D-SG) method and its accelerated variant (D-
ASG) for solving decentralized strongly convex stochastic optimization problems where the
objective function is distributed over several computational units, lying on a fixed but ar-
bitrary connected communication graph, subject to local communication constraints where
noisy estimates of the gradients are available. We develop a framework which allows to
choose the stepsize and the momentum parameters of these algorithms in a way to optimize
performance by systematically trading off the bias, variance and dependence to network
effects. When gradients do not contain noise, we also prove that D-ASG can achieve acceler-
ation, in the sense that it requires O(v/k log(1/¢)) gradient evaluations and O(+/klog(1/¢))
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communications to converge to the same fixed point with the non-accelerated variant where
% is the condition number and € is the target accuracy. For quadratic functions, we also
provide finer performance bounds that are tight with respect to bias and variance terms.
Finally, we study a multistage version of D-ASG with parameters carefully varied over
stages to ensure exact convergence to the optimal solution. It achieves optimal and accel-
erated O(—k/+/k) linear decay in the bias term as well as optimal O(c?/k) in the variance
term. We illustrate through numerical experiments that our approach results in acceler-
ated practical algorithms that are robust to gradient noise and that can outperform existing
methods.

Keywords: Distributed Optimization, Accelerated Methods, Stochastic Optimization,
Robustness, Multi-Agent Networks

1. Introduction

Advances in sensing and processing technologies, communication capabilities and smart de-
vices have enabled deployment of systems where a massive amount of data is collected by
many distributed autonomous units to make decisions. There are numerous such examples
including a set of sensors collecting and processing information about a time-varying spatial
field (e.g., to monitor temperature levels or chemical concentrations) (Blatt et al., 2007),
a collection of mobile robots performing dynamic tasks spread over a region (Nedié et al.,
2018), federated learning on edge devices (Konecny et al., 2016; McMahan et al., 2017),
on-device peer-to-peer learning (Koloskova et al., 2019) and distributed model training
across a network or computers (Arjevani et al., 2020; Giirblizbalaban et al., 2021; Scaman
et al., 2018). In such systems, most of the information is often collected in a decentralized,
distributed manner, and processing of information has to go hand-in-hand with its commu-
nication and sharing across these units over an undirected network G = (V, ) defined by
the set of (computational units) agents V = {1,2,..., N} connected by the edges € C V x V.
In such a setting, we consider the group of agents (i.e., the nodes) collaboratively solving
the following optimization problem:

. 1 v
min f(z) = N ;fz(l‘), (1)

where each f; : R — R is known by agent i only and therefore referred to as its local objective
function. We assume each f; is p-strongly convex with L-Lipschitz gradients (hence f is
also p-strongly convex with L-Lipschitz gradient and we refer to k = L/u as its condition
number). We also use x, to denote the unique optimal solution of (1). In addition, we

denote the local model of node ¢ at iteration k by 2™ e R

( -
We consider the setting where each agent i has access to noisy estimates V f;(x) of the
actual gradients satisfying the following assumption:

(%)

Assumption 1 Recall that x;” denotes the decision variable of node i at iteration k.

We assume at iteration k, node i has access to Vf; (:U(»k),wgk)

; ) which is an estimate of

; and

() (k) . . . ()
Vfi (:EZ ) where w; '’ is a random wvariable independent of {w] }jzl,...,N,tzl,...,k—l

k
{’LU]( )} - Moreover, we assume
Ve
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[0 (ol uf") ) = 95 (o) 2[5 (o 0l?) - 05 (o)

xEk)] < a2

To simplify the notation, we suppress the wl(k) dependence, and denote @ft (xl(k), wl(-k)) by
@fi (wgk)).

This arises naturally in distributed learning problems where f;(x) represents the expected
loss E,, [fi(x,n;)] where n; are independent data points collected at node i (see e.g. Pu
and Nedi¢ (2018); Lan et al. (2020); Pu et al. (2021)). For this setting, Vfi(x) is an
unbiased estimator of V f;(z) which we assume satisfies the bounded variance assumption
of Assumption 1. In Appendix E, we will discuss the unbounded variance assumption
(Assumption 5) that extends Assumption 1, and show that all the main results in the paper
can be extended.

Note that in our setting, a master node that can coordinate the computations is not
available unlike the master/slave architecture studied in the literature (see e.g. Mishchenko
et al. (2018); Agarwal and Duchi (2011); Hakimi et al. (2019); Lee et al. (2018); Meng
et al. (2016); Jaggi et al. (2014); Xin and Khan (2020)). Furthermore, our setting covers an
arbitrary network topology that is more general than particular network topologies such as
the complete graph or ring graph.

Deterministic variants of problem (1) have been studied extensively in the literature.
Much of the work builds on the Distributed Gradient (DG) method proposed in Nedic and
Ozdaglar (2009) where each agent keeps local estimates of the optimal solution of (1) and
updates by a combination of weighted average of neighbors’ estimates and a gradient step
(normalized by the stepsize «y) of the local objective function. Nedic and Ozdaglar (2009)
analyzed the case with convex and possibly nonsmooth local objective functions, constant
stepsize ar = a > 0, and agents linked over an undirected connected graph and showed
that the ergodic average of local estimates of the agents converge at rate O(1/k) to an
O(«) neighborhood of the optimal solution of problem (1) (where k denotes the number of
iterations). Yuan et al. (2016) considered this algorithm for the case that local functions are
smooth, i.e., Vf;(x) are Lipschitz continuous, and when f;(z) are either convex, restricted
strongly convex or strongly convex. For the convex case, they show the network-wide mean
estimate converges at rate O(1/k) to an O(«) neighborhood of the optimal solution, and
for the strongly convex case, all local estimates converge at a linear rate O(exp(—k/O(k)))
to an O(a) neighborhood of z,.!

There have been many recent works on developing new distributed deterministic algo-
rithms with faster convergence rate and exact convergence to the optimal solution z,. We
start by summarizing the literature in this area that are most relevant to this work. First,
Shi et al. (2015) provides a novel algorithm which can be viewed as a primal-dual algo-
rithm for the constrained reformulation of problem (1) (see Mokhtari and Ribeiro (2016)
for this interpretation) that achieves exact convergence with linear rate to the optimal solu-

tion; however the linear convergence rate with the recommended stepsize is p =1 — O(K—lz)

1. For two real-valued functions f and g, we say f = ©(g) if there exist positive constants C, and C, such
that Ceg(x) < f(z) < Cug(zx) for every z in the domain of f and g with ||z|| being sufficiently large.



FALLAH, GURBUZBALABAN, OZDAGLAR, SIMSEKLI AND ZHU

where k is the condition number (see Table 1). This convergence guarantee will be slow
for ill-conditioned problems when & is large. Second, Qu and Li (2018) proposes to up-
date the DG method such that agents also maintain, exchange, and combine estimates
of gradients of the global objective function of (1). This update is based on a technique
called “gradient tracking” (see e.g. Di Lorenzo and Scutari (2015, 2016)) which enables
better control on the global gradient direction and yields a linear rate of convergence to
the optimal solution (see Jakoveti¢ (2019) for a unified analysis of these two methods). In
a follow up paper, Qu and Li (2020) also considered an acceleration of their algorithm and
achieved a linear convergence rate O(exp(—k/O(k/7))) to the optimal solution. To our
best knowledge, whether an accelerated primal variant of the DG algorithm can achieve the
non-distributed O(exp(—k/©O(y/k))) linear rate to a neighborhood of the optimum solution
with \/k dependence has been an open problem. Alternative distributed first-order methods
besides DG have also been studied. In particular, if additional assumptions are made such
as the explicit characterization of Fenchel dual of the local objective functions, referred to
as the dualable setting as in Scaman et al. (2018); Uribe et al. (2021)), then it is known
that the multi-step dual accelerated (MSDA) method of Scaman et al. (2018) achieves the
O(exp(—k/©O(y/k))) linear rate to the optimum with /k dependence. For deterministic
distributed optimization problems under smooth and strongly convex objectives, Dvinskikh
and Gasnikov (2019) proposed the PSTM algorithm and provided accelerated convergence
guarantees. Recently, Scaman et al. (2019) provided lower bounds which matches the up-
per bounds of Dvinskikh and Gasnikov (2019) up to logarithmic factors (see also Scaman
et al. (2019) for a discussion of deterministic optimal algorithms under different assumptions
(Lipschitz continuity, strong convexity, smoothness, and a combination of strong convexity
and smoothness)).

This paper focuses on the Distributed Stochastic Gradient (D-SG) method (which is
a stochastic version of the DG method) and its momentum enhanced variant, Distributed
Accelerated Stochastic Gradient (D-ASG) method. These methods are relevant for solving
distributed learning problems and are natural decentralized versions of the stochastic gra-
dient and its variant based on Nesterov’s momentum averaging (Nesterov, 2003; Can et al.,
2019). In this paper, we focus on strongly convex and smooth objectives. Several works
studied D-SG under these assumptions although D-ASG remains relatively understudied
except the deterministic case (see e.g. Jakoveti¢ et al. (2014); Xi et al. (2017); Li et al.
(2020); Qu and Li (2016)). The performance of distributed algorithms such as D-SG and
their deterministic versions depend on the connectivity of the underlying network struc-
ture as expected. In particular, when D-SG and D-ASG are run on undirected graphs, the
propagation of information among neighbors is governed by a symmetric mixing matrix W
which depend on the network structure and its eigenvalues affect the convergence rates. In
particular; the largest eigenvalue of the matrix W is one, and the second largest (in modu-
lus) of the eigenvalues of W, which we refer to as -y in this paper (formally defined in (8)),
arises in the study of distributed algorithms such as D-SG. We summarize the existing con-
vergence rate results for D-SG in Table 1.2 Among these, Rabbat (2015) studied composite
stochastic optimization problems and showed a O(o?/k) convergence rate for D-SG and its
mirror descent variant. Koloskova et al. (2019) studied decentralized stochastic gradient

2. See also Shamir and Srebro (2014) for a different noise model than ours in the mini-batch setting, where
each objective f; can be expressed as a finite sum.
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algorithms when the nodes compress (e.g. quantize or sparsify) their updates. Pu et al.
(2021) provided an asymptotic network independent sublinear rate. In our approach, we
use a dynamical system representation of these iterative algorithms (presented in Lessard
et al. (2016) and further used in Hu and Lessard (2017); Aybat et al. (2020, 2019)) to
provide rate estimates for convergence of the local agent iterates to a neighborhood of the
optimal solution of problem (1). Our bounds are presented in terms of three components:
(i) a bias term that shows the decay rate of the initialization error (i.e., distance of the
initial estimates to the optimal solution) independent of gradient noise, (ii) a variance term
that depends on the error level o2 of local objective functions’ gradients, measuring the
“robustness” of the algorithm to noise (in a sense that we will define precisely later), (iii)
a network effect that highlights the dependence on the structure of the network. In this
paper, in addition to the convergence analysis for D-SG and D-ASG, our purpose is to study
the trade-offs and interplays between these three terms that affect the performance.

Contributions. We have three sets of contributions.

First, we study the convergence rate of DSG with constant stepsize which is used in
many practical applications (Alghunaim and Sayed, 2020, 2018; Dieuleveut et al., 2020).
Our bounds provide tighter guarantees on the bias term as well as novel guarantees on the
variance term for this algorithm. For quadratic functions, we provide sharper estimates for
the bias, variance, and network effect terms that are tight, as there exist simple quadratic
functions that achieve these bounds.

Second, we consider D-ASG with constant stepsize. We show that the bias term decays
linearly with rate O(—k/+/k) to a neighborhood of the optimal solution, and thus, it achieves
an accelerated rate. We also provide an explicit characterization for this neighborhood, in
terms of noise and network structure parameters, with the variance term dominating for
small enough stepsize. When the objectives f; are all quadratic, we obtain non-asymptotic
guarantees that are explicit in terms of their linear convergence rate and dependence to
noise, generalizing available known guarantees for ASG to the distributed setting (Can
et al., 2019).

For both algorithms, following earlier work on non-distributed versions of these algo-
rithms (Aybat et al., 2020), we use our explicit characterization of bias, variance, and
network effect terms to provide a computational framework that can choose algorithm pa-
rameters to trade-off these difference effects in a systematic manner. In the centralized
setting, it has been observed and argued that accelerated algorithms are often more sen-
sitive to noise than non-accelerated algorithms (see e.g. Flammarion and Bach (2015);
d’Aspremont (2008); Aybat et al. (2019); Hardt (2014)), however to our knowledge this be-
havior has not been systematically studied in the context of decentralized algorithms. We
study the asymptotic variance of the D-SG and D-ASG iterates as a measure of robustness
to random gradient noise and provide explicit expressions for this quantity for quadratic
objectives as well as upper bounds for strongly convex objectives. This allows us to compare
D-SG and D-ASG in terms of their robustness to random noise properties. Our results (see
the discussion after Theorem 7) show that indeed D-ASG can be less robust compared to
D-SG depending on the choice of the momentum and stepsize parameters, shedding fur-
ther light into the tuning of hyperparameters (stepsize and momentum) in the distributed
setting.
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Algorithm Extra Stepsize Convergence Rate
Assump. | ap
EXTRA _ o as in (k) 2 k _ 2
Shi et al. (2015) a=0 Shi et al. (2015) E ) Ty~ x*H < O (p*) where p=1—0O(1/x?)
D-SG
: 1 M) _ 2 loa(Vk)
Tsianos and Rabbat (2012) Yes o (k) Ef (xl ) f=<0 (G (1—y7)k )
D-SG 1 (k) R 1
Rabbat (2015) No 0 (%) Ef (901 ) —fx<0 w2 + 5o )+ o(%)
D-SG 1 7(]9) * 2 02 RQ 0'2142
Pu et al. (2021)F No o (%) Elz® —2*||" <0 <M2Nk + ooy T (1—fy);¢2k2>
D-SG 2 2 2
i 1 (k) _ o kG G
Koloskova et al. (2019)T Yes o (%) Ef (%“g) fes0 (HNk T -z T M(1*7)6k3>
E[z® — .|’
<o -an o —a|* + 557
2.2 D? 2
D-SG ;‘”(mﬂfﬁ))
-
Proposition 3 No « E Hxl Tx , )
in this paper < O<(1 — au)?k ||j(0) — ‘T*H + ZLN
2.2 D?
+na? (B + i)
ky,.(0)2 . _D? N
O R )
£z ]
VEENF 2@ a2 | o2 va il
<o (1) M 1 25 + i)
E) (k) _ ‘
Proposition 10 No @ Ti T ko e
. . = B
in this paper < 0( (1 _ \/2#> [E3 = I
o2va w2 Coa
;r“\/ﬁN + (N + 1) (1—’v)2)
B o]
Y el
< 0o (~5i)
D-MASG e )
No o) , NeVRk N(1—v)2k?
Corollary 18 k E ) 2 _ Tx H
. . 1
in this paper Hm(“Lz* 5
__k
SO(QXP( @(\/E)) ) N ) o
+N: nk + ('{W + 1) (177()]%4)

Table 1: Summary for D-SG and D-ASG. z(®) denotes the average of nodes’ estimates

at time k, ie., z() = %sz\; xl(k), and xg]f,)g is a weighted average defined in
Koloskova et al. (2019). Also, v € (0,1) is the second largest modulus of the
eigenvalues of the mixing matrix W (formally defined in (8)). In the table, u
denotes the strong convexity constant, L is the gradient Lipschitz constant and
k = L/u is the condition number, whereas & := ’f\—%l is a scaled condition number
(formally introduced in (38)), where A¥ is the smallest positive eigenvalue of W,
D? is defined in (27) such that D? = O (L?E||z(®) — 2|2 + |VF(2*)|?) as a — 0,
and () is an explicitly computable constant such that Cp = O(1) as a — 0.

1: The authors analyze a D-SG method with a slightly different update then ours.

N (2
1: The authors make the extra assumption sup; ; E HVfi <x§3)> H < G2
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Finally, we study a multistage version of D-ASG, building on the non-distributed method
in Aybat et al. (2019), whereby a distributed accelerated stochastic gradient method with
constant stepsize and momentum parameter is used at every stage, with parameters carefully
varied over stages to ensure exact convergence to the optimal solution x,. Similar to Aybat
et al. (2019), a momentum restart is used to enable stitching the improvement obtained over
consecutive stages. We show that our proposed method achieves an accelerated O(—k/\/k)
linear decay in the bias term as well as a O(0?/k) term in the variance term and O((1 —
7)~2/k*) in terms of network effect, where 1 — 7 is the spectral gap of the network, see (8)
for a formal definition. We also show that the node averages also achieves O(ﬁ) for the
variance term with a tight dependency to the number of nodes N. This dependency to k and
V/k is optimal in the context of centralized black-box stochastic optimization. This suggests
that our analysis is tight in terms of its k and /x dependency, although the problems we
consider is not black-box optimization but finite-sum problems. Such a dependency on
k and /k was obtained previously for the PBSTM algorithm of Dvinskikh and Gasnikov
(2019) which is optimal up to logarithmic terms. To the best of our knowledge, our analysis
provides the best bounds for the D-ASG algorithm. Our results show that D-ASG without
noise converges to a fixed point with the accelerated rate, i.e. the rate has a \/x dependency
to the condition number. A summary of all our convergence results is provided in Table 1.
We also provide numerical experiments that show the efficiency of the D-ASG method in a
number of decentralized optimization settings.

Other related work. There has been a growing recent interest in the dynamical
system representation of distributed optimization algorithms to facilitate their analysis and
design. In particular, Sundararajan et al. (2020) provides a framework to design a broad
class of distributed algorithms for deterministic decentralized optimization for time-varying
graphs. This framework provides worst-case certificates of linear convergence via semi-
definite programming. Other related papers (Sundararajan et al., 2017, 2019) allow analysis
and design of deterministic distributed optimization algorithms. However, these results and
approaches are targeted for deterministic distributed algorithms and they do not directly
apply to the stochastic algorithms we consider in this paper. Robustness of stochastic
optimization algorithms to stepsize have also been considered in the literature. In particular,
the accelerated gradient methods of Lan (2012, Theorem 2, Corollary 1) do enjoy various
robustness properties to noise; in particular, for appropriate stepsize choices, if L is a
Lipschitz constant of the gradient, o2 the noise, and D the diameter of the underlying
domain, one may achieve rates roughly

2
E [f (a:k> — f(m*)} < Lk% + f/l; (v +79),
where v > 0 is a particular stepsize multiplier choice. Thus, misspecifying v does not force
a massive degradation in convergence rates, which reflects the robustness considerations of
Nemirovski et al. (2009). The work of Duchi et al. (2012b, Theorem 2.1.) also shows a
similar robustness result to stepsize specification.

Notation. Let S, ,(R?) denote the set of functions from R? to R that are u-strongly

convex and L-smooth, that is, for every z,y € R¢,

eyl > @)~ 1) - VI @~ 9) > Bl -y,
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where we have the condition number k = L/u. Let 04xp denote the zero matrix with a
rows and b columns. Given a collection of square matrices [4;]7 |, the matrix diag([A4;]/",)
denotes the block diagonal square matrix with ¢-th diagonal block equal to A;. For two
matrices A € R™*" and B € RP*?, we denote their Kronecker product by A ® B. For
two functions g, h defined over positive integers, we say f = O(g) if there exists a constant
C, and a positive integer ng such that f(n) < Cy,g(n) for every positive integer n > ny.
We say f = O(g) if there exists a constant C,, and a positive integer ng such that f(n) <
Cyug(n)log(n) for every positive integer n > ny. We use the notation || A||2 to denote the 2-
norm (largest singular value) of a matrix A, whereas we use ||A||p to denote the Frobenius
norm of A. For two real-valued functions f and g, we say f = ©(g) as x — 0 if there
exist positive constants Cy and C,, such that Cyg(z) < f(z) < Cyug(z) for every x in a
neighborhood of 0 and lying in the domains of f and g.

2. Distributed Stochastic Gradient and Its Accelerated Variant

We will first study the distributed stochastic gradient (D-SG) method which is the stochastic
version of the distributed gradient (DG) method introduced in Nedic and Ozdaglar (2009),
and then focus on its accelerated variant.

Consider an undirected network G = (V, £) that is connected by edges £ C V x V, where
V = {1,...,N} denotes the set of vertices. We associate this network with an N x N
symmetric, doubly stochastic weight matrix W. We have W;; = Wj; > 0 if (4,5) € € and
i # j,and Wi; = Wy = 01if (4,5) € € and i # j, and finally Wj; =1—3",,, W;; > 0 for
every 1 <i < N.3 It is known that the eigenvalues of a doubly stochastic matrix W can be
ordered in a descending manner satisfying:

=M\ > AV > >\ > -1,

where the largest eigenvalue is 1 with an all-one eigenvector, i.e. W1 = 1, and the smallest
eigenvalue is greater than —1. The eigenvalues of W can be used to study the properties of
the network associated with the weight matrix W (see e.g. Chung (1997)). For example, if
W represents the transition matrix of a Markov chain, then 1 — max{|A\}|,|A¥|}, known
as the spectral gap, can be used to measure the mixing time of the Markov chain, i.e. how
fast the Markov chain converges to its stationary distribution (see e.g. Levin et al. (2009)).
Such a matrix W always exists (see e.g. Boyd et al. (2006)) if the graph is not bi-partite
and there can be different choices of W (Shi et al., 2015). For bi-partite graphs, one can
also construct such a matrix W by considering the transition matrix of a lazy random walk
on the graph (see e.g. Chung (1997)).

Next, we make a few definitions for the sake of subsequent analysis. First define the
average iterates

N
#® = %ng’” € R% 2)
Next we define the column vector
B\ 7 o\ L 1"
z*) = [(a:g )) , (azg )) ey <x§v)> } e RV, (3)

3. We adopt the convention that the node is a neighbor of itself, i.e. (i,3) € £.
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which concatenates the local decision variables into a single vector. We also define z* € RV

as .
ot =laf 2l o al], (4)
which is the column vector of length Nd that concatenates N copies of the optimizer x, to

the problem (1).
In addition, we define F : RV¢ - R as

N
F(z):=F(x1,...,a5) = Y _ fi(z:),
=1

where

97 () = [(74 ()" (9 () (9 ()]
which obeys
B[V (o) [10] = vF (a), & [[9F () - 97 ()] o] <02 )
due to Assumption 1. Furthermore, F € S, ,(RM?) is p-strongly convex and L-smooth.

2.1 Distributed Stochastic Gradient (D-SG)

Recall that mgk) denotes the decision variable of node i at iteration k. The D-SG iterations
update this variable by performing a stochastic gradient descent update with respect to the
local cost function f; together with a weighted averaging with the decision variables ac;k) of
node ¢’s immediate neighbors j € Q; := {j : (i,7) € £}:

2D Z ‘/Vz‘j$§‘k) — v (xz(,k)), (6)
JEQ;

where a > 0 is the stepsize. Note that we can express the D-SG iterations as
gD — Wek) _ oV F (l‘(k)> , (7)

where W :=W ® 1.

Without noise, i.e., when VF(z*)) = VF(2(*), D-SG reduces to the DG algorithm.
In this case, Yuan et al. (2016) show that DG algorithm is inezact in the sense that the
iterates xl(k) of the DG algorithm do not converge to the optimum z, in general with constant
stepsize, but instead converge linearly to a fixed point z7° that is in a neighborhood of the

solution satisfying

|x5° — zi]| < Cll iéfy =0 <lf”y> ,  where v := max{‘)\gV’,P\YVVH, (8)

for some constant C with the explicit expression

, [fi = min fi(z), (9)

z€R4

al 2(L 4+ p)
Cri= |20 Y (fi(0) = f7) - (14 =
R (1+25)
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provided that the stepsize « satisfies some conditions (Yuan et al., 2016) (see Lemma 20 in
Appendix A for details).
Similar to (4), we define the column vector

2> = | (@), (@32)" - ,(a;;VO)T]T e RV, (10)

which is a concatenation of the fixed point z{° of node i over all the nodes. It can be
checked that the unique fixed point 2 to (7) in the noiseless setting is the solution to

(Ing —W)x™ 4+ aVF(z™) = 0. (11)

This means that the sequence & = z(*) — 2% converges to zero with an appropriate
choice of the stepsize. The performance of the algorithm can then be measured by the
distance of 2 to x* € RN? given by (4).

2.2 Distributed Accelerated Stochastic Gradient (D-ASG)

Consider the following variant of D-SG:

ngml) _ Z Wijyj('k) oy, (yl(k)) ’
€ (12)
u =+ B — oY,

%

where o > 0 is the stepsize and 8 > 0 is called the momentum parameter. This algorithm
has also been considered in the literature by Jakoveti¢ et al. (2014) in the noiseless setting.

We define the average iterates Z(¥) and the column vector (%) as in (2) and (3), respec-
tively. Also, similar to (3), we define the column vector

ytk) = [(y§k))T (yék))T,..., (y%“))T]T e RV,

Then, we can re-write the D-ASG iterates (12) as:

2D — B _ oV (yw)) :

(13)
y® = (14 B)a® — galk),

for £ > 0 starting from the initial values xgo) € R and xz(fl) € R for each node i. Here,
a > 0 is the stepsize and § > 0 is the momentum parameter. Note that for 5 = 0, D-
ASG reduces to the D-SG algorithm. When there is a single node, i.e. N = 1, D-ASG
also reduces to the Nesterov’s (non-distributed) accelerated stochastic gradient algorithm
(ASG) (Nesterov, 2003). Note that this algorithm is also inexact in the sense that both
{z®)} and {y®} will also converge to the same point > = 3> in the noiseless setting

where x> is the fixed point of the distributed gradient (DG) algorithm defined by (11).

10
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2.3 Convergence Rates and Robustness to Gradient Noise

Consider both D-SG and D-ASG algorithms, subject to gradient noise satisfying Assump-
tion 1. For this scenario, the noise is persistent, i.e., it does not decay over time, and it
is possible that the limit of z(®¥) as k — oo may not exist (even in the non-distributed
setting), see Can et al. (2019); therefore, one natural way,* of defining robustness of an
algorithm to gradient noise, is to consider the worst-case limiting variance along all possible
subsequences, i.e.

oo 1= ﬁ lim sup Vr (:c(k)> . (14)
In the special case, when F' is a quadratic function and the gradient noise is i.i.d. with
an isotropic Gaussian distribution, the quantity J. is equal to the square of the Hs norm
of the linear dynamical system corresponding to the D-ASG iterations (13) (see e.g. Zhou
et al. (1996); Aybat et al. (2020)). Hy norm is well-studied in the robust control theory
as a robustness metric and has been considered in the distributed algorithms literature
previously as a measure of robustness to white noise (see e.g. Pirani et al. (2018); Sarkar
et al. (2018); Chapman (2015)). Indeed, we observe from (14) that J is equal to the
ratio of the output variance and the input noise variance 02N (which is the variance of
noise at the worst case), therefore it can be interpreted as a signal-to-noise ratio (SNR)
measure, quantifying how robust the underlying algorithm is to white noise. We also note
that the same definition was recently applied to optimization to develop noise-robust non-
distributed algorithms (Aybat et al., 2020). Our definition (14) of robustness is motivated
by such connections to the robust control and optimization literature.

In the next sections, we will provide bounds on the robustness level J, and the expected
distance to both the fixed point and the optimum for the D-SG and D-ASG algorithms. In
particular, in the non-distributed setting, it is known that ASG can be less robust to noise
compared to gradient descent (Hardt, 2014; Aybat et al., 2020); we will later obtain bounds
in Section 2.3.3 for the robustness of D-ASG and D-SG which suggests a similar behavior
in the distributed setting when the stepsize is small enough.

For analysis purposes, we consider the penalized objective function Fyy () : RNd 5 R
defined as

Fpya(z) i= %:pT(INd W)z + F(z), a>0. (15)
Similar penalized objectives have also been considered in the past to analyze deterministic
algorithms (see e.g. (Yuan et al., 2016, Section 2), Mansoori and Wei (2017)). It can be
seen that its gradient (with respect to x) is VFyo(z) = 2(Ing — W)z + VF(z). Since
Ong 2 Ing—W = (1— )\%)INd, we have also

1AW
Fya € Su, (RNd) with Lo = — N 4. (16)

(0%

Furthermore, the unique minimizer z* of Fyy , satisfies the first-order conditions

VEyo(2*) = (Ing — W)2" +aVF(z*) = 0.

4. There are other possible ways to define a robustness measure, see e.g. Aybat et al. (2020).

11
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Then, it follows from (11) that z* = 2°°, i.e. the minimizer of Fyy , coincides with the limit
point *°. In fact, we can re-write the D-SG iterations (7) as

c* D = 20 _ oV Ry, <x(k)) , (17)

which is equivalent to running a non-distributed stochastic gradient algorithm for mini-
mizing an alternative objective Fyy , in dimension Nd. We can also re-write the D-ASG
iterations (13) as

gD = (k) _ aV EFy o <y(k)) ) (18)
) = (1+ ﬁ)x(k) — Bz,

These iterations are identical to the iterations of the (non-distributed) ASG. In other words,
D-ASG applied to solve the problem (1) in dimension d is equivalent to running a non-
distributed ASG algorithm for minimizing an alternative objective Fyy , in dimension Nd.

This connection allows us to analyze both D-SG and D-ASG with existing techniques
developed for non-distributed algorithms in Aybat et al. (2020, 2019) that builds on dy-
namical system representation of optimization algorithms.

2.3.1 DYNAMICAL SYSTEM REPRESENTATION

We first reformulate D-SG (17) and D-ASG update rules (18) as a discrete-time dynamical
System:

i1 = A& + BV Fy (C&), (19)

where & is the state, and A, B, C are system matrices that are appropriately chosen. For
example, we can represent the D-SG iterates with the choice of

& = 2 — 2 A:=1Iyg, B:=—-alng, C:=Ing. (20)

Similarly, we can represent the D-ASG iterations as the dynamical system (19) with

£ = [(x(m B moo>T, (M‘U _ g;m)T] T, (21)

and A = Adasg ® Ing, B := Bdasg R Ing, C = édasg ® Ing where

~ 1 + — ~ —Q ~

Adasg:|: 16 OB:|7 Bdasg:|: 0 :|, Cdasg:[1+/8 _/8] (22)
(see also Lessard et al. (2016) for such a dynamical system representation in the determin-
istic case). For studying the dynamical system (22), we introduce the following Lyapunov
function

Vpae(€) = T PE+ ¢ [Py o(TE + 2°°) — Fyy o(z™)], (23)

where ¢ > 0 is a scalar, P is a positive semi-definite matrix and T = Iyy4 for D-SG and
T = [1 0] ® Ing for D-ASG. Since z* is the minimum of Fyy o, we observe that Vp, (&)

12
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has non-negative values. In particular, Vp, (0) = 0. In the special case when ¢ = 0, we
obtain

Vp(€) = Vpao(l) = T PE.

In the next section, we obtain convergence results for D-SG and D-ASG for constant stepsize
and momentum which also implies guarantees on the robustness measure J,. The analysis
is based on studying the Lyapunov function (23) for different choices of the matrix P and
the scalar c. In particular, for D-SG we can choose P to be the identity matrix and ¢ = 0,
however for D-ASG, the choice of P is less trivial and depends on the choice of the stepsize
a and (3 in general. Here, our choice of the Lyapunov function (23) is motivated by Fazlyab
et al. (2018) which studied this Lyapunov function to analyze accelerated gradient methods
in the centralized deterministic setting.

2.3.2 ANALYSIS OF DISTRIBUTED STOCHASTIC GRADIENT

We next provide a performance bound for D-SG in Theorem 1. It shows that the expected
distance square to the fixed point E [Hx(k) — xOOHQ} can be bounded as a sum of two terms:

i) A bias term that depends on the initialization and decays with a linear rate p?(«) where
p(e) = max {|1 — apyl|, ’)\% - aL|} . (i7) A variance term that scales linearly with the noise

.1 . . . 2
level o2 providing a bound on the asymptotic variance lim supj,_, . E [H:U(k) — :1:°°H } and

hence the robustness level J,. When there is no noise (when ¢ = 0), the variance term
is zero, and we obtain a linear convergence rate for the (deterministic) DG algorithm with
rate p?(a). This improves the previously best known convergence rate p?; for DG obtained
in Yuan et al. (2016), where pf :=1— % +ad— 0425;‘%, which can get arbitrarily close to

1- ;“i—i, see Theorem 7 in Yuan et al. (2016). We also note that the convergence rate and

robustness we provide in Theorem 1 is tight for D-SG in the sense that they are attained
for some quadratic choices of the objective (see Remark 32 in Appendix C).

For proving Theorem 1, we exploit the above-mentioned fact that running D-SG on the
objective F' is equivalent to running (non-distributed SG) on the modified objective Fyy o
and we build on the existing results for non-distributed stochastic gradient (Aybat et al.,
2020, Prop. 4.3); the proof is given in Appendix B.

Theorem 1 Consider running D-SG method with stepsize o € <0, 1+21V“]/>. Then, for every
k>0,
2 2 1— 2k

where p(a) = max {|1 — apu|, [AY — aL|} €[0,1). As a result, the robustness of the D-SG

method satisfies
2

o
Jola) < ———.
(@) < T
We recall that the penalized objective Fyy , depends on the network and the stepsize.
The fixed point °° is the minimum of the penalized objective Fyy o. In general, the differ-
ence [|2(°) — z*|| is not zero and it depends on the network structure and the stepsize o.

13
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We call this term the “network effect”; it can be controlled by the the inequality (8). The
following corollary is obtained by a direct application of the inequality (8) to Theorem 1.

Corollary 2 Consider running D-SG method with stepsize o € (0, 1:?2\’1/) Then, for every
k>0,
E [Hm(k) — :UOOH2] < (1 —ap)? H:U(O) — :1:°°H2 + aaQNM (25)
- p2—ap)
which implies that the robustness of the D-SG method satisfies
«
Joola) < ————.
() (2 — o)
In addition, if a < L-HN we have
2 1—(1—au)* 2a2C2N
—z* <2(1—ap 2k Ha:(o) - 1:°°H +2a0°N + , (26
e[« -] <2 -an) 2= - #

where 7, C1 are given in (8)-(9).

Next, we provide the performance bound on the distance between the average of iterates
z® and the minimizer z,. Here, we can show that the asymptotic variance of the averaged
iterates Z(*) with constant stepsize is O(c?/N); this is because averaging the iterates also

averages the noise over the nodes.

" 2 1+A%¥ w
Proposition 3 Assume 0 < a < T @< % and po(l + Ny —al) < 1. Then, for
any k, we have

k) _ o |]? o (14 aL)? 12D%2 20202
E|a® - o §8<M(1_QL) + o atp ) (NG ot G
’Y (1 — o (1 — 7)) L2,y2

Y —1+oz,u( —@)
1—(1—au)? ac?

+38

el

+2(1 — ap) ||z — 24| +

1-%) N’
and for everyi=1,2,..., N and any k,
2 2 8D?%a? 8 Na?
o oo + S, e
(1- ) 7?)
16 a +aL < L?D?a? - L202a2)
u(l—%) - (1=72)
k
162t (1—0<u( ) L%Q H o) H
v —1+oz,u( )
- 1—oz,u)2koz02
A(1 — 2k 30 — x4 ||2 2 (
AL o | 2l

14
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where

2L%00?N
+ Q12 Cia ao

*\ (|2
(1—7) +M(HA]VVVﬂ%L)+4||VF(€6)|| , (@20

D? .= 4I°E Hx@ e

where v, C1 are given in (8)-(9).

Remark 4 (Convergence rate of the averaged D-SG iterates) Note that given iter-

ation budget K > 0, if we take o = loi(g) in the setting of Proposition 3, then we have

(1 — au)?X = O(1/K?) and we obtain E ||§3(K) — x*H = O(5x + 722) where O(-) hides a
logarithmic factor in K.

2.3.3 ANALYSIS OF DISTRIBUTED ACCELERATED STOCHASTIC GRADIENT

Throughout this section, we state the results under the following assumption.
Assumption 2 We assume all eigenvalues of W are positive, i.e., we assume that )\]V\[,/ > 0.

We note that Assumption 2 is not restrictive in the sense that even if the weight matrix
W does not satisfy this assumption we can still apply the results in our paper by considering
the modlﬁed weight matrix Wy := 251+ - JrlI/V for 7 > 1 instead of W. Because, we have
/\WT > = +1 > 0 for 7 > 1 and therefore W satisfies Assumption 2. We will elaborate this

point further after Corollary 8 in Remark 9.
The following result extends Aybat et al. (2020) from non-distributed ASG to D-ASG.

Theorem 5 Assume there ezist p € (0,1) and a positive semi-definite 2 X 2 matriz P such
that

. - AT PA p AT PB
PR+ (1 )Ry | g Aoy =P By s | (28)
dasg dasg dasg dasg
where Agasy, Baass and Coase are defined in (22) and
g g g
B =B -8 (48)*u =B +B)u —(1+8)
; 8 8 ; s B 5
X o= - A5 2 , Xoi= | 5 = 5
-8 8 a(1+AY —La) —(14-8) 8 a(14+AY —La)
2 2 2 2 2 2
Let P =P ® Iny. Then, for every k > 0,
2 2V, 1 2a%0°N [ - 1- AV +aL
E [Hx(’f) — xOOH } < p* Pa.1(0) 5 i <P11 +—N T ) . (29)
% 1—p* p 20

Therefore, the robustness of D-ASG iterations defined in (14) satisfies

202 ~ 1=\ +aL
J < —— | P — N 7).
”_u(l—p2)<n+ 2a )

With the additional assumption a < we have the following corollary.

L+7
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1

T then we have

Corollary 6 Under the assumptions in Theorem 5, if in addition, o <

2 a 1 40202N ( -
E [‘):E(k) g ] §4p2kVP, 1(6o) n oo <

AW 2012
L . 1- Ay —l—aL) 2a°C;N
K —-p

20 ) A=

where v, C1 are given in (8)-(9).

The results in Theorem 5 are stated in terms of a 2 x 2 matrix P which solves the 3 x 3
matrix inequality (28). For any fixed «, 5 and p; this is a linear matrix inequality (LMI).
Therefore, we can compute P numerically by varying «, 8 and p on a grid and then solving
the resulting LMIs with a software such as CVX (Grant et al., 2008) (see also Lessard
et al. (2016) for a similar approach). However, in the next result, we obtain some explicit

performance bounds in the special case when § = ;%, this choice of 8 is motivated by

the fact that it is a common choice in the non-distributed and noiseless setting.> The proof
is deferred to Appendix B; it is based on the fact that when 8 = 1_\/@, p=1—/ap and

T/
w ~ ~
Q€ <0, /\TN}, P = S, is an explicit solution to the matrix inequality (28) where
1 1 Jan 1
S*, L 2a T 2 9| = T h L V2a
a 1—/on 1-vapu = Vv where v = i 1
T 2 - 200 2 20
Then, plugging in P = S, in Theorem 5 and in the bound (5), we obtain performance

guarantees in terms of the Lyapunov function Vg, o 1. To simplify the notation in this case,
with slight abuse of notation, we let

VS,a(f) = VSa,a,l(g) = fTSaf + FW,a(Tg + xoo) - FW,a(zoo)' (30)

We have the following explicit performance bounds on the convergence and the robustness
of D-ASG.

. , , AV _ 1—yan
Theorem 7 Consider running D-ASG method with o € (0, TN] and 8 = 7 NG Then,

for any k > 0, we have

k Vsa (§0) n o> Ny/a
7 I/ 1

Therefore, the robustness measure (defined in (14)) satisfies

E [me _gcw“?} <2(1— Jap) @- AV +raL). (31

Ve, w
Tole) 70 (2= W o).

1

T e have the following corollary.

With the additional assumption o <

5. Furthermore it can be shown that it gives the fastest rate for quadratic objectives in the non-distributed
case when there is no noise (Aybat et al., 2019).
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L
L+p”

2CZNa?
(L—=7)%

Corollary 8 Under the assumptions in Theorem 7, if in addition, o < then we have

p Vsa (&) 202N /a
_l’_
7 K/ 1

E [HN) — 2} <4(1 - apu) (2- AN +aL) + (32)

where v, C1 are given in (8)-(9).

Remark 9 (Dependency to the spectral gap) We can observe from Corollary 8 that
among the three error terms in our performance bounds for D-ASG, only the last error
term is about the network effect which depends on the spectral gap and this last error term
is linear in 1/(1 — ~)?, where 1 — vy is the spectral gap of the matriz W. We discussed
earlier that Assumption 2 is not restrictive because even if the matriz W does not satisfy
Assumption 2, one can consider the modified weight matriz Wy = %I + %W which will
satisfy Assumption 2. When we use the modified weight matrix W1, the spectral gap may
get smaller (i.e. spectral gap of Wi can be smaller than that of W) and consequently the
error term 1/(1—~)2 due to network effects in Corollary 8 may get (worse) larger. However,
the network error term can only get larger by a constant factor of 4. To explain this point
further, assume that W does not satisfy Assumption 2. In this case the smallest eigenvalue
NV of the mizing matriz W can be negative. We have two cases: (I) |A\V| > |\YV|; (i)
IV < [NV, In case (1), i.e. when [NV | > [NV, the spectral gap is determined by Yy in
the sense that we have the spectral gap A(W) := 1— |A¥| and the spectral gap of the shifted
matriz A(Wy) = A(HQW) = 17|)‘§(W)‘ can be larger; for instance when AW is close enough
to —1. If that is the case, then shifting the W matriz will result in an improved spectral
gap and improved convergence guarantees. If on the other hand, )\W 1s sufficiently far away
from —1, then the spectral gap of the shifted matriz can be smaller, but by a factor of at
most 2; in other words we would have A(W) = 1— AV | < 2A(W;) = 2A (%) =1-|\Y].
In case (II), i.e. when |A¥| < |[AW|, we have the spectral gap A(W) = 1 — |\V| whereas
the spectral gap of the shifted matriz satisfies A(Wy) = A(LHY) = 1—|A§(W)| = A(;V). In
this case, the spectral gap becomes worse, but only by a factor of 2. To summarize, shifting
the W matriz to Wy = %I + % so that Assumption 2 can be satisfied might lead to improved
convergence results in some cases, and in some cases it can make the convergence bounds
looser; but this looseness in the spectral gap is at most by a constant factor of 2, and the

2

last error term for D-ASG in Corollary 8 has the order ofO(%) = O(W) Therefore,
this term can become worse only by a constant factor of 4. This shows that Assumption 2
18 not very restrictive in terms of iteration complexity results as it can hold for any graph

topology and for a wide class of choices of W.

With slight abuse of notation, we let

Vs ol&) =TS0l + [ (TE + ) — f(z), (33)
where
Soz = goz & Ida
and
T:=[10®I1,



FALLAH, GURBUZBALABAN, OZDAGLAR, SIMSEKLI AND ZHU

Using the Lyapunov function defined in (33), the next result establishes a performance
bound for the node averages Z(¥). We see that the variance term of our bound is proportional
to & > due to the averaging effect and is decreasing with N.

Proposition 10 Consider the node averages ¥ for the D-ASG algorithm with 0 < o <

min {%ﬂ’ ﬁ} and B = 1+§ and the initialization 0 = (=Y = 0. For any k, we have
E[s® -z, ’
< (1 B “@)k Wsalb) | VT Pl Sk V)
2 I wzf 7= (1= an/2)  p?
+ i(i;\/]\; ( + \/27> (1+al),

and for everyi=1,2,..., N and any k,

2
o9

k _ & 2k k
Vo 4Vg 16 — (1 — /au/2 4
< <1_ M) s, (fO) +— \/5H1H37 - ( /2) —1——204H1H2
2 I Y/l Y- (1= an/2) p
o 202N
+1672k; <4VS, (6o0) + o“Ny/a
% P/ 1
8D2 2 +802Na2 L 16Coa +4a2f( +‘ﬁ
(1— 7 1= (1-9?2 w/eN

5|

— Ty

(2-A\Y +aL) +

where Cy is a positive constant,® and

2 2 2
Dy =4L* (1+5)° + %) (4 Vs’au(&J) 2UM]\VF‘F (2= AW +aL) + Q(fl_]\; © >

+2||VF (29, (34)
and

2L«

H; ::8<1—|—%—,/alu>

2 a 42N 8C,
Hy:= L2 (1 +8)° +52< TS )

+ (La + 2 + pa) yJap — 2ua,

(1=7)2 (1-9)7
Sa §0 QUZNf
11

(2- AN +aL) +

2 202N a2
Hy = NL2((1+B )%+ B%) e +Hx*H?>.

(1—7)?

6. An exact expression for the constant Cy can be obtained from our proof technique. However, for the
simplicity of the presentation, we did not specify the constant Cy explicitly.
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Remark 11 (Convergence rate of the averaged D-ASG iterates) For a given iter-

2
ation budget K > 0, if we take a = i <41%(K)) in the setting of Proposition 10, then

we have (1 — @)K = O(1/K?) as well as % = O(1/K?). Consequently, we

obtain E H:E(K) - x*HZ = @(ﬁ + %) where O(-) hides a logarithmic factor in K.

Constants in Theorem 7. )\]V\[,/ and v can typically be estimated with a distributed
algorithm; for instance when W = I — L (see e.g. Tran and Kibangou (2014)). For
regularized problems of the form f;(z) = fi(x) + %HxHQ with f; convex, the parameter u
of strong convexity can be taken as the regularization parameter A and therefore is known.
The Lipschitz constant L can be estimated with a line search similar to Beck and Teboulle
(2009); Schmidt et al. (2015). The constant Cy depends on L, ;1 and o explicitly.

We note that if we possess a lower bound u on the strong convexity parameter y and an
upper bound L on the strong convexity constant, our results in Theorem 1 and Theorem 7
will hold if replace y with p and L with L. If a lower bound on the strong convexity constant
cannot be estimated and if the strong convexity constant is instead over-estimated, it is
known that this can lead to slower convergence, even for (centralized) SG and ASG. For
example, if the strong convexity constant is overestimated by a factor of ¢ > 1, i.e. the
estimated constant is i = ¢ where p is the actual strong convexity constant; convergence
rate of (centralized) SG on some quadratic examples can be as slow as O(#) (compared
to the O(%) rate that can be achieved if the strong convexity constant can be accurately
estimated) (see e.g. Nemirovski et al. (2009)). Our bounds reflect a similar behavior. For
example, for D-SG, with perfect knowledge of the strong convexity constant, for a given

iteration budget K, we can choose the stepsize a = l‘;glf;(() and our Corollary 2 will lead

to the bound E [Hx(k) - a:oon} = O(1/K) where O(-) hides some logarithmic factors in
K. If we were to overestimate the strong convexity constant by a factor of ¢, the same

stepsize choice will lead to a slower convergence rate of E [Hx(k) - mOOHQ} = O(1/K"°).

Similar observations also hold for D-ASG. That being said, it is worth noting that, even for
the deterministic and centralized case, Arjevani and Shamir (2016) have shown that for a
wide class of algorithms including accelerated gradient methods, it is not possible to obtain
accelerated rates, i.e. bounds of the form L ||z — . ||? exp((’)(l)%) after k iterations where

k = L/p is the condition number, without having a good estimate (lower bound) of the
strong convexity parameter. Therefore, it is somehow expected that to get the accelerated
convergence rates, one needs to have some information about the problem constants such
as u and L.

We also note that in practice, for regularized problems such as Lo regularized logistic
regression or ridge regression, the regularizer %H:UH2 provides a lower bound on p directly
(where we can simply take p = A). If L and p are known approximately, the stepsize
can be set to a € (0,(1 + AW)/L) for D-SG (Theorem 1) and the stepsize can be set

to a € (0,A\{//L] and the momentum parameter can be set to 3 = ;\/‘/g for D-ASG

(Theorem 7) as an initial guess and can be further tuned to the data set.
Robustness of D-SG vs D-ASG. We derived in Theorem 1 that for D-SG, for small

stepsize «, the rate of convergence is 1 — au while Joo(a) < m, and in Theorem 7
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that for D-ASG, for small stepsize o and § = ﬂ, the rate of convergence is 1 — \/apu,

TT/an
while Joo(a) < %(2 AV +al) = O(u—‘{/aﬁ) Hence, for a fixed a, D-ASG converges

faster than D-SG, but is less robust and more sensitive to noise for the same stepsize that
is small enough, and this suggests that there is a trade-off between convergence rate and
robustness. Next, we discuss how one can trade between convergence rate and robustness
in a more systematic manner.

Trading off convergence rate with the robustness and the network term.
Equation (32) shows that large stepsize leads to faster rate 1 —/aj, but the variance term
(that is proportional to robustness J,) and the network term in our bounds get larger.
Consider minimizing the sum of variance and network terms there, subject to a constraint
on the rate:

20°Na 2C2Na?
min Jyot () = 2NV taL)+ 21—, 35
t t( ) 1 ,—au ( N ) (1 _ 7)2 ( )

subject to 0 <a<a, 11— au<p(l+9),

w
where @ := min ()‘TN, ﬁ) and p, := 1 — \/au is the best rate we can certify with (32)

and § € [O, p% — 1} is the percentage of the best achievable rate we would like to trade

with robustness and network effects. The constraints specify an interval for the stepsize to
lie in, and the objective Ji,: can be optimized in this interval explicitly by calculating the
first-order conditions. By letting z := y/«, it can be checked that the optimization problem
(35) is equivalent to

202N 207%
min G(z) := 2(2= NV +220) + 124,
=20 N (2=Ax ) (1—7)?
1—p(1+6
subject to  vVa > z > M
Vi
We also have
202N 602N 8C?
G'(2) = g (2 )\%) 4272y L_23>0,

[/t [/ (1—7)?

for any z > 0 and hence G(z) is strictly increasing. Therefore, the solution of the minimiza-
_ _ 2
1p*7(1+5)’ and the optimal stepsize is a* = %. This choice of

stepsize will lead to the tightest performance bounds in our analysis for the same rate and
provides some guidance about how the stepsize can be chosen.

tion problem is z* =

2.4 Quadratic Objectives

Our study so far has been focused on strongly convex objectives. In Appendix C, we
analyze the special case of strongly convex quadratic objectives when f; is quadratic at
every node i. Note that, in this case F'(z) is also quadratic. We obtain tight results in
terms of rate and robustness that improve upon current results. In particular, we obtain
the same convergence rate p(a)? = (1 — au)? for D-SG method but better convergence rate
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Figure 1: The scheme of the Distributed Multistage ASG (D-MASG) method

pﬁasg = (1— \/ap)? for D-ASG method (instead of pﬁasg = 1— /ap for the strongly-convex
setting). We also obtain explicit formulas for the robustness measure J, for quadratic
objectives for both D-SG and D-ASG (instead of upper bounds for the strongly-convex
setting) under an additional assumption on the structure of the noise as well as explicit
bounds on the asymptotic variance of the components of the node average vector z(*).

3. An Exact Multistage Distributed Method

In the previous sections, we mainly focused on the D-SG and D-ASG methods with constant
step size and momentum parameters. For these algorithms, we studied the problem of tuning
their parameters so that the iterates converge to a neighborhood of x, that depends on the
stepsize «. In this section, however, our focus is to design a distributed ezxact algorithm
that uses time-varying stepsize and momentum parameters and converges to the optimum
Zx when the number of iterations grows.

We propose the Distributed Multistage ASG (D-MASG) method which is a distributed
version of M-ASG proposed in Aybat et al. (2019). As illustrated in Figure 1, D-MASG

consists of T stages where at each stage t € {1,2,...,T}, we run D-ASG with parameters
1— /oy
Eny e
These stages are stitched together using a momentum restart technique which means that

the first two iterates of every stage are equal to the last iterate of the previous stage. The
details of D-MASG are provided in Algorithm 1 where the iterate 2™ denotes the m-th
iterate of the t-th stage.

For any ¢t < T, let Ly denote the total number of iterations up to the end of stage t, i.e,

o and B = for n; iterations where oy and n; will be chosen in a particular way.

t
Li=> ki (36)
=1

with the convention that Ly := 0. Let z(®) be the sequence that records all the inner
and outer iterations of the D-MASG algorithm, obtained by concatenating the sequences
{x(t’m)}fﬁb:l for all stages t and inner iterates indexed by m. In other words, k is the counter
for the total number of stochastic gradient evaluations and for L; 1 < k < L;, we have

k) = gth=Li), (37)

To characterize the convergence rate of D-MASG, we first analyze the evolution of iterates
over one single stage. To simplify our presentation, we define the scaled condition number
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Algorithm 1: Distributed Multistage Accelerated Stochastic Gradient Algorithm (D-
MASG)

Input : Initial iterate 2(%), The sequence {a;}L | of stepsizes, The sequence {k;}1
of length of stages.
Set z(0k0) = x(o);
fort=1;,t<T; t=t+1do
Set ﬂf(t’_l) = Jj(t70) = x(t_luktfl);
form=0 m<k—1, m=m+1do
_ 1-vpor,
Set Bt — I+/pag
Set ytm) = (1+ Bt)x(t"”) — Byztm=).
Set z(tmFD) = Wy ltm) _ o,V f (y(t,m))
end

end

as

- L+up rk+1
== 38
SV )

where we assume for the rest of this section that Assumption 2 holds, i.e. )\]V\[[/ > 0.

Proposition 12 Consider running D-ASG with initialization z=Y = 2= 0 and param-

w —
eters a € (0, @] where & = min{)‘TN, ﬁ} and B = L\/@ Then, for any k >0,

2 2.2
+6N <\/502 + CMQ) ,
oV (1—=1)

E [H:r(k) -z

2] < dexp(—k/ap) Hx(o) —z*

where v, Cy are given in (8)-(9).
D-MASG with one stage is equivalent to running the D-ASG algorithm. Based on the

previous result, we immediately obtain the following corollary which provides performance
bounds for one-stage D-MASG.

Corollary 13 Given k, consider running D-MASG for one stage with k1 = k and a1 =
2
2‘7—&1 (p\/élog k‘/k) for some p > 1, where & is given in (38). Then, for any

k> p\/ﬁmax {210g (p\/E) ,e} ,

we have

2 3
E {Hm(k)_x* ?l < . 2 BNplogk <02+01(p10gk) )

p*k (1 —7)2k3

where v, Cy are given in (8)-(9).
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In the next proposition, we propose a particular way to choose the stepsize «; and
the stage length k; for every stage ¢ € [1,7] and obtain performance guarantees for the
distance to the optimum after T" stages. In our proposed approach, the length of stages
is geometrically increasing whereas the stepsize of each stage is chosen in a geometrically
decaying manner. The length of the first stage k1 can be an arbitrary positive integer and
our performance bounds depends on how it is chosen.

Proposition 14 Consider running D-MASG with the following parameters:
AN

Y
b2l o= B

_ ot ~
=T ki =2 [p\/glog(Z)-‘, o

with p > 7. Then, for any t > 0:

2 4 k1 0 _
]SMQXP<_\/§>H°T o

where v, Cy are given in (8)-(9) and K is given in (38).

2 w2
]E|:H{L‘(Lt+l)—l‘* 2 12No 12N( Cl)\N)) 7

" 2012/k T om L(1—~

The previous result gives performance bounds for last iterate of every stage. Using this
result, we can also derive upper bounds for the error after k iterations as follows.

Proposition 15 Consider running D-MASG with the parameters given in Proposition 14.
Then, for any k > ky:

E {Hx(k) —z* 2]

—\ P—2
<0(1) (:{ﬁ) eXp<—

where v, C1 are given in (8)-(9) and & is given in (38).

Npo? Np*CE(1—~)2

2
)
/.,LQ(]{I—kl) ,LLQ(]{/'—kl)4

-«

)

Note that Proposition 15 provides us with a degree of freedom in choosing k. In
the following corollary we characterize two special cases. We omit the proof as it is a
straightforward consequence of Proposition 15.

Corollary 16 Consider running D-MASG with the parameters given in Proposition 14. In
particular, by choosing ki = [(p — 2)log(6pk)V&], we have
2 n Npo? n Np*C3(1 —~)72

112k 12k )

E [wa _

2] <o) (I{;_Q [~

for any k > 2ky. Also, for a given number of iterations, k, by choosing p =7 and k1 = [%]
for some constant C' > 2, we have

2] <o) (exp <_c]j/ﬁ> [«© — 2

for any k > 2v/&, where v, Cy are given in (8)-(9) and & is given in (38).

9 2 201 =2
E[Hl:(k)_x* No®  NCi(1-9) >7

+ 12k 12k
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Note that our results also provide bounds on the number of iterations required to find an
e-solution, i.e. a point ¢ that satisfies E {Ha:€ - x*HQ} < e for a given € > 0. This is obtained

in the next corollary. We omit the proof as it follows directly from the previous corollary;
by bounding bias, variance, and network effect terms, each by €/3.

Corollary 17 Let € > 0 be an arbitrary positive number. Consider running D-MASG with

the parameters given in Proposition 1. Assume choosing p = 7 and k1 = (\/Elog (%ﬂ

where A is the optimality gap, an upper bound on the initial error, i.e., A > Hx(o) — a:*H .

Then, D-MASG leads to an e-close solution z¢ after at most

o2 1/4 — =
o(1) (ﬁlog (f) + ]Z% i \(/“%({; 7) 1) (39)

iterations, where v, C1 are given in (8)-(9) and & is given in (38).

Previously, we obtained optimal convergence results for the average iterates and indi-
vidual iterates (Proposition 10). Similar to Corollary 16, we have the following result. We
omit the proof as it follows directly from the previous corollary; by bounding bias, variance,
and network effect terms, each by €/3.

Corollary 18 Consider running D-MASG with the parameters given in Proposition 14. In
particular, by choosing ki = [(p — 2)log(6pi)VE], we have

©0) _ || 2 A0 72 —2

k) 2 1 Hx T H po p*CoL*(1 — )

E [H”’ T } =0 <kp—2 N Noygk T Nu2k ’
2

e [Jot? =[]

0) _ || 2 2 4 -2
§0(1)< L At N <L2+1>P00(1 7 )

o9

— Ty

kp—2 N N /pik + Nu k4

for any k> 2ky andi=1,2,...,N. Also, for a given number of iterations, k, by choosing
p="7andk = (%1 for some constant C' > 2, we have

) 2 ko [l#© — 2| o2 CoL2(1 —~)~2
(k) _ _

[l -] <0 (o (g) R+ - )
8 [ [

k Hm(o) —:L'*H2 o? L2 Co(1 — )72
< — e S
<0(1) <exp < C\/E) N + Nu ik + (NM2 + 1) i ,

for any k > 2V& and i = 1,2,..., N, where v,C1 are given in (8)-(9) and & is given in
(38).

o

i T L
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Similar to Corollary 17, we can also provide bounds on the number of iterations required
to find an e-solution for the average iterates and an individual iterate, i.e. a point z€ :=

+ sz\il x{ that satisfies E [H:E6 - a:*||2} <eand E [Hmf - ZL'*||2:| < ¢ for a given € > 0. We
have the following result.

Corollary 19 Let € > 0 be an arbitrary positive number. Consider running D-MASG with
the parameters given in Proposition 14. Assume choosing p = 7 and ki = [V/&log (ﬁ)]

where A is the optimality gap, an upper bound on the initial error, i.e., A > Haz(o) — ZE*H .
Then, D-MASG leads to an e-close solution T after at most

o2 1/4 — N1
O(1) (x/Elog <]€6) + PNAT: + % Nl/f(jwz) ) (40)

iterations, and for any 1 <i <k, D-MASG leads to an e-close solution x after at most

2 1/4 =
O(1) <\/Elog (ﬁ) + /L /iiNe + (Nfﬁ + 1) Cy E;E ") 1) (41)

iterations, where Cy is an explicitly computable constant such that Cy = O(1) as a — 0 and
v is given in (8) and R is given in (38).

4. Numerical Results

In this section, we conduct several experiments to validate our theory and assess the perfor-
mance of D-SG and D-ASG. We consider a (regularized) logistic regression problem which
is a common formulation to solve binary classification tasks:

1 n
in (—» 1 (1+ (— X, ))4—/\ 2], 42
;reuRr; (n 2 og eXp | —YirX; T llz]l3 (42)

where (X;,y;) denotes a data pair: X; € R is the feature vector and y; € {—1,1} denotes
the label, and n denotes the number of data pairs.

In all our experiments, we assume that each computation node has access to a subset
of all data points, and the noisy gradient in (6) and (13) basically becomes the stochastic
gradient that is computed on a random sub-sample of the data. More precisely, we will
assume that at each iteration, each computation node will draw a random sub-sample from
the data points that it has access to, and compute the stochastic gradient by using this
subsample. The size of the subsample will be determined by a single parameter b € (0, 1],
which determines the ratio of the number of elements contained in the subsample to the
total number of data points that are accessible to that node. For instance, if all the data
points are evenly distributed to the nodes, i.e. each node has access to n/N number of
distinct data points, the size of the data sub-sample that will be used for computing the
stochastic gradients is determined as (bn)/N. If b = 1, the node will use all of its data
points to compute the gradient, hence the variance of the gradient noise o will vanish.

Similarly, a small b < 1 will result in a large o2.
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(a) Fully-connected (b) Star (¢) Circular (d) Grid (e) Disconnected

Figure 2: Illustration of the network architectures.

In the sequel, we first conduct experiments on a synthetic problem, which provides
us a more sterilized environment where we have a direct control on the problem. Then,
we conduct experiments on two binary classification data sets, where we implement the
proposed algorithms and the competitors in C4++ and run them on a real distributed
environment.  We will consider five different network architectures: (i) Connected: the
network nodes can communicate with all the other nodes in the network, (ii) Star: the
network nodes are only allowed to communicate with a central node (iii) Circular: the
network notes are only allowed to communicate with their ‘right” and ‘left’ neighbors, (iv)
Grid: the network nodes are allowed to communicate with their upper, lower, left, and right
neighbors, and finally (v) Disconnected: the network nodes are not allowed to communicate.
These architectures are visualized in Figure 2. We note that we replicate each experiment
5 times and we report the average results. Finally, in our last experiments, we monitor the
robustness of the proposed algorithms to potential inaccuracies in estimating the problem
constants L and u.

4.1 Synthetic Data Experiments

In this section, we present our experiments on a synthetic logistic regression problem, where
our main goal is to validate Theorems 1 and 5 on the logistic regression task. In this set
of experiments, we first generate synthetic data by simulating the following probabilistic
model:

xo ~ N(0,1), X; ~N(0,0%1), il Xi, wo ~ 0 (yi — sign (Xinm)) ;

where xg denotes the data generating parameter and ¢ denotes the Dirac delta function
to represent deterministic relations as a degenerate probability model. Once the set of
pairs (Xj, y;)1_, are generated, our goal becomes solving an ¢»-regularized logistic regression
problem defined in (42). In this set of experiments, we simulate the distributed environment
in MATLAB and we provide our implementation in the supplementary material. Unless
stated otherwise, we first generate n = 1000 data points, set the dimension d = 100, data
variance Ug( = 5, A = 0.05, the number of nodes N = 10, the batch proportion b = 0.1,
a = 0.1, and we consider the circular network architecture.

Figure 3 illustrates the results for D-SG. In Figure 3(a), we investigate the convergence
behavior of D-SG for varying step-size a. The results clearly demonstrate the trade off
between the convergence rate and the asymptotic variance: for larger a the algorithm
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Figure 3: Synthetic data experiments on D-SG. The highlighted areas represent 3 standard
deviations.
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Figure 4: Synthetic data experiments on D-ASG. The highlighted areas represent 3 stan-
dard deviations.

attains a faster convergence rate but the resulting asymptotic variance becomes larger, as
indicated by Theorem 1.

In the next experiment, we investigate the performance of D-SG for varying network
architectures. In this setting we set N = 1000 in order to illustrate the differences more
clearly. As illustrated in Figure 3(b), the results are intuitive: we observe that the dis-
connected graph non-surprisingly has the largest asymptotic variance. Furthermore, the
performance improves as the graph becomes more connected: the performance of the (fully-
connected) connected network is the best and degrades gradually as we go from the grid
topology to the star topology.

In our third experiment, we investigate the effect of the noise variance o? by altering
the batch proportion b. As shown in Figure 3(c), decreasing the batch size results in an
increased asymptotic variance. This behavior is also correctly captured by Theorem 1:
decreasing b increases the noise variance 02 and hence the second term in (26) dominates
for large number of iterations.

In our next set of experiments, we replicate the previous three experiments by replacing
D-SG with D-ASG. Figure 4 illustrates the results. We observe a similar outcome to the
ones of the previous set of experiments. Figure 4(a) verifies that the step-size determines
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Figure 5: Evaluation of D-SG and D-ASG on MNIST and a real distributed environment
with N = 10 interconnected computers. Thin lines represent 3 standard devia-
tions.

the trade off between the convergence rate and the asymptotic variance as suggested by
Theorem 5. Figure 4(b) illustrates the behavior of the algorithm under different network
settings with N = 1000. We again observe that the disconnected network is performing
worse than the other network architectures as expected; however, as opposed to Figure 3(b),
there is no significant difference between the grid and the connected networks. This result
suggests that the usage of the momentum in D-ASG compensates the additional difficulty
introduced by the sparsely connected network architecture. In our last experiment, we
investigate the behavior of D-ASG for varying gradient noise variance. As illustrated in
Figure 4(c), the asymptotic error increases with the decreasing batch proportion b. More
importantly, compared to D-SG, the increase in the asymptotic variance turns out to be
significantly larger for D-ASG, which illustrates that D-ASG is less robust to the gradi-
ent noise. This observation also supports our theory (cf. the remark about robustness in
Section 2.3.3).

4.2 Real Data Experiments

In this section, we consider a real-data setting, where we evaluate the algorithms on a
real distributed environment. We consider the same logistic regression problem on two
binary classification data sets and compare the performance of D-SG and D-ASG with
their natural competitors, namely distributed dual averaging (D-DA) (Duchi et al., 2012a),
distributed stochastic gradient tracking (D-SGT) (Pu and Nedié¢, 2021), and distributed
communication sliding (D-CS) (Lan et al., 2020). Among these algorithms D-CS is an
exact algorithm, similar to D-MASG. As data sets, we use the MNIST, and the Epsilon data
sets. The MNIST data set contains 70K binary images (of size d = 20 x 20) corresponding
to 10 different digits.” To obtain a binary classification problem, we extract the images
corresponding to the digits 0 and 8, where we end up with n = 11774 images in total. On
the other hand, the Epsilon data set is one of the standard binary classification data sets,®
and contains n = 400K samples with d = 2000.

7. http://yann.lecun.com/exdb/mnist.
8. https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html.
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Figure 6: (a)-(b) Comparison of D-SG and D-ASG with D-DA and D-SGT on the two
data sets. (c)-(d) Comparison of D-MASG and D-CS on the two data sets. The
highlighted areas represent 1 standard deviation.

We have implemented all the algorithms in C++ by using a low-level message passing
protocol for parallel processing, namely the OpenMPI library.? In order to have a realistic
experimental environment, we have conducted these experiments on a cluster interconnected
computers, each of which is equipped with different quality CPUs and memories. We set
b = 0.1 unless stated otherwise.

In the first experiment, similar to the previous section, we monitor the behavior of D-
SG and D-ASG with varying step-sizes and batch proportions in order to affirm that our
theoretical results also hold in the real problem setting. Figure 5 illustrates the results.
We observe that, even under the real data/distributed environment setting the algorithms
exhibit the same behavior. The trade off between the convergence rate and the asymptotic
variance is still present and D-ASG is significantly less robust to the stochastic gradient
noise.

In our next experiment, we compare the performances of the inexact algorithms, namely
D-SG and D-ASG with D-DA and D-SGT on the two data sets. The results are illustrated
in Figure 6(a)-(b). In all settings, we observe that the performance of D-SG and D-DA are
very similar, whereas the variance reduction step improves the performance of D-SGT over
these two algorithms. The results show that D-ASG outperforms all these three algorithms
and illustrate the acceleration brought by the use of momentum.

We then proceed to comparing the exact algorithms D-MASG and D-CS. We note
that the D-CS algorithm has two levels of nested iterations: an outer iteration and an
inner iteration. At each outer iteration the algorithm makes the nodes communicate two
times, whereas the actual optimization is done in the inner iteration and the number of
inner iterations can be varied depending on the communication cost: if the communication
cost is high, the number of inner iterations should be high as well in order to make the
communications less often. In order to make the wall-clock-time comparison between D-
CS and D-MASG fairer, we set the number of inner iterations to 2, since D-MASG has
only one round of communications at every iteration. We also note that the computational
requirements of each inner iteration of D-CS are significantly higher than the one of D-
MASG.

9. https://www.open-mpi.org.
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Figure 7: Investigation of the computational requirements.

We first investigated the performance of D-CS and D-MASG under the circular net-
work setting. As opposed to the previous experiments, we did not observe a significant
performance improvement over D-CS. We suspect that the Polyak-Ruppert-type averag-
ing of D-CS is providing some acceleration to D-CS. However, when we evaluate the two
algorithms under the connected network setting, we obtain improved results, which are
visualized in Figure 6 (c)-(d). The results show that, on the MNIST data set D-MASG
provides a slight improvement over D-CS, whereas on the Epsilon data set the difference
between the computational costs of D-CS and D-MASG become more prominent, which
yields a significant improvement over D-CS.

Next, we investigate the computational aspects of the aforementioned algorithms. In
Figures 7(a) and 7(b) we measure the average times that the algorithms spend in terms of
computation and communication per iteration. We observe that in both cases, the computa-
tion times of the algorithms is similar to each other. On the other hand, when the dimension
of the problem is smaller (in the case of MNIST), the communication cost of D-SGT and
D-CS dominates the overall complexity.!® However, when the dimension of the problem
increases (in the case of Epsilon), the computation time increases superlinearly with the
increasing dimension, which results in a similar proportion of computation/communication
for all the algorithms. Combined with the performance comparison results (e.g. Figure 6),
this experiment suggests that D-ASG achieves a good balance between computational com-
plexity and accuracy: while having similar computational complexity to D-SG and D-DA,
it is able to provide better performance than D-SGT and D-CS, which have larger compu-
tational costs.

In our final experiment, we investigate the behavior of D-SG and D-ASG on the in-
creasing number computation nodes N (while keeping all the other parameters unchanged).
Figures 7(c) and 7(d) show the results. We observe that, the convergence behavior im-
proves when we increase N from 4 to 5; however, further increasing N results in a degraded
performance, since the overall computation time is dominated by the communication cost,
a typical situation observed in synchronized distributed optimization (Kaya et al., 2019;
Simsekli et al., 2018).

10. In this experiment, the number of inner iterations of D-CS is set to 1.
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Figure 8: Change in performance with respect to inaccurate estimates for L and pu. The
highlighted areas represent 3 standard deviations.

4.3 Robustness to Hyperparameters

In our last set of experiments, we aim at investigating the performance of our algorithms
in the case where the problem constants L and p cannot be estimated accurately. Here,
we re-consider the MNIST data set in the simulated distributed environment and run the
three proposed algorithms for different estimates for L and p. For D-SG we set the step-
size @ = (1 + AW)/L, whereas for D-ASG we set « = AW /L and B = IVOR - pinally, for

Trvan
D-MASG we set & = i)\ivff as in (38) and use the setting reported in Proposition 14.
N

In this problem, we first compute an estimate for L and p from the data, where we obtain
L ~ 50 and p ~ 0.1. Then, we vary L from 5 to 500 by fixing u = 0.1, and we vary u from
0.01 to 1 by fixing L = 50. Accordingly, we run the algorithms with hyperparameters that
are computed with these values for L and u. Figure 8 visualizes the results. In Figure 8(a),
we observe that, when L is set close to 50, D-SG performs similarly, whereas for lower or
higher values of L the performance degrades. On the other hand, in Figure 8(b), we observe
that D-ASG is also robust to the values of L and u: the performance of the algorithm does
not significantly vary for varying L and p. Finally, Figure 8(c) illustrates the performance
of D-MASG. Here, in terms of varying L, we again observe a robust behavior, where the
performance of the algorithm stays almost the same for different values of L. On the other
hand, we also observe that the algorithm has a strong dependency on the estimate of u,
where an overestimation of the value of p might significantly slow down the convergence.

We conclude that, when a reasonably good estimate for L and p can be obtained, D-
SG and D-MASG perform well. We also observe that on this data set the performance of
D-ASG is robust when subject to changes in the parameters L and pu.
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5. Conclusion

Stochastic gradient (SG) methods are workhorse algorithms in machine learning practice.
There is an increasing need to run stochastic gradient methods in distributed environments,
either because the data is inherently distributed (for instance when collected by autonomous
units such as smart phones or sensors) and processing it in a non-distributed way is im-
practical for real-time decision making, or the data is non-distributed but due to its volume
distributing the data to multiple computational units become unavoidable for scalability
reasons. This motivates the study of the performance of SG methods on arbitrary net-
works where there the performance depends on the interplay between the bias, variance
and network effects. In this paper, we focused on distributed stochastic gradient (D-SG)
and its accelerated version (D-ASG) with constant and decaying stepsize. We provided a
number of convergence results for D-SG and D-ASG that improve the existing convergence
results. Our performance bounds captures the trade-offs in the bias, variance terms and
the network effects and are illustrated by our numerical experiments. We also proposed a
multi-stage variant of D-ASG with an optimal dependency to bias and variance terms. In
this work, we considered synchronous algorithms which require nodes to update their local
copies synchronously. As part of future work, it would be interesting to study momentum
acceleration in the context of asynchronous stochastic gradient algorithms where the nodes
can do updates without requiring synchronization between the nodes.
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Appendix A. Intermediate Results
Lemma 20 (Yuan et al., 2016, Corollary 9) Recall the definition of

T
T T T
2 = @) @) @R
which is the unique fized point of

(INd - W)l’oo + OzVF(.TOO) =0.

. 14+ 1
If a < mln{ 7 ,m}, then

[ 27 — 2|l < C

(0] 0]
1—7_()(1—7)’

where x, is the solution to the optimization problem (1) and recall the definitions of C1,

and y:

*
7

N
Cr= 223 (0 - 5 (14 25 g min i), = max Y] )
i=1 v

Proof According to Corollary 9 in Yuan et al. (2016),

N

C4 aD
1—c3 -7
where
N
D= |20 (fi(0) = f),
i=1
and R
LD
Cq = o?/? a+(5—1177 c3 .= \/1—0402‘*‘0‘5_0‘25627
-
where I
C2 H
0= —"—— =
2(1 — aey)’ @ p+ L

Hence, we can compute that

2(p+L)

g V2ava+ 6-TLD B V2a L~ LD
2 1— - [ L 1—
1—c3 \/6( ) lﬁi-iL Y

2(pu+L ~ ~
_ Ve W LD 2w+ L) ab

T poo 1=y’
pu+L

33




FALLAH, GURBUZBALABAN, OZDAGLAR, SIMSEKLI AND ZHU

where the first equality follows from the fact that

)
1—c§:a02+a2502—a5:acz <1+oz5—> :%.
c2

The proof is complete. u

Lemma 21 Recall the definitions of z*) and %) as

20 = [() " (o) ()] e

x (44)
i=1
Then, for any k € N, we have
2 1 2
E Ha’;(k) — x| < NE Hx(k) -z ,
where x, is the solution to the optimization problem (1) and x* = [ZL’,Z:, ... ,x:ﬂT

Proof Note that the function z + ||x — || is convex. Therefore, by Jensen’s inequality,

N 2 N
2 1 1 2 1 2
By taking the expectations, we obtain the desired result. |

Appendix B. Proofs of Main Results in Section 2
B.1 Proofs of Main Results in Section 2.3.2

Before we proceed to the proof of Theorem 1, let us first state the following result from
Aybat et al. (2019) which is stated for Nesterov’s accelerated stochastic gradient method
but holds for stochastic gradient descent as well, as it is the special case of Nesterov’s
algorithm for g = 0.

Lemma 22 (Lemma B.1, Aybat et al. (2019)) Let P = p ® Ing for some p > 0 and
recall the Lyapunov function Vp(€) = €T P¢. Then we have

E[Vp(&ks1)] — pP°ElVP(&)]

& 1 [ATPA—p*P ATPB &
VE (%) B'PA  B'PB| |VF (z®)

(45)

<E + No2a?p.

Now, we are ready to prove Theorem 1.
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B.1.1 PROOF OF THEOREM 1

AW
Proof First note that Fyy o is pu-strongly convex and L,-smooth where L, = ! (;\ 4 L.

Next, note that, as it is shown in Lessard et al. (2016), for every « € (0,2/L,), which
is equivalent to a € (0, (1 + AY)/L), there exists p > 0 such that the following matrix
inequality holds with p(a) = max{|1 — aul, |1 — aLs|} = max{|1 — aul|, |\ — aLl}:

2uLa Iy —(u+ La) g . ATPA — p(a)?’P A'PB
—(u+ Lo) Iy 21, BTPA BTPB|"

As a consequence, and by using Lemma 22, we have

[wg(';w)r [-(iﬂf PRI Zfaﬂd} [vféw))}

- [VF 5(1;(}3))? [ATPgT_pr(la)zp giig] [VFg(kx(k))] )

> E[Vp(&k+1)] — p()*E[VP(&)] — o”a’p.
Finally, note that, by using Theorem 2.1.12 in Nesterov (2003), we obtain

& 1'[ 2mlals  ~(+ L)L) [ & ) _g
VE (z®)] | =(u+ La)la 21, VF (z®)] =T

Plugging this in (46) and dividing both sides by p, implies

p(a)’E U a®) — xw’ﬂ + No2a? > E [Hx(kﬂ) - $°°H2] : (47)

Finally, by iterating over k, we obtain
1 — p(a)®
1—p(a)?

We also achieve the bound on robustness using the definition of Joo(cv):

o (e I T A R

Joo(¥) = lim sup Var (Cl?(k) - 1,‘00) < ! limsup E [Hx(k) - :UOOHZ] .

o? k—ro0 ~ 02N k—ro0

The proof is complete. |

B.1.2 ProOOF OF COROLLARY 2

Proof Note that we have Hx(k) - a:*H2 <2 Hx(k) - x‘X’HQ + 2|z — z*||?, and, for the case

that a < L%ru’ we also have ||z — z*|| < O‘gl‘gﬁv from (8), which yields that

1—p% 202N
p2+2 L.
1—p (1=7)

E [Hx(k) -z

2 2
} < 2p% Hx(o) - xOOH + 20%0°N
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B.1.3 PROOF OF PROPOSITION 3

We recall that the average at k-th iteration is given by z(®) := ~ ZZ 1 Zk . Since W is
doubly stochastic, we get

Fh+D) = 7k a—ZVf,( ( ) afk+D), (48)
where N
€= O30 (9 (o) A (o))
satisfies

B[ )s] o efer] <

We can deduce from (48) that

o?
= (49)
gD = (k) _ aVf ( ) + a1 — ozg k+1

where

o = 95 (49) = £ 0w (59).
i=1

First, we will show that the error term &1 is small. The following result essentially
follows from Lemma 7 in Giirbiizbalaban et al. (2021) and hence the proof is omitted here.

and

w
Lemma 23 (Lemma 7 in Giirblizbalaban et al. (2021)) Assume that o < LA
pa(l+A¥ —al) < 1. For any k, we have

4L2 2k 2 4L2D2 2 4L2 2.2
E (€l < 5B |+ + 55 + sy
N N(l-=v)? (1-97)

where D? is defined in (27).
Let us define xj, as the iterates of the centralized algorithm:
Tpi1 = 7 — AV f (z1) — af*TD),

with 2o = Z(¥. In the next lemma, we will show that the average of iterates z(*) and the
iterates of the centralized algorithm xj are close to each other.

w
Lemma 24 Assume that a < HL\N and pa(l+ AW —alL) < 1. For any k, we have

_ 2 a (14 aL)? 4L2D%*a  4L%0%«
E||z*) — <
[ e < (m—%) Um—%v) <N<1— 2 =)

72— (L= ap (1= %)) 422
2 =1+ apu( —%)

el e
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Proof The proof of Lemma 24 will be provided in Appendix F. |
Next, we quote the following result from Giirbiizbalaban et al. (2021) which provides
an bound on the distance between xl(k) and %) for every 1 <i¢ < N.

Lemma 25 (Lemma 6 in Giirbilizbalaban et al. (2021)) In the setting of Lemma 23,
forany k andi=1,..., N, we have

ol - 20 < a2 <yt o4 2% P

where D is defined in (27).

Completing the proof of Proposition 3. Finally, we are ready to complete the
proof of Proposition 3. First, we notice that

2 2
EHi(k) vy SQEHQ’C(’“) —ka +2E ||z — 242,

and for every i =1,2,..., N,

2 ) 9
T : <2E Hff(k) — x| +2E ngk) — j:(’“)H

_x*
(k) 2 2 ®) _ ~m]?
§4EHx —ka +4E ||z — 2| +2EHxi —I H .

By Proposition 4.3. in Aybat et al. (2020), we have for any a < L+u’

”2 ”2 + 1 - (1 — a/J')Zk a’o?
1—-(1—au? N
2 11— (1—ap)? ac?

2 p(l—au/2) N

E|lxp — x« (1 —ap) QkHa:o — X4

— (1 - ap)*[lzo — z.

(51)

By (50), we have an upper bound for E Ha‘c(k) - $kH2, and by Lemma 25, we have an upper

2
bound for E Ha:fk) — z(k) H , which completes the proof.

B.2 Proofs of Main Results in Section 2.3.3

Before we proceed to the proof of Theorem 5, let us state the following result from Aybat
et al. (2019).

Lemma 26 (Lemma 2.2, Aybat et al. (2019)) Consider to ASG iterates to minimize
the function Fyy o in (15). Assume there exist p € (0,1) and a positive semi-definite 2 x 2
matriz P such that

PAdasg p P A
PAdasg BT

PBdasg
PBdasg 7

pQXl + (1 . pQ)XQ - Adasg dasg

dasg dasg
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where
B2 —f;# _TB (1+g)2u —B(l;ﬂ)u —(148)
X, = | = 22“ %“ g . X = 7_6(1;5)“ %N 8
=B B a(2—Laa) —(1+8) B a(2—Laa)
2 2 2 2 2

Let P = P ® Ing. Then, for every k > 0,

~ L
ElVra1(6)] < pBlVpan (6-1)] + a2 (P4 ).
Now, we are ready to prove Theorem 5.

B.2.1 PROOF OF THEOREM 5

+ L.

AW
Proof First recall that Fyy , is pu-strongly convex and L,-smooth where L, = ! :‘N

Next, Lemma 26 implies that

1 5 L
MWMM&”£¢“@M@@+1_MJHN(Hr%;).
By the p-strong convexity of Fyy o and the fact that VFy (2>) = 0, we have

VP,oz,l (gk) )

0 o <2 [ () o 5] <2222

Also, by the definition of J (),

Joo(@) = lim sup Var <x(k) - woo) <

2
G2 limsu hmsupE [H OOH ] .

U k—o0

The proof is complete. |

B.2.2 PROOF OF COROLLARY 6

Proof If a < then we have

L+7

2 2
Hx(k) —z¥|| <2 Hx(k) - xooH + 2|z — z*||?,

_x*H < aCiVN

and [|z>° (io5) from (8). Also, by the proof of Lemma 21,

IO N | WO
N

The proof is complete. [ ]
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B.2.3 PROOF OF THEOREM 7

Proof D-ASG reduces to the iterations (18) which are equivalent to applying non-distributed
ASG to minimize the function Fyy, € S, 1., (RM?). Therefore, applying (Aybat et al.,
2020, Proposition 4.6) and (Aybat et al., 2020, Corollary 4.9) from the literature for non-
distributed ASG, we obtain

2
E Vs (€k01)] < (1 — v EVa (&) + —® (1 + aLa) (52)
which yields ,
E Vi (€0)] < (1 — Va7 Vsa (€0) + 222 (1+ aLa),

2. /ap

AW
17y + L is the smoothness constant of Fyy . It

provided that « € (0, —} where L, =

w
can be checked that if « € (0, )\TN] then, the condition « € (0, i] is satisfied. Plugging the
value of L, into (52) proves

’Nya 2=V +aL), (53)

E [Vsa (&) < (1 — vap)* Vsa (&) + Wi

for any k£ > 0.
By the p-strong convexity of Fyy , and the fact that VFyy o(2*) =0 , we have

= s () )

Therefore, (53) implies (31). Finally, by the definition of J (),

2
Joo(t) = hmsupVar< (k) _ xoo) < 2N limsup E [Hx(k) —a:OOH ] .
o

O'QN k—o0 k—o0

The proof is complete. u

B.2.4 PrROOF OF COROLLARY 8

Proof If a < L+ , then we obtain (32) by applying (8) and moreover, we obtain (31) by
applying Lemma 21 |

B.2.5 PROOF OF PROPOSITION 10

We recall that the averages at k-th iteration are given by z(*) := ~ ZZ 1 x ) and k) =
N Zi:l yl. . Since W is doubly stochastic, we get
L\ (k)
(k1) _ #(k) . _ ofk+1)
€ =Y aN ; Vi <yi ) af s (54)

g = 1+ )z - pztY,
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where N
gk 1 S () _wp (0
(k+1) Z;(sz <yl ) Vi (yZ ))
satisfies P
sfemofr) 0. el <2 2

We will establish several lemmas for completing the proof of Proposition 10. We start
with stating and proving the following lemma which provides a bound on the Ly distance

(%)

between the local variables ;" and the node averages zk),

Lemma 27 Assume the conditions in Proposition 10 hold. For any k, we have

N
2 Vsa 202N 2CiNa?
ZEHxE’“) —:z(’“)H < 82 <4 S (&) | 20 \F( 2 AW +ar)+ 20 \|x*||2>
— f [/ 1 (1—7)
ADja*  40°Na?  8Cpa
+ z T 7 T 27
(1= (A=-72 (1-9)
where Cy is defined in Lemma 29 and D, is defined in (34).
Proof The proof of Lemma 27 will be provided in Appendix F. |
We can deduce from (54) that
gD = z(k) —aVf ( ) + a1 — ozf k+1
g =1+ p)z® — -,
where
L g (k)
— 7R — — )
&=V (1) - & >V (w"). (56)

Notice that we are abusing the notation here; and £ is used to denote the error term for
D-SG as well. Next, we will show that the error term £ is small.

Lemma 28 Assume the conditions in Proposition 10 hold. For any k, we have

1 402N a? 8Ch
4D%a? + + o
I (A=) T (1)

N 2 2N 2 2N 2
+ 872(k_1) (4‘/5’ (80) + " Nya (2 — )\]V\(// + ozL) + 0170;2 + ”95*||2) ] )

E[€enl® < L ((1+B)° +57)

I v (1-

where Cy is defined in Lemma 29 and & is defined in (56).

40



RoBUST DISTRIBUTED ACCELERATED STOCHASTIC GRADIENT METHODS

Proof The proof of Lemma 28 will be provided in Appendix F. |

We recall from (33) that
Vg,a(g) = ngag+ f (T§+ x*) - f(x*>7 (57)

where S, = Sa®1I;. We can represent the average of the D-ASG iterations as the dynamical
system

ki1 = A&y + BV f (C&) + Dyy1, (58)
where & is the state, and A, B, C' are system matrices that are appropriately chosen such
that .

T T
&k = [(x(k) - x,k) , (a’:(kfl) - x*> } , (59)
and A = Adasg ® 15, B = Bdasg ® 1y, C = édasg ® I; where
5 1+5 - ~ - ~
Adasg = |: 1 b Oﬁ :| ) Bdasg = |: 0 :| ) Cdasg = [ 1+ -8B ] ) (60)
and
Dy = [ O‘g’“ ] : (61)

where & is defined in (56). We will make use of the Lyapunov function (57) to establish
the convergence of the averaged iterates in the remaining part of the proof. In the next
result, we will obtain a helper lemma that shows that the difference between the consecutive
iterates ) — (5= is bounded in Lo with a bound that is proportional to the stepsize a.

w
Lemma 29 Consider running D-ASG method with o € (0, /\TN], 8= h\‘? and initial-

ization 9 = (=Y = 0. Then, we have
2 20
(k= 0
H D H < e (62)
for a positive constant Cy that can be made explicit. Furthermore, Cy is such that Co = O(1)
as o — 0.

supE
k>0

Proof The proof of Lemma 29 will be provided in Appendix F. |

Lemma 30 Assume the conditions in Proposition 10 hold. For any ¢ > 0, there exists
C. > 0 such that

E Vs (§e+1)] < (1+ OE [Vs 4 (Ck+1 — Dis1)] + CE| Dpya |1, (63)
where Vi 12 I Vi
1 L p 1 1w [

€= o dl—+-—"F=),— 5t —t+t5——F7= 4

C, 2€max< <a+2 \ﬁ) M>+2+a+2 o (64)

Exr1 18 defined by (58) and Dy 1 is defined by (61).
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Proof The proof of Lemma 30 will be provided in Appendix F. |

Completing the proof of Proposition 10. D-ASG reduces to the iterations which
are equivalent to applying non-distributed ASG to minimize the function f € S, 1., (RY).
Therefore, applying (Aybat et al., 2020, Proposition 4.6) and (Aybat et al., 2020, Corollary
4.9) from the literature for non-distributed ASG, we obtain

0'204
_i_i

E Vs (€1 — Dis1)] < (1 — \Joap)EVs,, (&) N (1+alL), (65)

which yields
E Vs (E1)] < (14 6E [Vs, (§e+1 — Dit1)] + CEl Dy |

2
<(14¢) <(1 — Vau) EVs , (&)

(o
+ —

o (1+al)) + CEIDun

Let us take € = %‘/a , then we get

2
_ N - logate!
E [Vs,q (&rt1)] < <1 + 2) <(1 — Van)EVg, (&) + oy 1+ 04L)> + C@EHDkHHQ
2
apn ~ ap\ oo
g( Ve )Evs,a(§k>+(1+ ) T2 (14 L) + OBl Dia
and by Lemma 30, we have
1 1 L*\ L 1
Cyap = ——max ( 4 ——l—ﬁ—ﬂ y— +*+*+B—ﬂ
3 vou o 2 « 7 2 o 2 o
1 1 L2\ L 1
Sy 'Y (/T N 7
vapu a 2 « " 2 a 2 «
1
2avan "V
where )
2L
Hy =8 (145 = van) + == + (La+ 2 + pa) yaji - 2ua. (66)

By Lemma 28, we have
E|[ Dei]? < o |aHa + 872Dty

where Dy, is defined by (61),

2
Hy = %LQ (14 8)? + 52 <4D§a ! do"Na | 8Ch ) ,

A2 T a2 a-p
0'2 e}
Vsa (&) | 2 ui\/[ﬁf 2=\ +al) +

2 N7 12
Hy = %LQ ((1 +B)Q +ﬁ2) <4 2CiNa ||5U*|2> '

(1 —7)?
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Therefore,
Voo @) < (1= Y57 ) BV (@) + (14 Y57 ) 5 (o)
2@3/@}11@2 |, + 8720 g
= (1 — \/2‘7‘) EVs . (&) (1 + \/;T“> ‘;j\‘;‘ (1+al)
+ zlfaf oHy H. 24 VoH Hry

which implies that

5[5 @] < (1- 57 v, &) +

f ( ﬁ) e
(Y (P50
. <1 B \/(zm)k Vs (o) + f z - 8 - \/@%k
L2 ((1 . a) ALY amlﬂz)
NG 2 ) 2N 2/t

By the p-strong convexity of f and the fact that Vf(x,) =0 , we have

oo

< i 7 (29) ) <2

Mvg,a (gk) )

which implies that
e o[

§<1_\/@>k2Vs,a(f_o)+ 4 <<1+\/OTM> o /a

B (1 + L) + OéHlHQ)

" i 2 ) 2N 2/l
s V(1 a2
TN T

Finally, for every 1 <i < N,

2

)

E Hxﬁk) — Ty

2 2
< 28 |[of?) - 20| + 28 [|5®) - 2|

and by applying Lemma 27, the proof is complete.
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Appendix C. Quadratic Objectives

In this section, we analyze the special case when f; is quadratic at every node ¢ under the
same Assumption 1 with the main text. We assume

1
fi(x) = §UCTQ¢3? —plz+ry,

where Q; is an d x d symmetric positive definite matrix, p; € R? and r; € R for i =
1,2,..., N. In this special case, the optimum to the (1) is explicitly given by

N -1 N
(z@i) S
=1 =1

Furthermore, the function F' defined as F(z) := F(z1,...,2n) == % Zf\il fi(x;) is also a
quadratic function of the form

1
F(z)= imTQx —pla+r, (67)

where Q = diag({Q;}Y.,) is an Nd x Nd symmetric positive definite matrix:

Ql 0q ... 04
0 L0

Q= |0 @ o Oaf (68)
. T . Od
Oq ... 04 QN

and
T
p=[pi pi... py] €RY (69)

is a column vector and r = ZZJ\; 1 r* € R is a scalar. Moreover, the gradient of F is given by

VF(z)=Qx —p.
Throughout this section, and to simplify the derivations for quadratic functions, we focus

on the case of additive noise. More formally, we consider the following noise assumption for

this section:

(k) . (k)

Assumption 3 At iteration k, node i has access to @fz (x , W

i i ) which s an estimate

of Vf; <x£k)) and satisfies the conditions given in Assumption 1. In addition, we assume

this randomness is in the form of additive noise, i.e., Vi (:n(-k), wl(k)> =V/f; (xik)) + wgk).

)

Also, similar to (3), we define the vector w*)

o= [(wf) " () ()] e (70)

44

as:



RoBUST DISTRIBUTED ACCELERATED STOCHASTIC GRADIENT METHODS

C.1 Distributed Stochastic Gradient (D-SG)

The network-wide D-SG update (19) reduces to a linear recursion
2B = (W @ 1) 2™ — o [Qx(k) +p} — aw* ),

where () and p are defined in (68) and (69). Then, the network-wide update (19) reduces

to

Ery1 = Agéy — aw )]

where &, = () — 2 and
Ag =W —aQ.

By the assumption that f;’s are p-strongly convex with L-Lipschitz gradients, we have
ulng = Q =X Llyg. Since the stepsize a > 0, it is easy to see that

(AN —al) Ina = Aqg = (1 — ap)Ina. (71)

The next result is on the spectral radius of Ag which is defined as the maximum of the
Euclidean norm of the eigenvalues of Ag.

Proposition 31 For any stepsize o > 0,

p(Ag) = ||W —aQ)|| :max{|1—au|,|)\JV\‘,/—aL‘}. (72)
w
where p denotes the spectral radius of Ag. In particular, if o € (0, 1;?2’ }, then

p(AQ) =1—apel0,1).

Proof The equality (72) follows directly from (71). The second part, note that we have
1—ap> )\]V\I,/ —al as p <L and )\]V\[,/ < 1. Furthermore, for o > 0 small enough, it is easy
to see from (72) that p(Ag) = 1 — ap = |1 — ap|. The proof follows after checking that

w
1_aM:]1_aM\Z]AJV\[,/—aL]fora€[O,iﬁﬁ]. u

Remark 32 In the noiseless case (when o =0), we have

l€ell = 14QlI* Igoll

provided that ) is chosen as an eigenvector corresponding to a largest singular value of
the Ag matriz. Therefore, by Proposition 31, this gives

éxll = p()" 1€oll

where p(«) is as in Theorem 1. This shows that the analysis of Theorem 1 is tight in the
sense that the convergence rate it provides for strongly convex objectives are attained for
quadratics for particular choices of the initialization & when o = 0.
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A consequence of Theorem 1 for strongly convex objectives is that for p(a) = p(Ag) < 1,
the robustness measure, or equivalently the variance of the iterates in the limit for the
quadratic objectives, satisfies the bound

1 Nt
Joo(@) = ﬁkli}rgoVar (&) = llzr;s;ipE [H -z H ]

1
< s0° = 5
1= p(a) 1 — max {|1 —a,u\,M% —alLl}

If we assume more structure on the noise, we can get tighter bounds. Consider the following
assumption which says that the noise has a fixed covariance structure; this assumption is
clearly stronger than Assumption 3.

(k)

Assumption 4 The noise w; ' are independent, identically distributed (i.i.d.) for every i

and k with zero mean and covariance matriz £, := E [wgk) (wl(k)) } = %j[d.

The next theorem shows that we can get a tighter explicit representation of the variance
of the iterates in terms of the eigenvalues of the iteration matrix Ag.

A

; W} , the D-SG iterates

Theorem 33 Under Assumption 8 and Assumption 4, if a € (O
given by (20) satisfy
52 Nd

hm Var (&) = « —Z (73)

1 —
where ; are eigenvalues of Ag =W — aQ), and hence the robustness measure is given by

Nd
1 1
J. ot — :
Proof Note that the matrix Agp is symmetric with real eigenvalues. Furthermore, by
Proposition 31, we have |pn;| < p(Ag) < 1 for every i. Therefore, the quantity on the
right-hand side of (73) is well-defined. Define the covariance matrix

S = E [&6]] .

We have the recursion
Shi1 = AQEpAG + o’y (74)

where ¥, = diag([Zy,]Y,) is the covariance matrix of the noise, which is equal to %QI Nd
by Assumption 4.

Let W = VDV be an eigenvalue decomposition of W. Assume without loss of gen-
erality, that diagonal of D contains the eigenvalues in decreasing order, i.e. D;; = )\XV .
In this case, j-th column of V, say v; is an eigenvector corresponding to )\}/V. Note that
the eigenvalues of W = W ® I; are )\}/V each with multiplicity d and we can choose the
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corresponding eigenvectors as v; @ e; for j = 1,2,..., N and ¢ = 1,2,...,d where ¢; is the
standard basis. In other words, we can write

MWl 04 ... 04
W -
W =VDV?, where D= qd A2 La ' Ofl )
04 e 04 )\%Id

for some V. We will write the D-SG iterations (7) with respect to this basis. Let
Q:=V'QV, & :=V'gy, 3 :=VIsp.

For ¥, = (02/d)Ing, we can write (74) as

Sl = AQikAg +a?(0?/d)Ing, (75)
where
AQ =D — OéQ
We obtain
—1
. 2 2k _ o2 A2
lim 8 = a?(0%/d) ZA /d) (I AQ) ,

where [i; are the eigenvalues of AQ. Therefore,

Nd
1
lim Var (&) = hm trace(Ek) = lim trace (Ek) (02 /d) Z T2

k—o0 k—o0 Pl i

where p; are the eigenvalues of AQ or equivalently of Ag. This completes the proof. |

Proposition 34 Assume that Assumption 3 and Assumption 4 hold. For any j=1,....d

and any k € N,

®) o2 o2
1; (_ . ) <2
el Var (#70) Nd i= 1,2, ,Nd 1—u2 p2’

where 7F) (j) denotes the j-th entry of the node average %) and p; are the eigenvalues of

W — aQ.

Proof D-SG can be viewed a special case of D-ASG when the momentum parameter 5 = 0.
The conclusion follows from the more general result for D-ASG in Proposition 39. |

Next, for D-SG iterates, we provide bounds on E [Hx(k) — xoo}ﬂ and E [Hm(k) — 1:*”2}
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Theorem 35 Consider the D-SG iterates under Assumption 8 and Assumption 4. For
every k € N,

2 a’0?N o? Nd 1
E Hx(k) —:cOOH ] < pihy | 160&0 || + +af =y ——, (76)
[ A R R S
where pgsq = Maxi<i<Nd |[i|, where p; are eigenvalues of Ag.
w
In particular, if o € (O, %} , then
2 a?02N o2 Nd 1
B o~ <[] < 1= (lf I+ = e ) + 7 .
[ (Ao {eosd |+ T g ) + ' T L1
In addition, if we have o € (0, L—}r#], then
E [Hx(k) -z 2]
20202 N 20202 X 4 20°C2N
< (1—ap)* (2 oo || + ) + S (77)
o I T e ) T e T T
Proof We recall that with & = 28 — 2>,
o1 = Agék — aw™ T,
and therefore, we get:
2
o
E [&&i ] = AQE [€r-18 1] (AQ)" + o® —Ing, (78)

d
Therefore,
X :=E [£x€l]
satisfies the discrete Lyapunov equation:
2
X = AgX(Ag)T + aQ%INd.
By Theorem 33, we have

trace(X) =a”— » —.

Next by iterating equation (78) over k, we immediately obtain

k-1 2 ‘
E [¢:F] = (Ag)" €&l ((Ag)T)" + ) (Ag) OCQEINd ((4)"),

so that

0 ‘ o2 i
E [667] = E [6x€D] + (A0)* G0l ((40)7)" =3 (Ag) o’ —Ina ((4Q)")",
ik
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which implies that

trace (E [gkg,ﬂ) = trace (E [foofgo]) + (A Q)k L&l ((AQ)T)k

iq 71Nd ((40)")’
]:k

< trace(X) + H (Ag) H H§O§OTH +Z H (Ag)’ ‘ a’?N

< trace(X) + pdsg Hfofgu + oo 2di;g27

dsg

where we used the estimate:

k k
Jat] < 117 (g ot ) = (g ) = s

where we used the fact that Ag = W — aQ) is symmetric with the decomposition Ag =
Vdiag ([1:]¥%) VT, where y; are the eigenvalues of Ag and the fact that ||V =1 since V
is orthogonal. Note that &, = 2(®) — 2°° and this proves (76).

1+A%

Finally, when o € (0, T

}, by Proposition 31, we get

pasg = max |ui| =1—ap.

1<i<Nd
Moreover,
2 2
Hm(k) —z¥| <2 H:L'(k) - xOOH + 2|z — z*||?,
and together with (8), it proves (77). The proof is complete. [ |

C.2 Distributed Accelerated Stochastic Gradient (D-ASG)
First, let us recall that the network-wide update for D-ASG is given by

D — Wy k) _ o [VF (y(k)> + w(kﬂ)] , (79)
y ™ = (14 B)a® — g+, (80)

where F : RV? — R, is defined as F(y) := F(y1,...,yn) = Zf\il fi(yi), and the noise
w1 satisfies (5).
In the quadratic case, i.e. F'is quadratic and defined in (67), we can re-write the D-ASG
iterates (79)-(80) as
Skt1 = Adasg,ka + Bdasgw(kJrl)y (8]—)

where
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and

(82)

P ]

Ing Ond
and Bgase is defined in Section 2.3.1 and @Q is given in (68). Next, we obtain the spectral
radius of Agasg,@, that is the maximum of the Euclidean norm of the eigenvalues of Agasg -

Proposition 36 Let u;, 1 < i < Nd, be the eigenvalues of W —aQ listed in non-increasing
order. We have

| (1+ B)i + /(L + B)202 — 4By
p(Adasg,@) = | max 5

Proof Consider the eigenvalue decomposition
W - aQ = Rdiag ([1]¥4) R,

where R is real orthogonal and the eigenvalues pu; are listed in non-increasing order. Next,
we introduce the matrix

U = diag(R, R), (83)
and the permutation matrix Py associated with the permutation 7 over {1,2,...,2Nd} that
satisfies

, % — 1 if 1 <i< Nd,
(i)=1.,. . . (84)
2(i— Nd) if Nd+1<i<2Nd.
By definition, P,! = PI = P. 1. Then, we can write
. INdY A 1Nd
UAne U = [ (1+ p)diag ([u];L]) —pdiag ([u]i1]) (85)
Ing Ond
— PTdiag ([Ti]g) P, (86)
and

Therefore, the eigenvalues of Agasg,@ coincide with the eigenvalues of T; which can be

(14+8)pit+/(1+8)? 2 —4B s
2

computed explicitly as . This completes the proof. |

Remark 37 In the noiseless case (when o = 0 and w* = 0), we have

léell = || Abassa | 101

provided that (9 is chosen as an eigenvector corresponding to a largest singular value of
the Agesg@ matriz. By Gelfand’s formula, we have

(1€l /ligol) ™™

Therefore, Proposition 36 gives an explicit characterization of the asymptotic convergence
rate.

p(Adasg,Q)

= lim
k—o0
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For p = p(Agdasg,@) < 1, it is clear from the iterations (81) that the second moments
E [Hx(k) — x> HQ} will stay bounded over k. In fact, a consequence of Theorem 5 for strongly

convex objectives is that, the variance of the iterates satisfies

202N < l—AJV\[,/—i—aL)

2 1
limsupE [Haz(k) - :L'OOH ] < o? Py + 2%

k—ro00 N 1_p2

and hence the robustness measure satisfies

1 2 /- 1=\ +al
Joo(a) < 22 Py + 1-Ay tob )
1—p n 2a

The next theorem shows that we can get a tighter explicit representation of the variance
of the iterates in terms of the eigenvalues of the iteration matrix Agasg Q-

Theorem 38 Assume that Assumption 3 and Assumption 4 hold. Let pu; be the eigenvalues
of W — a@). Then we have

o9 Nd 9
im Var(z®) — z>) = g (14 Bu;)

and hence the robustness measure is given by
Nd
1 3 a?(1 + Bu)
(

Jool@) = £ (U= p) (1= Bu)2 +28 — (1 — ) (1 +28))°

Proof Similar to the D-SG case, the equilibrium covariance matrix X = lim_,o E[ﬁkfg]
of the D-ASG iterates satisfies the corresponding discrete Lyapunov equation

2
Adasg.@X Alfyeg q + 7 BBT = 0.
where Agqsg,0 is as in (82). The proof will be based on constructing a solution to this
equation by block diagonalizing the matrix Agqsg,¢ With a change of variable technique.
More specifically, if we introduce the matrix Y = P,(UXUT)PL, where U is an orthogonal
matrix defined by (83) and Py is the permutation matrix defined in (84). It follows from
(86) that Y satisfies the discrete Lyapunov equation:

- - T 2
diag ([Ti]fiﬁ) Y [diag (m]if\;dl)] —Y + %PWUTBBTUPE —0,
where T; is defined by (87). Furthermore, trace(Y) = trace(X) since U is orthogonal.
Similar as in the proof of Proposition 3.7. Aybat et al. (2020), we can solve for Y which
takes the block diagonal matrix form:

Y1 Ong -+ Ong
Ong Yo -+ Ong

Y = . . , (89)
Ondg Ong -+ Yna
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where Y; satisfies the equation

(1+ B —Bu (14 8)p 1 o[a? 0] _
e b R e B e B

We can explicitly solve for Y; and get

2 o?(1+Bpui) a?(1+B)pi
y, = 2 (L=pi)(A=Bpi) 2+26=(1-pi)(1425))  (1=pi) (1=Ppi) (2426~ (1—pi)(1+26)) (90)
¢ d a”(148) s o (1+Bp;) )
(I—pa)(A=Bui) 2+28—(1—p:)(1+28))  (1—pa)(1—Bui)(2+28—(1—p:)(1428))

Since & = [(;p(k‘) — xOO)T, (x(kfl) — xOO)T]T, we have

lim Var (x(k) - :v°°> = klim %Var(ﬁk) = 1tra(x—:'(X) = %trace(Y)
—00

k—oo 2
Nd
0.2

_ 72 a?(1 4 Bu)
T 2 T )1~ )@+ 25 - (1= p) (1 7 2))

which completes the proof. |

Proposition 39 Assume that Assumption 3 and Assumption 4 hold. For any j=1,....,d
and any k € N,

. (k) (. i 0‘2(1 + Bi)
Jm Var (”3 (9>) S N N U= )0 = B2 + 28 — (1= ) (1 1 28))"

where £F) (j) denotes the j-th entry of the node average %) and p; are the eigenvalues of

W — aQ.
Proof It follows from the proof of Proposition 38 that the covariance matrix has the form
E [éxéo’] = 2Y 2T, (91)

where Y is as in (89), Z = UP; is orthogonal, where £, is a random vector whose distri-
bution coincides with the distribution of & in the limit as & — oco. For a random vector
q with mean zero, let Cov(q) denote the covariance matrix of ¢, i.e. Cov(q) = E[gq”]. It
follows that
Cov(Z"¢s) = Z'E [€xés” | Z =Y,

where

T ®
rlTx(k_l)
T2

Z"¢ = lim rg a1
— 00
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where r; are the columns of R in the eigenvalue decomposition W—a@Q) = Rdiag ([M”L]z 1) RT.
In other words, r; are the eigenvectors corresponding to the eigenvalues p;. Using the block
diagonal structure of Y with blocks Y;, this shows that

Jlim C o Y; € R2
1rn OV<|:TT$k 1)]>— i € K7,

lim E ((rZT:z:Z(k)> <7°JT:U(’“)>> =Y212j-1 =0 for i}, (92)

k—o00

where Y; is given by (90) and the matrix Y is given by (89). Therefore,

. B 1] o2 o?(1 + Bp;)
Jim Var (o) = [1 0]y, H = A= Fmer25—a—mazy *

where Var denotes the variance and we used (90). The eigenvectors v; are not explicitly
available, but we know they are orthogonal forming a basis; therefore for any unit vector
u € RNV? we can express it in a unique way as linear combinations of the basis vectors v;,
i.e.

Nd
w=>Y mui,  mi=(u,v),
=1

RNd

for some scalars m; that are not all zero. Since v has unit norm in , we have also

Nd
lul> = 1= " mi.
i=1
Consequently,

lim Var (uTa:(k)>

k—o0
hrn Var ((Z m;r; > )
S (k) (k) (k)
= o? lim Var (r1z®) +2 mym; lim E | (rFz®)) (T z*
ZZ; k—o00 ( ) 1§z‘<zj:§Nd 7 k=00 [( ) ( J )]
Nd
= ; m? klglolo Var <7’;‘Fx(k)> (94)
o’ (1 + Bui)
- Z ) T ) (1 = Bus) @ + 28 — (1 = ) (1 1 28))°
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where we used (92). This formula expresses the asymptotic variance along any unit direction
u. However, we can also obtain an upper bound from (94),

Nd
' T(k)) < i T (k) 2
klg(r)loVar (u x ) < 1£g§dklggo\/ar (7"1 x )2}7711 (95)
= max lim Var( T:c(k)> (96)
1<i<Nd k—o0
o a®(1 + B)

= e T = A+ 28— A —marzsy 7

for any unit vector u € RV where we used (93). Furthermore, this bound does not grow
with N as the eigenvalues u; are bounded satisfying )\]V\[,/ —al < p; <1—au. If we choose
the vector u such that its entries are u; = 1/vV/N if j € {1,d+1,2d +1,...,(N — 1)d + 1}
else 0. Then, v is a unit vector satisfying

uTz® = VNz® (1),
where x(k)( ) denotes the first entry of the node average () Therefore, we get

lim Var (uTa;(k)) =N lim Var (i:(k)(l)>

k—o00
< Uj max o (1 + Bpi)
= d i=12,08d (1= ) (1= Bua)(2+ 28 — (1 — p)(1+28))
Consequently,
- ) o o?(1+ Bus)
Jim Var (#0(1)) < 55 s (=)0 —Bu) 2+ 28— (1= )1+ 28))°

Similarly, choosing u appropriately, we can obtain

2 2 1 +6/’L)
I 20 < 7 a’( i
Jfim Var (290)) < 55 e (1~ ) (1~ Bua)(2 + 26 — (1 — w)(1 +26))°
for any j = 1,...,d, which completes the proof. |

Next, for D-ASG iterates, we provide bounds on E [Hx(k) — J:OOHQ} and E [Hx(k) —x* HQ} .

Theorem 40 Assume that Assumption 8 and Assumption 4 hold. Consider the D-ASG
iterates. For every k € N,

E [Hx(k) - xOOHQ] < (Ck) 2p%llzsg <H50§0 H ozapN)

dasg
Nd
a?o? (1+ Bui)

R X e e e e R
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In addition, if a < L%r#, we have:

2 20202N o2C2N
£ o - }g 2ok, [ 2 €oc? | + 22
|: ( ) dasg H 0 H 1— p(ziasg (1 _ 7)2
0?0? Q- (1+ Bu:)

Y X T wa e amary

where Cl, pdasg are defined in Lemma 41 and p; are the eigenvalues of W — aQ.
. _ 1-/ap w . 1 )\ﬁ
In particular, when 8 = Ay >0 and o € (0, min =5 |, we have

I+ /an’ I+p’ L
Oé20'2
E {HM - ﬂf‘”m < (CR(1 = yam* <H5050T I+ == 5@)2>
i e (1+ VaR) (1 + /a7 + (1 = yamu)
d i=1 (1= pa) (1 + Vap — (1- \/@)Nz‘)(‘l — (1 — i) (3 — \/@))’
(100)
«||? 20202 N a?C2N
E {Hx(k’) —z ] < (Cr)?(1 — Jap)?* <2H§0€0TH + 1 (1_\/@)2> 2(1 _17)2
| a% S (1+ yam (1 + ag + (1 - Jap)u:)
d (1= m)A+yap— (1 - ap)p)d -1 - )@ - yap)’
(101)

where u; are the eigenvalues of W — aQ) and

14/ 1—/ i
Ci = max{2k— 1, max Ve amp }

1:0<p;<l—op 2\/;1,1-(1 — Qe — i)

Before we proceed to the proof of Theorem 40, let us first derive the following lemma
providing an upper bound on the norm of Aﬁasg 0 for every k € N, which will be used later.

Lemma 41 For any k € N,
k k
HAdasg,QH < C/deasg’

where
1 4+ max{|yi+|, |7i—|}?
C} := max {2k —1, max el - l} } ,
EYi, 4+ FYi,— 1Y+ — Yi,—
Pdasg = max max{|yi[, [i-[},
. 2,2 .
where 7; + = (U+B)pit (1;5) £ 45”27 and p; are the eigenvalues of Ag =W — aQ).
In particular, when B = ZY22 AW 0 and o € (0,22], we h —1
nparzcuar,wen5_1+\/@7 N > 0and a € (0, 7|, we have pgesg = 1 — /oy,
and

1+ / 1-— ;
Cr =max< 2k —1, max yart (- Vamn .
:0<p;<1—ap 2\/Mz'(1 —ap — fi;)
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Proof The proof of Lemma 41 will be provided in Appendix F. |

Now, we are ready to prove Theorem 40.

C.2.1 PROOF OF THEOREM 40

Proof We recall that
fk’-{-l = Adasg,ng + Bdasgw(k+1)7

and therefore, we get:
2% Ing 0
E [fkgg] - Adasg,QE [gk—lfg—l] (Adasg,Q)T + ( @ 4 Nd Nd > ) (102)
Ong  Ond
Therefore,
,_ T
Xdasg =E [500500]
satisfies the discrete Lyapunov equation:
20" g 0
Xdasg = Adasg,QXdasg(Adasg,Q)T + < « Od Nd Nd > .
Nd  Ond
By Theorem 38 we have

2Nd

o?(1+ Bus)
trace(Xdasg) = i Z (1— )1 — Bi)(2+28 — (1 — ps)(1+26))°

Next by iterating equation (102) over k, we immediately obtain

E [fkfk ] (Adasg Q 505(? ( Adasg Q )k

k—1 2021 .

i - 0 J

A j{ @ "gINd UNd A T
+jz_:0( dasg,Q) < Ong  Ong ((Adasg.@)" )

so that

k
E [fkﬁ;ﬂ =K [googgo] + (Adasg,Q)k fofoT ((Adasg,Q)T)
oo 252 :
. aJ 0 J
- Z (Adasg,Q)j < « Od vd ONd > ((Adasg,Q)T) )
=k Nd Nd
which implies that

trace (E [¢:&]]) = trace (E [x€L]) + + (Adasg.@)" €0&8 ((Adasg,Q)T)k
Z AdaSgQ ( az%INd O ) ((Adasng)T)j
j=k

Ona Ond

2 >0 9
< trace(Xdasg) + H(Adang)kH 16085 1| + Z H(Adasg,Q)jH a0’ N

2k
< trace(Xdasg) + (Cr)*(Pdase) €&l || + a202N(Ck)21(_pd(ij§))2’
asg
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where we used the estimate from the proof of Lemma 41.
Note that & = z(*) — £ this proves (98). Moreover,

2 2
Hx(k) —z'| <2 Ha:(k) — :COOH + 2]z — 2*|?,

and together with (8), it proves (99).
_ w
Finally, when 8 = I—von AW >0 and a € (0, ’\TN], we have pgasg = 1 — /ajt, and

i+ /ap’
|Abaseo]| < €6 (1= vam,

where

C’k:max{%:—l,' max 1+\/@+(1_\/@)M},

w0<pi<l—ap  24/pi(1 — ap — p;)
and by Theorem 38 with § = ;\/\/% we have
o2 Nd (14 Bu;
tracelXame) =7 2 (T (1 = e T2 LR
_a%0? - (1+ a1+ yag + (1 — Jap)u,)
d = 1w+ yap— (1 - ap)u) -1 —p)@3 - ap)

The proof is complete. [ ]

Appendix D. Proofs of Main Results in Section 3
D.0.1 PrROOF OF PROPOSITION 12

Proof Recall that, from Theorem 7, we have

2
B [“$(k) _ k Vsa (§0) 420 Na
7 NG

-
Next, note that, § = [(x(o) — x‘x’)T, (x(o) — JJOO>T} , and therefore,

202 Na?
(1=

(2- AN +aL) +

] <4(1— yan) (103)

Vs,a (§0) = & Sao
. RV
o= (s (V) - 22 ()
s

2 *12
+ p |z — 2|

L2 C2Na?
§M<Hx(0) - +(11_’Y)2> )

SR
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where the last inequality follows from (8). Plugging this bound in (103) along with these
straightforward inequalities

1 — ap < exp(—y/an), 2—/\]‘6/+04L§3, 2+4(1—\/au)k§6,

completes the proof. [ |

D.0.2 PrROOF OF COROLLARY 13

Proof First of all, notice that z s 1282

notation, let k = max {2log(pﬁ), e}. First note that, since k > pv/&k, we have

is decreasing for any = > e. To simplify the

pVElogk < p\/ﬁlog(p\/él%) B log(pV/k) +logk < 1 N log k <

ES i S A
where the second inequality follows from k > 2 log(pv/&) and the last inequality is obtained

using k > e. Hence, a; satisfies the condition a; < min{\W /L, 1/(L+u)} in Proposition 12.
In addition, note that a; can be written as

1, (104)

ol

N e :
al—m(p\/glogk/lo —;(plogk/k) .

Plugging this into Proposition 12 completes the proof. |

D.0.3 PROOF OF PROPOSITION 14

Proof We show this result by using induction. First note that, for ¢ = 0, the argument
holds using Proposition 12. Now, assume it holds for ¢ and we show it for ¢ + 1. Using
Proposition 12, and taking expectation from both sides, we have

|

<4exp (_kt+1\/m) E |:Hx(Lt+1) —r*

E [Hx(Lt“) —z*

2] +6N < VA 2 Cga?“)

g
[/ 10 (1—7)?
1 2] 6N AW 6N CiAW 2
- (Lt41) _ N 2 AN
e || - [ 4 o[+ e (it =) 0

4 ky e 1202 1/2\ o2
§72(p72)(t+1) exp <_\/E> Hm —z|| +12N 5 +2t+1 N

1/20-2)  1/2 CIAN :
+12N< ol + 94(t+1) <(L+u)(1—7)> "
2 129N o2 12N [ OV \°
+ o 20 =+ 4(t+1)< = ) 7 Hon
21 2 /7 2 L(1—7)

4 k1 0 _ =«
S2e- ) P <_\/;> H‘”” o
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where (105) follows from substituting a;+1 and k.41 and (106) is obtained using the induc-
tion hypothesis for ¢. Finally, (107) is obtained by replacing L + u by L in (106) along with

. (p—2) . . .
the assumption p > 7 so that the term 12N <1/22§t + 241(,5/31)) in network effect in (106) is
bounded by 2415%1) in (107), which completes the proof. [ |

D.0.4 PROOF OF PROPOSITION 15

Proof Let T denote the largest ¢ such that £k > L;. In particular, we have
Ly <k < Lpq.

Now, using Proposition 12, we have

2 2 2.2
E H:c(k) —z*|| | <4E H[];(LT) — 2 + 6N \/maz 4 Clari,
v (1—9)?
w w 2
T\ (L + p) 3 24(T+1) \ (L + p)(1 — )

1 ky 2 No2 N [ O\
< - _M 0) _ .x v 2 (AN
<0(1) (2(p_2)T exp< \/E> Hx |+ aE o <L(1 2s) ) aos)

where the last inequality follows from Proposition 14. Next, note that
k—ki < Lpg — ki < 2Ly — k) < p27 3 10g(2) VR,

where the last two inequalities follows from the special pattern of the sequence {k;};. There-
fore, we have

1 < 8plog(2)Vk < 6pVFE

2T — k— Kk _k—]ﬂ.

Plugging this bound in (108) completes the proof. [ |

D.0.5 PrROOF OF COROLLARY 18
Proof By Proposition 10, for any k, we have

E[s® - a, ?

< (1 — \/;TMY QVS"; (%) + ujﬁ ((1 + ‘/STM) U;%a (1+al)+ 2\1/ﬁaH1H2>

7~ (L a2
Vet = )

8
+
v
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where Vg , is defined by (33). As a — 0, one can check that Hy = O(1), Hy = O(l)%ufig)g
and Hs = O(1) ]\? since it follows from the proof of Proposition 12 that Vg o (&) < pul|z(®) —

z*||? + ,uc N? When « is sufficiently small,

8 g g = (L= ou/2)t (1 - Jap/2)*
g A e S Al NCEE
- (1_ m) 2WVs.a (60)

2 p

Moreover, it follows similarly as in the proof of Proposition 12 that Vg (&) < L1120 —

2
x H2—|—,u(1 Sz Hence, as o — 0, we have

B .|

VN Lo ey L (VAL L L2 G
so<1><< ) e e (T e s ) ).

Then, similar as in Corollary 16, we can show that by choosing k1 = [(p — 2) log(6p& )V ],
we have

0) _ x| 2 4y T2 —2
P 1|29 — 2] po? | p'CoLA(1—7)
e [0 -] <o (g T (2 PARCENE),

for any k > 2k;. Also, for a given number of iterations, k, by choosing p =7 and k; = [%]
for some constant C' > 2, we have

_ : B\ 2@ —a” o CoL2(1—7)?
(k) _ _
e [Je - 00 (e (o) R o+ )

for any k > 2v/&, where C1,~ are given in (8) and # is given in (38).

Moreover, we recall from Proposition 10 that for every i = 1,2,..., N and any k,
2
E ‘ :nl(-k) — Ty
. _
/o \ " 4V 8 Jap\ o?
W v 2 2N 2\f

2
L 16 \/aHngv% - (1 - au/2)*
Y/ 7% = (1 — Jon/2)

Vsa (&0)  202Nya W 202 Na? 5
+1672k<4 ’ + 2 -V +al)+ =L— 4 |2*
u N (2= ) -zt
8DZa? N 802N a? | 16Cha
1=m2 @-72 Q-7

+
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When « is sufficiently small,

Vsa (&) | 20°Nya
2k 4 S,
16~ < + M\_/ﬁ
= 5 "

20?2 Na?
@A +ar) + T 4 )

(1—7)?

Similar as before, we can show that as a — 0, we have

2
o)

VRN 2O a1 (Va1 L2 Go Coa
SO(1)<<1 2 ) N +u\/ﬁ< N +\/ﬂ N(1—7)2>+(1—7)2>’

Ty

5|

and thus similar as in Corollary 16, we can show that by choosing k1 = [(p—2) log(6p& )V ],
we have

2
* 2 —
<01 1 H:L‘(O)—:E H po? L? 1 p*Co(1 — )72
<O (et e (o 1) T
[/ I Np k

for any k > 2k; and i = 1,2,..., N. Also, for a given number of iterations, k, by choosing
p="Tand k; = (%1 for some constant C' > 2, we have

R
o (exp (‘Jf@) \\56(0)];90*\\2 . N/f/ﬁk N <;;2 " 1) Co(lk—47)2> ’

for any k > 2v/& and i = 1,2,..., N, where Cy,~ are given in (8) and & is given in (38).
The proof is complete. [ ]

l‘l(k) — Ty

Appendix E. Results for More General Noise Setting

Consider the following assumption on noise which is more general than Assumption 1, and
we will show that the main results in this paper for D-SG and D-ASG still hold under this
more general assumption on gradient noise.

(k)

Assumption 5 Recall that x;”’ denotes the decision variable of node i at iteration k.

l(»k),wgk)) which is an estimate of

Vfi <m§k)) where w® s a random variable independent of {w(-t)

¢ J }jzl,.A.,N,tzl,..A,kfl

We assume at iteration k, node i has access to V f; (J:

and
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J % )

w'* . Moreover, we assume K Vi (2", w; x| =Vfilx, and
{ ( )} B [ ( (k) (k)) ‘ (k)] ( (k))
Ve

2
o

— Ty

2 [l (t0et?) -0 () ] <+

(

for some constant n > 0. To simplify the notation, we suppress the wik) dependence, and

denote V f; <x§k), wgk)) by Vfi <a:£k)>

Such assumptions could hold if gradients are estimates from batches (randomly selected
subset of data points) in the context of empirical risk minimization problems (Jain et al.,
2018; Giirbiizbalaban et al., 2021). The constant n? is often inversely proportional to the
batch size (see e.g. Raginsky et al. (2017)).

E.1 Distributed Stochastic Gradient (D-SG)
Let us recall the D-SG in (6), which takes the equivalent form (7). Then it follows from

Assumption 5 that E [@F (ac(k)) ‘l‘(k)] =VF (ac(k)) and

2

E [H@F <x(k)> - VF (:):(k)) H2 ’x(k)] < %N + ?722 H:):(k) —z* (109)

We recall that ||z — z*|| < agl_‘ﬁv from (8). Therefore, we have

E [H@F (a:(k)) - VF (x(k)> H2 ‘:c(k)] < o*N +7? Hx(k) - a:°°H2 + 72 ||z — o*|?

< <a2 + nQ(Of(_C;);> N + 12 H:p(’“) - xOOHQ. (110)

We have the following explicit performance bounds on the convergence and the robust-
ness of D-SG iterates.
1 w
@. For any k > 0,
L+1-

Theorem 42 Assume that oo <

Ewa)_x* 2a%0ﬂ2> 20%(C1)’N

(1 —7)? (1 —7)?

220w e 22 (20

Proof The D-SG iterates are given by
gk+l) — k) _ aVFy o (x(k)> — agk+D), (111)

where E [¢#+D|F,] = 0 and

E [Hf(’““)HQ ’]:k] < <02 + 772?12(_(1;;2) N+ [|o®) - xOOHQ. (112)
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Therefore, we can compute that
E Haﬂf“) - x°°H2 —E Hfo) — 2™ — aVFy. (a:(k)> — gD H2
—E Hx<k> — 2™ — aVFya (+0) H2 +a’E H§<k+1>H2
o= s e ()
— 2aE <x(k) — 2®,VEya (x(k))> +o’E Hg(’f“) H2
B [2® — o[ + 02LaB (¥ — % VFp, (a))
—2E <m<k> — 2™, VEy, (x‘k))> +o’E Hg(’f“) H2

< <1—204M< ag’a))]EHx(k)_xoo“2+a2EH§(k+1)‘2

where we used the fact that Fyy , is Lo-smooth and p-strongly convex and the assumption

PR A By 4 .
a < P =5 < —ff sothat ale =1— MW +aL < 2. By applying (112), we get

)

m

E Hx(k“) - x"oHQ <(1—-2ap(1-— aLa om E H - 33°°H2
- 2 21
a®(Cr)?
Lol <02 LRGN
(1—7)?
w
We recall that assumption a < 2;:\ so that 1 — ” - 0”7 >4 L Therefore, we have
2 2 2
EHQ:(kH) OOH <(1—au/2) EH ;UOOH + a? <02+7]2(al (01;2)N,
-7
which implies that
2 2 2 C 2
IEH (k) —xOOH (1—au/2) IEH © _ OOH +a<02+772a(1)2> N.
[ (1=)

Hence, we conclude that

]EHac(k) —z*

R Rl (e = DR =

Next, we will provide the performance bounds for the average iterates and individual
iterates. Before we proceed, let us first introduce and prove a few technical lemmas. Let us

recall that N
S =97 (3) = = v (+9).
=1
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Next, we will show that the error term &£y is small and for every ¢ = 1,2,..., N, mgk)

close to the average k().

is

1 w

Lemma 43 Assume that o < 2L+):71;’ and ap(l + AW —aL) < 1. For any k and i =
Jri
n

1,2,..., N, we have

mH ZN:EH%@_i(k)H2§472me(o)H2+élz%:;ﬁ(fjjﬁ)l?%a a13)
=1

and for any k, we have

E [|Eea|® < 4Ljv’y2k1a Hx(O)H2 + ;ﬁlﬁ‘;‘; 4 (leL_Qj)Dg,
where
D= o0 o4 1222 (24 20 O Y v, (114)
D= <02 + 1’ (012(_0;;3 a J;Qa + 7]751@ Haz(o) - xOOHQ. (115)
Proof The proof of Lemma 43 will be provided in Appendix F. |

Let us define x; as the iterates of the decentralized algorithm:
Tt = o — aVf (z5) — afFHD)

with zg = 2(©), where we recall that

k+1 1

Mz

(V5 (=) = 94 (=),

z:l

so that we have

S P e e

2N?

Next, we will show that x; and the average iterates z*}) are close to each other in the
L? norm.

1 w
Lemma 44 Assume that o < % and ap(l+ AN —aL) < 1. For any k, we have

14

_ 2 a (14 aL)? ( 4L° D3 4L%
E ||z — < 1 4 D?
o ] ”(mr%*wu-%v) NI T

7 (L= ap (1)) 4Ly K
72—1+a,u(1—%) N
where D1, Dy are defined in Lemma 43.
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Proof The proof is similar to that of Lemma 24 and is hence omitted here. |

Finally, we are ready to present the performance bounds for the average iterates and
individual iterates.

w

1
Proposition 45 Assume that o < 2L+7);12V and ap(l + Ay —alL) < 1. For any k > 0,
+7
I

2 2 2a0°
—(k) _ . k =(0) _ -
EHQ; il <2(1 — ap) EHLE Ti|| + M N
20m° oso||P 2 20 (Ch)? a*(C1)*N
T (EH ) H T <U T N (1=9)?
a! (1+ aL)? ( 8L?Dia 8L 2)
+ + + D
“(m—a% (1 - L)) N2 1)
il (T )
7 —1+ap(l-55)

and for any k>0,71=1,2,..., N,

(k) B 2 < B k 7(0) _ 2 40[0'
E‘CL’Z Ti|| <41 — ap) EHLE T . ~
4 2 2(C)? 2(C1)2N
<o (El0 =2 (e ) v )

+a< a« (1+aL)2><16L2D%a+ 16120 D>
u(l—%> 21—aLy JAN1L—9)2 " (1-97)77
— (L op (1-9))" 1627 QEme)H?
2 —1+au(1—%) N
8D?q 8Na?
1—7)2 (1-19%)

+872kIEu (0>H n D2,

_|_

where D1, Dy are defined in Lemma 43.
Proof By following the proof of Theorem 42, we get for any o < %,

al _ 2
E ||z — 2. < (1 ~2ap (1 - 2)) E |z — @l + o’E €4+

_ 2
< (1= ) E|log — 2, + oE [[€6+9)].

By (116) and Theorem 42, we get

2

e e S |

N  2N2Z
o? n? 2 Mo a?(C1)? 202(C1)2N
QEH - OOH (PR Sl St VI et Vi)
—N+2N2( S 72 AN R e R Gy
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Therefore, we obtain

2 qo?

oW
an® (0) _ o0 2 20 , 2 0”(Ch)? a*(Cy)*N
g <EH H T T T a M (-2 /)

Bz — 2]? < (1 - ap)'E 70 -z,

Finally, by applying

2

E Hf(k) . , (117)

2
< 2E H:L‘k — $*||2 + 2E Hl’k — ﬂ?(k)‘

and for every i =1,2,..., N,

— Ty

2
< 2E H:E(k) — Ty

2 2
28 o) 0

2
< 4E Hf(k) — ka + 4E ||zg — x 2

and by applying Lemma 44, we complete the proof. |

E.2 Distributed Accelerated Stochastic Gradient (D-ASG)
Let us recall the D-ASG (12). Define

ght1) . Z (@fi (yl(k)> — Vi (yz(k)» ;

=

so that by Assumption 5, we have

2

E {g(kﬂ)’]:k} — 0, E )‘g(k+1)‘fk"2 < (118)

Let us define

2N2 Hy

Vo.a() =€ Qal + Fw.a(TE + 1) — Fy.o(2™), (119)
where Fyy , is defined in (15) and Qq := Qo @ Ing with

\[\/»\F [\/;\f Vs |+ 20m [Hﬁﬁ][uﬁ —8]. (120)

We have the following explicit performance bounds on the convergence and the robust-
ness of D-ASG iterates.

Theorem 46 Assume k > 4. Consider running D-ASG method with o € (0,4&] and B =

1—\/an
ith
1+FM
min{ﬁ %} ifn>0
Gi=Q ., PO ’ (121)
= ifn=0.
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Then, for any k > 0, we have

E [H:c( o } <2(1— a3 Yo

In addition, if a <
E [H:E(k) -z

where Cy,7 are given in (8).

+ 12va <0 + 72(01)2

u v " (1 —7)2) N1z

L+ , we have

k Ve (f0) | 24V (02 2 a?(Cy)? ) 2012]\70‘2
wo Cayr \7 T A=y Ve
(123)

| < a0 vars)

Proof D-ASG reduces to the iterations (18) which are equivalent to applying non-distributed
ASG to minimize the function Fy, € S, . (RYY), where Fy, is defined in (15) and

L, = = )‘N + L. Therefore, applying Theorem K.1 in Aybat et al. (2019) from the litera-
ture for non-distributed ASG, for any a € (0,a] and § = VO it

T+\/ah
. L “3 .
. min { I 7(60772)2} it n >0, (124)
i if n=20,

AW
where L, = L (jN + L, we obtain

_ a( 1)?
EVQ.a (et1)] < (1= v/ap/3)EVQ.a (&) + T N, (125)

which yields

E Vo (6] < (1= va7/3)* Vo (60) + “( O,
\F )
Note that the condition v € (0, @] is equivalent to « € ( where
LA 8 } .
min ¢ 2, £ % if np > 0,
di=14 { L (60n%)2 7 (126)
= ifn=0.
The rest of the proof is similar to that of Theorem 7 and is omitted here. |

Next, we show that the individual iterates and the average iterates are close.

Lemma 47 Consider running D-ASG method under the assumptions in Theorem 46. For
any k andi=1,..., N, we have

- < pon -

2k VQ, (%o) 24\F 2(01)2 QC%NOZQ 12
=% ( T u\//7< +n(17)2)N+(17)2+” H>

4D§a2 N 4E§a2 n SC’ga
(1-7)2 (1-92) (1—-9)%

E|

_.I_
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and for any k, we have
4D2a2 4E§a2 86‘00&
3 T o T 2
1=72 @1-7* (@-9)
o 24 2 2 ) 2N 2
+872(k_1) <4VQ, (€o) + Va <02+ 2 0(Ch) >N—|— 071 e —I-Hx*||2>]7

E[&nll® < 21 ((L+ 62 + 52)

n
[ [/t (1—7)? (1—7)?
where Cy is defined in (132), Dy is defined in (130) and E, is defined in (131).

Proof The proof of Lemma 47 will be provided in Appendix F. |

Finally, we provide the performance bounds for the average iterates and individual
iterates. We first define

Vo.a(€) =€ Qal + f (TE+ ) — f(x), (127)

where Qn = Qo ® I; and Q,, is defined in (120). Before we proceed, let us first prove a
technical lemma.

Lemma 48 Consider running D-ASG method under the assumptions in Theorem 46. For
any € > 0, there exists M, > 0 such that

[ [VQ,a (gk-ﬁ-l)] <(1+eE [VQ,a (El‘ﬁ‘l - Dk"f‘l)] + MﬁEHDk'HHQ’ (128)
where
x(4/may, L? L 1
M, = 2 /7;: /v +2+a+g—\\g+2an2((l+ﬁ)2+62), (129)

where ma > 0 is the smallest eigenvalue of Qq.

Proof The proof of Lemma 48 will be provided in Appendix F. |

Finally, we are ready to present the performance bounds for the average iterates and
individual iterates.

Proposition 49 Consider running D-ASG method under the assumptions in Theorem 46.
For any k, we have

E|]s® — .
CVan\* 2V (b)) | 12 Ve 2va [, 50%(Cy)? oHy Hy
§<l 6 ) p Uﬂ((” 6 > N < +’7<1—v>2>+ m)
8 = = = (1= ap/6)
+72u\//7\/aHlH3 72— (1 - on/6)
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and for everyi=1,2,..., N and any k,

2

EHJUEIC)—;E*
Va4V (L) | Ve 2va (5 50?(Cy)? oHy Hy
§<1 6 ) T *m((” 6 > N < “’(1—v>2>+ m)
16 7 — (11— an/6)*
+ Vi
o (Vo)  24Va [ 2012(01)2 2012]\[0‘2 212
+ 167 (4 . + i <a +n (1_7)2)N+(1_7)2 + \>

S[DZaQ 8E§a2 16Cox
+ + =
(1=2 (1-92 (1-=9)

+

where Cy is some constant such that Cy = O(1) as a — 0, and

D2 :=4L* ((1+5)* + 8?) (

2VQ.a (%) 12\7< 4o 2(01)2>N)+2HVF(:C*)HQ,

u [/ (1—7)2
(130)
72 . (g2 ,a*(Ch)?
B (o) Y
2 2
+%f«1+6f+63<m@ﬁ@w f&( +47u§?;>N)7 (131)

Hy = 6amax(4/mo, L* /) + (Lo + 2 + pa) /o — 2pa + 4o Japn® (1 + 8)* + 5%) |
ADZox N AE} o N 8C) |
Q=72 (1-7? (Q-9)?

Hy = %LQ (1+B)*+ 5?) (

= 22 (182 + )

N
Vo.a (&) |, 24V a?(Ch)? 20fNa? | 1o
'<4 1 uf( +n(1_ )>N+(1—7)2+” ’)’

where mo > 0 is the smallest eigenvalue of Q.

Proof The proof is similar to the proof of Proposition 10. Similar to Lemma 29, we can
show that

2 20

supE Hx(k) - x(k_l)H < —Qooz (132)
k p

for some Cy such that Cy = O(1) as a — 0. By applying (132) and Theorem K.1 in Aybat

et al. (2019) from the literature for non-distributed ASG, for any « € (0,a] and g = ;%,
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as well as Lemma 48, we have

E [VQ,a (§k+1)]
< (1+)E [Vg o (Ekt1 = Diy1)] + McE| Dy |
2a 2 0%(C1)? 2
<(1+e¢ ((1 —Vau/3)EVg , (& )+ﬁ <a +1 W)) + ME[| Dyt ||
Let us take € = %\/CT, then we get
E [VQ,a (gk-i-l)]

\/OZ,U/ — \/Oé/zb 2a 2 20[2(01)2 2
< <1 5 ) B (&) + 1+ 5 )y o tn -2 + M@EHDkHH ,
and by Lemma 48, we have

3max(4/ma, L?/ 1) L + 1 + BN + 2am? ((1 +B)* + 52)

NG 202 Va

MW—

< Y g ,
— 2a4/au

where

Hy = 6amax(4/ma, L*/p)+(La + 2 + pa) Jap—2ua+4a?Jaun? (1 + B)* + %) . (133)

By Lemma 47, we have
E|[ Dy |? < o |afly + 8¢~V 1y

where

om 2p (s gy ) (ADhe 4Bl G
= =12 ((1+ ) +5)<(1_7)2+(1—7)2+(1—7)2>’
Hy = L% ((1+B)* + 62)

: (4VQ’“ &) | 24va ( + 2(C1)2> N4 2N, Hx*l!2> .

o wE T T ap)
Therefore,
¢ = 2 2(04)2
2lban €] = (1) @)+ (1567) 5 (7055
+7Oé H1H2—|— \FH1H3’72R

2V N

which by following the similar argument in the proof of Proposition 10 implies that

_ an\* B k(1 ek
E[Vg.a (&) s( —‘/67) Voo (§O)+72f/ﬁ\/aHlH37’yQ—El—\/\/o;Z?6§

(O i) )
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The rest of the proof is similar to that of Proposition 10. |

Appendix F. Proofs of Technical Lemmas

F.1 Proofs of Technical Results in Appendix B
F.1.1 Proor oF LEMMA 24

Proof We can compute that

D — g =20 — gy — [Vf (i’(k)) - Vf(xk)} + a1, (134)

7

where 1 :=Vf (:Tc(k)) — % Ef\il Vfi (x(k)>
If the term &y1 were not present in the recursion (134), we could rely on standard
analysis techniques for analyzing a gradient step in order to bound H:E(kﬂ) — Tpy1 H2 with

2 . .
Hq‘:(k) - ka . However, in the presence of 41, we need to control this error term based
on Lemma 23. To be more precise, we have

2
~(k+1
[ = |

= ¥ — i~ a [v5 (20) — V1 @0)] | + 02 €al?
+2 <z<k> o —a [Vf (57<k>) - Vf(g:k)} ,a8k+1>
o TR |
—9 <:z~<k> — a0 [Vf (z%)) - Vf(mk)] > +a? [ &
+2 <:i(’“) T —a [Vf (:z““)) - Vf(xk)] ,a5k+1>
< Hj(k) - kaQ +a’L <56(k) — zp, [Vf <:E(k)> — Vf(mk)]>
—9 <z<k> — a0 [Vf (f(k)) - Vf(m] ) +a €
+2 <:z:<’f> o —a [Vf (5:“0) - Vf(xk)} ,a8k+1>

a2 (1 ) (3 - [ (0) - 95

+a? & | + 2 <gj~<k) T —a [Vf (z“f)) - Vf(xk)] ,a5k+1>

L 2
< (1 ~ 20 (1 - ";)) [ | + o heal?

) <:E(k) -« [Vf (f(k)) - Vf(a:k)} ,a5k+1> , (135)

where we used Nesterov (2003, Theorem 2.1.5) on L-smooth and convex functions to ob-
tain the second term after the first inequality above and u-strong convexity of f and the
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assumption that o < 2/L to obtain the first term after the second inequality above. By
taking expectations in (135), we get

2
B[

2
< (1 — 2ap <1 - O‘;)) E ‘i(k) — ) + oK ||Eppr |I?

+E [2 <:z<’f> iz —a [Vf (i(k)> — Vf(xk)] ,aakﬂﬂ
_ (1 ~ 20 <1 _ 0‘;)) E|z® — 2] + o?E | € ]?

+E [2 <:E(k) o —alvy (fo)) - Vf(xk)] ,aekﬂﬂ
< (1 oap <1 _ 0‘2L>> E 2% — ol|” + 02E || s ]2

+2(1+ aL)aE [[2%) - ay| - € ll]

where we used L-smoothness of f.

For any x,7 > 0 and ¢ > 0, we have the inequality 2zy < cx? + %, which implies that

2
B[4 o

L 2
< (1 ~ 20 (1 - 0;)) E Ha?“(k) - ka + Q2B |||

p(l =) 2 1+al 2
+ (1+ al)a 7EHx()—m H +—— FE|&
( ) (HaL |+ o ez Bkl

al _ 2 (1+ aL)?
=(1- . (k) _ 2
(1 ap (1 5 ))EHCU a:kH +a (a—l—’u(l_ aZL)>EH£k+1H :

By applying Lemma 23, we get

B+t —

< (1 —ap (1 — O;—L )EHx(k) — kaQ
o

2 2,2k
+a<a+ (L+al) ) (4[/7 EHI(O

=

H2+ 412 D202 4L202a2>

NI—2 "=
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for every k. Note that E H:)‘:(O) — x0H2 = 0. By iterating the above equation, we get

B[l# |
- ! (1 (1 aL>>Z’ L (1taLy < AL*D%* | 4L202a2>
< —ap|l—— ‘o |l a
i=0 2 p(l—2E) JANI =72 (1-19%)
k—1 ; ;
al\\' (1+aL)? ) 4L2y2k-0 ol
+Z(1—au(1—2> a<a+u(1—“2L)> N EHg;()H

1— (1—ap(1— L)) . <a+ (1 +aL)2> (4L2D2a2 4L20—2a2>

1—(1—au(l-29)) p(l— %) NI-2 T )

By our assumption on stepsize «, we have 1 — ap (1 — %) € [0,1). Hence, we conclude

that for every k,

(14aL)? 412D%a% | 4L202%a2
a (OH_ u(1—“2L)) (N(1—7)2 T (1-92?) )
1-(1-au(1-9))
7 (1—ap (1 ))" ar?

e el

(1+aL)? 4L2D%a | 4L2%c%a
@ <a + u(l—‘*j)) <N(1—7)2 + (1—72))
p(l—)

7 (L ap (1)) 412y Hx(O)Hz’
2—1+ap(l-<) N

IN

s o

The proof is complete. u

F.1.2 PrROOF OoF LEMMA 27

Proof By the definition of 2*) and y*), we get

2* D) — (W @ I;)y™® — aVF (y(k)) — o+l
y® = (14 8)a® — otk

which implies that

25D = (W @ 1)z® + (W @ )8 (xuf) _ x(k—l)) _QVF (yw)) — el
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It follows that

2™ = (W@ 1,) o - a kzl (W e r) vE (4)

s=

- =
- a;) (Wh 1= o 1) €6 + gﬁ (W@ 14) B (a9 —2tD) . (136)
Let us define
) . [(x(k)>T o (x(m)T]T RV as7)
and equivalently
x(k) = % (In1R) ® Ig) 2™, (138)

where 1y € RY is a vector of ones; i.e. it is a column vector with all entries equal to one
and the superscript 7 denotes the vector transpose.

Therefore, we get from (137) and (138) that

2

G j(k)HZ — Hx(k) _ %) H — (1N1N) Q Id) (k)

Next, we notice that it follows from (136) that

2 — % (1n1%) ® 1) «®

= (W e L)@ - % (1w 1hw*) @ 1) 20

— ag (Wk—l—s ® Id> VF <y(5)) + akg:]i/_ ((1N17]\“[Wk—1—s> ® Id) VF (y(s))

- akzi (W o n) e +a 3 % (11 RwH7) @ 1) €
s=0 —0
+ kil (W’C—S & Id) 5 <:L‘(5) x(S—l)) _ kil]if (<1N17];[Wk_8) ® Id) 5 <x(s) l‘(s 1))
s=0 e
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By the Cauchy-Schwarz inequality, we have

2
ZL'(k) — % ((1]\/11]\}) &® Id) l‘(k)

<4 H(W’“ ® I;)z® — % ((INI%W’f) 2 Id) Lo

2

k-1 k—1
- k—1—s (s) i T yr7k—1—s (s)
+4 a§<w ®Id>VF<y >+asON<<1N1NW >®Id>VF<y )
_ _ 2
B eeen-a Sk (e sa)es

I
)
vl
Il
=)

S

Ed

_1 k—1
+4 (W’H ® Id) 3 (:I:(S) - :17(5_1)> -

©
I
o
©
Il
o

- HW © 1)a® - 3 (v1%) @ 1) o

k—1 k—1
+4| X (W e 1) VF (49) +a % (In1%) @ 1) VF ()
s=0 s=0
k— k—1 1 2
+alad (W e L) € —a Y - (In1h) © L) €6+
s=0 s=0

2

o

1 k—1
+4 <Wk75 ® Id> B (x(s) - x(571)> -

)

@
Il
o

@
Il
o

where we used the property that W is doubly stochastic. Therefore, we get

2
ZL'(k) — % ((1]\/11]\}) X Id) l‘(k)

<4 H <<W’f - ;1N1£> ®Id> 20

k—1
1

3 ((W’“S - NlNl%) ® Id> VEF (y(5)>
s=0

k—1 1

Z <<Wk’—1—8 _ Nllej\}) ® Id> §(8+1)

s=0
k—1 .
3 ((W’H - N1N1%> ® Id> 8 (a0 —al==1)
s=0

2

+ 40

+ 402

2

T4 (139)

75
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Next, we notice that

) << s L T> ) ©

4o SZ:;) w NlNlN ® Iy VF(?/ )

< 4a (80 W ik ) @ L HVF( )H
k—1

<4a2<§% k-1 %11\[1% HVF( )H)

-t (S o (#)])

=4« ;7
k—1 2 —s s

_ 4a? <27> (25 ; 72 7ilvlFs (v )H>

< 402 <k17k1s>2kz:17k_1_8 VF <y(8)> ? (140)

a s=0 s=! lef;é ,yk:—l—s 7

where we used Jensen’s inequality in the last step above, and the fact that W*~175 has
eigenvalues ()\}/V)k_l_s with 1 = )\I{V > )\IQ/V >0 > )\]V\‘,/ > —1, and hence

11N15H = e { A [ A Y = e

Wk‘—l—s o
ey

Moreover, we can compute that for any &

2 *\ 12
+2|[VF (z7)]

(«*)[I?

— 2L’ H(l +8) (x(k) - :c) .y (m(k_l) - x)

2 2
4L2B%E HN—U — || 2| vF @)
<D, (141)

sfvr (v)] <25]j (1) -vr

< 2L°E Hy(k) —z*

2 *\ 112
|+ 20VF @)

< 4L*(1+ B)’E Hx(’” -

where Dg is defined in (34) and we used Corollary 8 to obtain the last line above. Therefore,
by (140), we have
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Similarly, we can show that

! H (<Wk N 11V1N1%> ® Id> RO

1 2
<af (w - yuik) en] 0]

2

2

<ot
This implies that

4F, H <(W’“ - ]1V1N1£> ® Id> 20
2

< 8’}/2kE Hx(O) _x* 2k||£6*”2

2
< 842 (4VS7“ (%) | 20 1\\;/5
[ [iy/1o

2

202N a?
(2= AV +aL) + « + *H2>,

(1—7)?

where we used Corollary 8.

In addition, by applying Lemma 29, we can show that

4]:2_:(1)13 H (( 1N1T) ® Id> 3 (x(s) _ x(s—l))

<4 o (s -0}

B2 20
= 4(1 —z
_8Cy
S (1—9)?

2

Q.

Finally, we can show that

2

k—1
—1-s 1 s
)

< da 1N1T ‘B Hg 8+1>H
402Na
T 1=y

7



FALLAH, GURBUZBALABAN, OZDAGLAR, SIMSEKLI AND ZHU

Hence, it follows from (139) that

N
LB
i=1

2
20 _ % (1n1%) ® 1) 2®

2

k—1
2 1 —1- 1
< 4_72k]E H‘T(O)H +4D§O&2(1 — 7)2 +4042 2 E H (<Wk 1-s N1N1%> ® Id> §(S+1)
s=0

k—1 2
+4) E H <(W’f — Jblmﬁ) ® Id) B <x<5> - x(8’1)> H
s=0
Vsa (€0) 202N /a 202 Na?
<82k<4 ? + 2 -\ L)+ 2 )P
v 1 N/ (2= ) a2 Tl
1 402N a? 8Ch
2 + 2 + 2
(1=7)2? (1-=7)2 (1-7)

The proof is complete.

+4D}a” a.

F.1.3 PrROOF OF LEMMA 28

Proof We notice that

E||&1 ]
2

—E| 23 (50 (o) - v (7))
Sy NEHW( ) s (59)|
S 32 - i\ Y - VJily )H

N
<L E_j H2

"
_ N Z ( LB - k)Hz +52EH%@71) _x(k—l)H2)
< %H ((1+8)*+6) 4D§0‘2(1 _1,@2 " ?52_]\770; i (18—03)2a

) Vi (& 292N 202N a? .
1 89206-1) <4 u( 0) u\ff( —/\%+aL)+(11_77)2+H1‘ )1

where we used Lemma 27. The proof is complete.
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F.1.4 Proor or LEMMA 29

Proof We first rewrite the D-ASG iterations (18) as

- v (k) (k)
kD) — (M2 1,) 2% — [VF (Cz )] (k) — [a: } 1492
z z « , < )
( d) 0 (8 (142)
where
~ 1+8)W —pW
N = [( 15) oﬂN } . (143)

By a reasoning similar to the proof of Proposition 36, we observe that M is block diagonal-
izable with 2 x 2 blocks satisfying

M = Odiag ({Z;},) O, (144)
where
- | —5N 1
Zi: |:(1+1/8))‘1 BO)\Z :| ER2X2, 1§Z§N,
)\XV are the eigenvalues of W in decreasing order, O = UP; is orthogonal with U and P

are defined as U = diag(V,V) where W = VDV is the eigenvalue decomposition of W
and P is the permutation matrix associated with the permutation 7 over {1,2,...,2N}
that satisfies

. 1 <<
(i) = {22 1 if1<i<N, (145)

2i—N) if N4+1<i<?2N.

We also observe that Z; has eigenvalues

(L+ B £ /(1 +B2(0F)2 — 482

i+ o= 5

In particular, in the special case when i = 1, we have A\!V = 1 and Z1 has two eigenvalues
i+ =1land p - =B <1fori=1,2,...,d, admitting the Jordan decomposition

Zi:‘51 |:(1) g:|5117 for i=1,2,...,d,

where
LA a1 [1 -8
1= [1 1]’ 51 _1—5{—1 1]
Similarly, for i > 1, we can also write the Jordan decomposition of Z; as

Zi=8iJiS;' for 1<i<N, (146)
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where

HiA Hi,—

. 1 ] i piq 7 pi—
S;={t : (147)
i+

1
i e = i,
1 1] Hi,+ i,

1 —p—
1 i, .
1 if ) -
Hiy — Wi, — [_1 it ] i+ # M,

St = oo (148)
T [ ] i piy = pi—,

-1 it
and
Ha,+

0 pi—
Pit 1

0 i+
Basically, the structure of the Jordan blocks J; will depend on the multiplicity of the

eigenvalues su; 4, p;,— which itself depends on the stepsize chosen and the eigenvalues of
the matrix W. Next, we introduce

10
_ Sy Syt i=1,
0 if 1<i<N,

i g4 # pi—,
J; =
i g = pi—

as well as

7 := diag ({Zz}fil) , Z:=diag ({Zl}fil) :

Note that the matrices Z and Z are block diagonal with 2 x 2 blocks and they have both 1
as a simple eigenvalue with the same eigenvectors; however other eigenvalues of Z is set to
zero. We have also

0 0
0 8
Z; if 1<i<N.

S Syttt i=1,

Zi— Z; = (149)

It can also be computed that

_ ~_ ~ 1 vivl —BuoT
M:=0z20"=— """} ?
©z0 1-p [WHT —Boif |
1

where v; = \/Nl € RY is the eigenvector of W corresponding to the eigenvalue 1. Consider

20 _ gpl1)
N | FW_BﬂkU

Y k) = = -
(M ® Id) = T 1-8 |xW — gxk-1)

2Nd
= ]ER . (150)

#®) _ gzk-1)
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which can be viewed as a weighted average of ) and 2~ with x*) defined as in (138).
From the definition of M and the decomposition (144), we have

M-M=0(z-2)0", (151)
and this matrix has the spectral radius
r:=p (M - M) = max (ﬁ,r;lZaQXp(Jj)> (152)
(L4 AMY + /(L + B2 — 42y
=max | 5, 5 (153)
< 73 := max <B, )\IQ/V> <1, (154)

where in the last inequality we used the facts that the function

(1+B)A+ /(1 +B)2(N)2 — 48X
2

g\, B) = (155)

defined for A\, B € [0,1] is increasing in A on the interval [0, 1] for fixed § € [0, 1] and is
increasing in § on the interval [0,1] for fixed o € [0,1] which results in the inequalities

g\, B) < g\, B) < g\, 1) = /AW for i > 2. From (154), it follows that

|r = 2| < cyrl foran ko0, (156)

for some positive constant C'3. The constant Cs will depend on the parameter « in general
(as § and rs3 are functions of a) but it will not depend on k. A natural question would be
how the constants C3 and 73 change as a function of a as @ — 0. It follows from Lemma
50 that one can choose ¢3 and r3 such that

Cg—@(\/la>, rg=1-0(y/a) as a—0. (157)

Furthermore,

((IQN - M) ® Id) Z(kJrl)

— ((I2N - M) M®1d> L&) _ ((I2N B M) ®Id) N [ﬁp (g«z(k))]

(158)

= ((M 7]\74) (Ioy — M) ®Id) 20— (v — M) @ 1) « [@F (CZ(k))] ;

0
where we used the facts that MM = MM = M and M? = M. On the other hand,
((Ian — M) @ I) 25D = (M = B)F Y (Ioy — M) @ 1) 2©)

—

((M—M)j(IQN —M) ®Id) I:@F (Cz(kj)):| .

0

o,
o

(159)
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Therefore, for (9 =0,

e - 0 ]

vF (Cz(k_j))}

— o’E i((M M) (Ioy — M)®Id)[ .

2

e Zk: ( ((M - J\Z/)Hl . (M - M)J' (IZN B M)) o Id> FF (Coz(k—j))]

2

k 2k 2
< a? a; | E 7HVF C k=i ‘
jz;) ! jz% (Z] 0j) ( >‘
k 2k )
<a? [ g Z EHVF (c=t- J>)H
=0 = ( ] —04j)
N 2
<o > a;| D, (160)
7=0

where we used (141), D2 is defined in (34) and
aj = 031“;; (1 + HIQN — ]\ZTH) .

Note that

Hsz - MH <||Ian| + HJ\;IH

S
F

=14+ ((1+8)2 + B2 [W]E + N, (161)

where we used the definition of M. Consequently,

S < (1 - ) L (109 )

7=0 7>0
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Therefore, we conclude from (150) and (160) that

Sl;pE H (Ion — M) ® Id)z(k)H2 =supE

<D2?—2_(14,/ 2 4 N 162
— ya (1_7,3) + 5||VV||F7L ) ( 6 )

where (%) is defined by (138) and we used the fact that § < 1. From (157), we observe

that the term % = O(%). We conclude that the right hand-side of (162) is O(c). Hence,
we conclude that

sup E Hx(k) — y(k)HQ
k

2 1

1-p

<2sup | E
k

< 2C0a’

L) _ 1i6 (,—<<k> _ 5,—(<k—1>>

L E Hy(k) ~ (=% — ==

2)
where Cj is some constant such that Cy = O(1) as @ — 0. Finally, we notice that y*) =
(1+ B)z® — Bz~ and this implies that,

2

2 1 2
supE Ha:(k) - x(k_l)H =supE H (x(k) - y(k)) < %a, (163)
k k B B
which completes the proof. |
Lemma 50 In the setting of the proof of Lemma 29,
o2 |- 6(va) 0
Ca = Ta = — as (8] .
3 \/a ) 3 «
Proof Note that we have from (151), (146), (149),
H(M - M)’fH - HO (z-2)" OTH — max H(Zl- - Zi)kH (164)
< ma (sl 15 8%, o 1l I571) . aos)
2<i<N
where we used the fact that O is orthogonal. Also,
1Sill2 < [ISillp <2 for 1<i<N, (166)
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where we used the definition of S; and the inequalities |p; +| = g(A\YY,8) < g(1,1) = 1 and
|ti,—| < 1 which follow from the definition (155) of the function g(\, ) and its monotonicity
property with respect to A and 3. Similarly,

2

157, < 1507l < =5 (167)
and for 1 <i < N,
-1 -1 |Ni+zﬂi —| = \/‘(1+ﬁ)2()\2W)2_4/3)\W| if i+ 7£ Hi,—,
157l < 157l p < eis= 4 5 A (168)
s, +—1] i pi = pi,—-
In addition,
k
14 0 .
b i iy 7 i
Jk’ _ 0 Mi,_
L k k=1
ig ki :
PR gy = e
0 piy
used again the fact that |p; | <1, we have then
’ J¥ ’ e J il i i # -
e = 17 || V2 P R PR A s =
< d; ki [F71, (169)
with
g = 1 if /’Li7+ 7é /'LZ'7—7
v \/§ + k lf /,Ll’+ = Mi,—'

Combining all the estimates (166), (167), (168), (169) together, we obtain

k -1 k—1
AT ) . .
max Sl ‘ TS < <21<nia<w]<vczdz,k> <2r<nig>]<v i+ )
=2 d; =L 1
<2§2%>§ch z,k> |2+ (170)
Note that we have |u; 4| = gAY, B) < gAY, B) = pa+ < 1. Therefore,
L+ [pe
24| <1 = |2u+|
Furthermore, maxo<i<n ¢i(a)d; , = O(k). Consequently, we can bound (170) as
k —1 k—1
Jmax 15| ‘ JEN S| < Carb (171)

for some constant Co = O(1) that does not depend on k. Then, from (165), it follows that

| (v = 21" || < max (Hslu IS )1 8%, max ISill |5 H551H>
4
< max <1_65k,02r§1>
< Csrf, (172)
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where 4
Cg = max (1—ﬁ’ Cz) , T3 = max(ﬂﬂ?).

/\NW
Also |2+ | = g\, B) < g\, 1) = /AW, Therefore, ry < % Since f = 1-0(y/a),
we observe that

03:(9(;), rs =1—0(va)

as a — 0. The proof is complete. [ |

F.1.5 Proor or LEMMA 30

Proof The function Vg, is Lo smooth where Lo, = L + 2||S,||. Note that

/1
G 2a
S, = vl v = ¢
p_ /1
\/; 2a
Therefore,

1
13a] = flo)? = £ 4+ & - YE (173)

a2 Va
For any &, A € R??, by the L,-smoothness of Vg o we have also
[_/a 2
Vsal€+4) < Vsal&) +(VV5a(6), 2) + Z7lIA]
2 I_/a
< Vsa(&) + a1 [[VVaa O + A7/ (4er) + AT, (174)

for any ¢; > 0 where we used Cauchy-Schwarz in the last inequality. We have also

IVVs 0O < 2128a8] +2||V £ (T€ + 2.) ||
< 8¢TS2¢ + 212 ||T¢|

<8 <; +E_ ﬁ) 78,6 + 212 ||Te|”

2" Va
I TN AN o f(TE + xi) — f(2)
ss<a+2 f>5 St +2L -
< Vg o (§), (175)
where )
(&) —Qmax<4(a+g—:j§>7ll;>a
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Therefore, if choose ¢; = €/co; then we get from (174)
Vsal€+A) < (1+6)Vs, () + CllA|?, (176)

with Cc = 2 + Ly /2. Finally, if we choose & = &1 — Dj41 and A = Dj1; we obtain (63).
This completes the proof. |

F.2 Proofs of Technical Results in Appendix C
F.2.1 PrROOF OF LEMMA 41

Proof We recall from the proof of Proposition 36 that
W - aQ = Rdiag ([1]¥4) R,

where R is real orthogonal and the eigenvalues p; are listed in non-increasing order. Then
we can write

PoU Aqusg oUT PL = diag (T) where U = diag(R, R)

is orthogonal and

Therefore, we have

)

k 2
| Abuseo]| < V12 max

“\k ~\ Kk
)= ]
1<i<Nd

where we used the fact that |[V|| = 1 since V' is orthogonal. The remainder of the proof is

devoted to provide an upper bound on max;<;<ya ||(T})¥|.

Let v+ := (IB)uick (1;’8) MBI b the eigenvalues of Tj.

(i) If vi4+ # 7i,—, then by the formula of k-th power of 2 x 2 matrix with distinct
eigenvalues (see e.g. Williams (1992)), we get

N\ k vE ~ V- =
(7)) = =2t (T ot + — 2= (i = 0d).
Yi+ — Vi,— Yi,— = Vi +
This implies that
Nk maX{‘Ti—%,ff‘, ﬂ—%,+IH} k
H (7)"] < | max {1y ¢ [ - [}
1Vi+ — i~

We can compute that
7 Vit T+ Vi—
T, _ . _I — ’ ) )
7 FYZ, |: 1 _7i7— :| Y
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which implies that
|7

Similarly, we have

1| < H( e )H 11 =3 )l < 1+ max{bi ] b - 11

‘ =i < H< E >H [C1 =y )| < 14 maxfri g, -2

(i) f v = vi— = %, then by the formula for k-th power of 2 X 2 matrix with two

identical eigenvalues (see e.g. Williams (1992)), we get

() - <“””“>“ (i),

2 2
so that -
1 —|— - - 1+ .
Also notice that p; =0, v+ = =0 and Tk = 0 for every k > 2.

Hence, we get

Nk
T) < : K )
2, | (B) ] < e Pl
where
2T 1 ) .2
C == max< k max 7” i +k—1, max + max{|yii ], 1o} ,
iyi,+=vi,— 70 (1 4+ B)|ps] EYi Vi — ‘%’,—&- - %‘,—’
and
Pdasg = 1<i<Nd o~}
Moreover, when pu; # 0,
- 1+p
| 7] = max {1 - -
Hence
1 ; i
C}) := max {Qk —1, max  max{|i+], 17, } )
7;2’77;,4_75’\/1‘7_ ”YZ,"’ - 7717_‘
w
Next, let us assume that 5 = 1+\/‘/:#, )\W > 0 and « € (0, )‘}j |. Therefore, we get

0<AY —aL <p <1-—ap.
When 0 < p; <1 — au, we claim that

A= (1+ B)2u? — 4Bu; < 0.
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To see this, note that since p; > 0 it is equivalent to

11—/
i < B _ 41+\/\/£ =1—-«a
M ase? T (2= M
/ol

Therefore, when 0 < p; < 1 — ap, we have A; < 0 and both 7; 1 and ~; — are complex
numbers. In this case,

Vi~ | = [yi,+| = v/ B,
and
1+ max{|yi+| [vi—|}? 14 Bu;
max =  max
i+ i i+ — Yi-| i:0<pi<1-ap \/_(1 + B)2u2 + 48u;
7

L+ vap+ (1 — Vo)

max
1:0<p; <l—ap 2\/:“1(1 — o — /J/Z)

Moreover, when 0 < p; <1 —ap

1 —
= [Yi,—| = v/ Bui < H\/\/g(l—a,u) =1-apu.

Next, v;— = vi 4 if and only if y; =0 or ; =1 — ap. When p; =0, |vi—| = |7+ =0,
and when p; =1 — au,

Vi, +

(L + B)ui 1
Vi - = i+ | = <
2 1+ au
_ w
Hence, we conclude that when 8 = L\/\/g, )\]V\[,/ >0 and a € (0, /\TN], we have pgasg =

1 — /au, and

1+./ 1—./ ;
Cy =max< 2k —1, max +Var M .
1:0<p;<l—apu 2\/#75(1 — ot — Ji5)

(1-ap) =1 - Jan.

The proof is complete. [ ]

F.3 Proofs of Technical Results in Appendix E
F.3.1 PrRooF OoF LEMMA 43

Proof The proof follows from Lemma 6 and Lemma 7 in Giirbiizbalaban et al. (2021).
The difference is that in our case, by applying the proof of Theorem 42

2 2
E HVF (:c<k>) H < L’E Hx(’ﬂ - mOOH < D2, (177)
where ) )
2
D2 = I’E Hx@) - xOOH 22 <0—2 + n2a(cl)2> N, (178)
1t (1=9)
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and moreover, by (112) and the proof of Theorem 42, we get
2 2 2 2
sl ] < (420 |
-7

)
< <02 + 772?12(_0;;2) N +7? <E Hx(o) — a;°°H2 + 25 <02 + 772?12(—0;;3 N>
)

2 2 2 2
_ <02+n2(041(c1)2> p+ OéN+172EHx(0)_$ooH .
- ©

The rest of the proof is similar to Lemma 6 and Lemma 7 in Giirblizbalaban et al. (2021)
and is omitted here. u

F.3.2 PROOF OF LEMMA 47

Proof The proof follows from Lemma 27 and Lemma 28. The difference is that in our
case, by applying Theorem 46

2 2 2
E HVF (v™) H <4L%(1+ B)’E Hx(k) - xOOH 4 AL2APE Hx(k_l) - a;OOH 12| V@)
M2
< Dy, (179)
where we recall that f); is defined in (130) as follows:

Woa ) 128 (o 20O

B =422+ + ) )N +2AVEEP,

n
f oV (1—9)?
(180)
and moreover, by applying (112) to the context of D-ASG and Theorem 46, we get
= e
C1)? 2
< ( L 1>2)N+U2EHy |
(1=1)
2 2 2
e e e R iy
Y
2
S (0'2"‘77 - (01)2>
(1=1)
2Vg,a (f0) | 12y/a a?(Cy)?
+2n* (1 + B)* + B2 ( ’ + o’ +n’ N).
((1+5) ) I fin/l (1—7)?
The rest of the proof is similar to Lemma 27 and Lemma 28 and is omitted here. |

F.3.3 PROOF OF LEMMA 48

Proof The functions Vj , and Vg , have a similar structure and can be written as the sum
of a quadratic term and a term involving the objective. Therefore, the proof of Lemma 30
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applies with minor modifications. We next provide the details for the sake of completeness.
We start with observing that the function V , is M, smooth where M, = L + 2||Qq/| and

< ||Sal| + 20m* (1 + 8)* + 87) = é +5- \\/Fg + 2017 (14 8)% + 62,

where we used (173). For any &, A € R??, by the M,-smoothness of VG,a we have also

@l = @

M,
VoalE+A) Vg o) +(VVga(6).A) + THAH2

M,
<Vg.a(8) +mil Vs o @I + A7/ (4m1) + =2 [A]7, (181)

for any my > 0 where we used Cauchy-Schwarz inequality in (181). Note that the matrix
Q. has some special structure as a sum of two rank-one matrices, i.e. we can write

Qa = UlaaT + UgbbT,

with
1
1o Ve _ 1 \ 2a
e e T | ek |
1 1+ 5
oy = 2o (14 B)? + B?), b:= [ ]7
where a and b are both unit vectors with norm ||a|| = ||b]] = 1. Using the definition of 3,

one can see that a cannot be equal to b up to a multiplicative constant. Therefore, Q,
cannot be of rank one; and has to be of rank two and hence is positive definite. In other
words, the smallest eigenvalue mo of (), is positive. In this case, we have

1 -
7@& t 1.
mao
We have also

IVVaa© < 2)|2Qug]* + 2[|Vf (T + 2.)|”
<8TQ%¢ + 212 || T¢|?

N T *x) T *
u
< m3VQ,a(§)a (183)
where
()
mg = 2max | —, —
ma
Therefore, if choose m; = €¢/mg; then we get from (181)
Vol +8) < (1+6)Vsa(€) + M| A, (184)
with Me = 72 + M, /2. Finally, if we choose ¢ = £,1 — Djy1 and A = Dj.q; we obtain
(128). This completes the proof. |
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