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Abstract

Since reinforcement learning algorithms are no-
toriously data-intensive, the task of sampling ob-
servations from the environment is usually split
across multiple agents. However, transferring
these observations from the agents to a central
location can be prohibitively expensive in terms
of the communication cost, and it can also com-
promise the privacy of each agent’s local behavior
policy. In this paper, we consider a federated
reinforcement learning framework where multi-
ple agents collaboratively learn a global model,
without sharing their individual data and poli-
cies. Each agent maintains a local copy of the
model and updates it using locally sampled data.
Although having N agents enables the sampling
of N times more data, it is not clear if it leads to
proportional convergence speedup. We propose
federated versions of on-policy TD, off-policy TD
and @-learning, and analyze their convergence.
For all these algorithms, to the best of our knowl-
edge, we are the first to consider Markovian noise
and multiple local updates, and prove a linear
convergence speedup with respect to the number
of agents. To obtain these results, we show that
federated TD and @-learning are special cases of
a general framework for federated stochastic ap-
proximation with Markovian noise, and we lever-
age this framework to provide a unified conver-
gence analysis that applies to all the algorithms.
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1. Introduction

Reinforcement Learning (RL) is an online sequential
decision-making paradigm that is typically modeled as a
Markov Decision Process (MDP) (Sutton & Barto, 2018). In
an RL task, the agent aims to learn the optimal policy of the
MDP that maximizes long-term reward, without knowledge
of its parameters. The agent performs this task by repeatedly
interacting with the environment according to a behavior
policy, which in turn provides data samples that can be used
to improve the policy. This MDP-based RL framework
has a vast array of applications including self-driving cars
(Yurtsever et al., 2020), robotic systems (Kober et al., 2013),
games (Silver et al., 2016), UAV-based surveillance (Yun
et al., 2022), and Internet of Things (IoT) (Lim et al., 2020).

Due to the high-dimensional state and action spaces that are
typical in these applications, RL algorithms are extremely
data hungry (Duan et al., 2016; Kalashnikov et al., 2018;
Akkaya et al., 2019), and training RL models with limited
data can result in low accuracy and high output variance
(Islam et al., 2017; Xu et al., 2021). However, generating
massive amounts of training data sequentially can be ex-
tremely time consuming (Nair et al., 2015). Hence, many
practical implementations of RL algorithms from Atari do-
main to Cyber-Physical Systems rely on parallel sampling of
the data from the environment using multiple agents (Mnih
et al., 2016; Espeholt et al., 2018; Chen et al., 2021a; Xu
etal., 2021). It was empirically shown in (Mnih et al., 2016)
that the federated version of these algorithms yields faster
training time and improved accuracy. A naive approach
would be to transfer all the agents’ locally collected data to
a central server that uses it for training. However, in appli-
cations such as IoT (Chen & Giannakis, 2018), autonomous
driving (Shalev-Shwartz et al., 2016) and robotics (Kalash-
nikov et al., 2018), communicating high-dimensional data
over low bandwidth network link can be prohibitively slow.
Moreover, sharing individual data of the agents with the
server might also be undesirable due to privacy concerns
(Yang et al., 2019; Mothukuri et al., 2021).

Federated Learning (FL) (Kairouz et al., 2019) is an emerg-
ing distributed learning framework, where multiple agents
seek to collaboratively train a shared model, while comply-
ing with the privacy and data confidentiality requirements
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Figure 1. Schematic representation of FRL where N agents follow
a Markovian trajectory and synchronize their parameter every K
time steps.

(Qi et al., 2021; Yang et al., 2019). The key idea is that
the agents collect data, use on-device computation capabil-
ities to locally train the model, and only share the model
updates with the central server. Not sharing data reduces
communication cost and also alleviates privacy concerns.

Recently, there is a growing interest in employing FL for
RL algorithms (also known as FRL) (Nadiger et al., 2019;
Liu et al., 2019; Ren et al., 2019; Xu et al., 2021; Zhang
et al., 2022). Unlike standard supervised learning where
data is collected before training begins, in FRL, each agent
collects data by following its own Markovian trajectory,
while simultaneously updating the model parameters.

To ensure convergence, after every K time steps, the agents
communicate with the central server to synchronize their
parameters (see Figure 1). Intuitively, using more agents
and a higher synchronization frequency should improve the
convergence of training algorithm. However, the following
questions remain to be concretely answered:

1. With N agents, do we get an N-fold (linear) speedup
in the convergence of FRL algorithms?

2. How does the convergence speed and the final error
scale with synchronization frequency K7

While these questions are well-studied (Wang & Joshi, 2021;
Stich, 2018; Qu et al., 2020; Li et al., 2019) in federated su-
pervised learning, only a few works (Wai, 2020; Shen et al.,
2020) have attempted to answer them in the context of FRL.
However, none of them have established the convergence
analysis of FRL algorithms by considering Markovian local
trajectories and multiple local updates (see Table 1).

In this paper, we tackle this challenging open problem
and answer both the questions listed above. We propose
communication-efficient federated versions of on-policy TD,

off-policy TD, and Q-learning algorithms. In addition, we
are the first to establish the convergence bounds for these
algorithms in the realistic Markovian setting, showing a lin-
ear speedup in the number of agents. Previous works (Liu
& Olshevsky, 2021; Shen et al., 2020) on distributed RL
have only shown such a speedup by assuming i.i.d. noise.
Moreover, based on experiments, (Shen et al., 2020) conjec-
tures that linear speedup may be possible under the realistic
Markov noise setting, which we establish analytically. The
main contributions and organization of the paper are sum-
marized below.

* In the on-policy setting, in Section 4 we propose and
analyze federated TD-learning with linear function
approximation, where the agents’ goal is to evaluate a
common policy using on-policy samples collected in
parallel from their environments. The agents only share
the updated value function (not data) with the central
server, thus saving communication cost. We prove a
linear convergence speedup with the number of agents
and also characterize the impact of communication
frequency on the convergence.

* In the off-policy setting, in Section 5 we propose and
analyze the federated off-policy TD-learning and fed-
erated (Q-learning algorithms. Again, we establish a
linear speedup in their convergence with respect to
the number of agents and characterize the impact of
synchronization frequency on the convergence. Since
every agent samples data using a private policy and
only communicates the updated value or QQ-function,
off-policy FRL helps keep both the data as well as the
policy private.

e In Section 6, we propose a general Federated
Stochastic Approximation framework with Markovian
noise (FedSAM) which subsumes both federated TD-
learning and federated ()-learning algorithms proposed
above. Considering Markovian sampling noise poses
a significant challenge in the analysis of this algo-
rithm. The convergence result for FedSAM serves as
a workhorse that enables us to analyze both federated
TD-learning and federated ()-learning. We character-
ize the convergence of FedSAM with a refined analysis
of general stochastic approximation algorithms, funda-
mentally improving upon prior work.

2. Related Work

Single node TD-learning and Q-learning. Most existing
RL literature is focused on designing and analyzing algo-
rithms that run at a single computing node. In the on-policy
setting, the asymptotic convergence of TD-learning was
established in (Tsitsiklis & Van Roy, 1997; Tadi¢, 2001;
Borkar, 2009), and the finite-sample bounds were studied
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Table 1. Comparison of sample complexity results for federated supervised learning (local SGD) and reinforcement learning algorithms.
The possible distributed architectures are: 1) Worker-server, with a central server that coordinates with NV agents; 2) Decentralized, where
each agent directly communicates with its neighboring agents, without a central server; and 3) Shared memory, where each agent modifies
a subset of the parameters of a global model held in a shared memory, that is accessible to all agents. (Recht et al., 2011).

Algorithm Architecture References UIBZZ?::S I\l{la(fiks(::v Sll;ier::;rp
Local SGD ‘Worker-server (Khaled et al., 2020) v’ X v’
Local SGD Worker-server (Spiridonoft et al., 2021) v’ X v’
TD(0) Worker-server | (Liu & Olshevsky, 2021) v’ X v’
Stochastic Approximation Decentralized (Wai, 2020) X v’ X
A3C-TD(0) Shared memory (Shen et al., 2020) X X v’
A3C-TD(0) Shared memory (Shen et al., 2020) X v’ X
TD & Q-learning Worker-server This paper v’ v’ v’

in (Dalal et al., 2018; Lakshminarayanan & Szepesvari,
2018; Bhandari et al., 2018; Srikant & Ying, 2019; Hu
& Syed, 2019; Chen et al., 2021c). In the off-policy set-
ting, (Maei, 2018; Zhang et al., 2020) study the asymptotic
and (Chen et al., 2020a; 2021c) characterize the finite time
bound of TD-learning. The )-learning algorithm was first
proposed in (Watkins & Dayan, 1992). There has been a
long line of work to establish the convergence properties of
Q@-learning. In particular, (Tsitsiklis, 1994; Jaakkola et al.,
1994; Bertsekas & Tsitsiklis, 1996b; Borkar & Meyn, 2000;
Borkar, 2009) characterize the asymptotic convergence of (-
learning, (Beck & Srikant, 2012b; 2013; Wainwright, 2019;
Chen et al., 2020a; 2021c¢) study the finite-sample conver-
gence bound in the mean-square sense, and (Even-Dar &
Mansour, 2004; Li et al., 2020; Qu & Wierman, 2020) study
the high-probability convergence bounds of (-learning.

Federated Learning with i.i.d. Noise. When multiple
agents are used to expedite sample collection, transferring
the samples to a central server for the purpose of training
can be costly in applications with high-dimensional data
(Shao et al., 2019) and it may also compromise the agents’
privacy. Federated Learning (FL) is an emerging distributed
optimization paradigm (Konecny et al., 2016; Kairouz et al.,
2019) that utilizes local computation at the agents to train
models, such that only model updates, not data, is shared
with the central server. In local Stochastic Gradient De-
scent (Local SGD or FedAvg) (McMabhan et al., 2017; Stich,
2018), the core algorithm in FL, locally trained models
are periodically averaged by the central server in order to
achieve consensus among the agents at a reduced communi-
cation cost. While the convergence of local SGD has been
extensively studied in prior work (Khaled et al., 2020; Spiri-
donoff et al., 2021; Qu et al., 2020; Koloskova et al., 2020),
these works assume i.i.d. noise in the gradients, which is
acceptable for SGD but too restrictive for RL algorithms.

Distributed and Multi-agent RL. Some recent works have
analyzed distributed and multi-agent RL algorithms in the
presence of Markovian noise in various settings such as
decentralized stochastic approximation (Doan et al., 2019;
Sun et al., 2020; Wai, 2020; Zeng et al., 2020), TD learning
with linear function approximation (Wang et al., 2020a),
and off-policy TD in actor-critic algorithms (Chen et al.,
2021e;f). However, all these works consider decentralized
settings, where the agents communicate with their neighbors
after every local update. On the other hand, we consider
a federated setting, with each agent performing multiple
local updates between successive communication rounds,
thereby resulting in communication savings. In (Shen et al.,
2020), a parallel implementation of asynchronous advantage
actor-critic (A3C) algorithm (which does not have local
updates) has been proposed under both i.i.d. and Markov
sampling. However, the authors prove a linear speedup only
for the i.i.d. case, and an almost linear speedup is observed
experimentally for the Markovian case.

3. Preliminaries: Single Node Setting

We model our RL setting with a Markov Decision Process
(MDP) with 5 tuples (S,.A,P,R,~), where S and A are
finite sets of states and actions, P is the set of transition
probabilities, R is the reward function, and v € (0, 1) de-
notes the discount factor. At each time step ¢, the system
is in some state Sy, and the agent takes some action A;
according to a policy 7(+|S¢) in hand, which results in re-
ward R (S, A¢) for the agent. In the next time step, the
system transitions to a new state Syt according to the state
transition probability P(-|S, A¢). This series of states and
actions (S, A;)1>0 constructs a Markov chain, which is the
source of the Markovian noise in RL. Throughout this paper
we assume that this Markov chain is irreducible and aperi-
odic (also known as ergodic). It is known that this Markov
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chain asymptotically converges to a steady state, and we
denote its stationary distribution with ™.

To measure the long-term reward achieved by following
policy 7, we define the value function

VT(s)=E | > ¥"R(Si, A¢)[So = 5, Ay ~ w(-[Sy)| . (1)
t=0

Equation (1) is the tabular representation of the value func-
tion. Sometimes, however, the size of the state space |S| is
large, and storing V™ (s) for all s € S is computationally
infeasible. Hence, a low dimensional vector v© € R4,
where d < |S|, can be used to approximate the value
function as V™ (s) ~ ¢(s)'v™ (Tsitsiklis & Van Roy,
1997). Here ¢(s) € RY is a given feature vector corre-
sponding to the state s. Using a low-dimensional vector
v™ to approximate a high-dimensional vector (V7™ (s))ses
is referred to as the function approximation paradigm in
RL. For each (s, a) pair, we also define the Q-function,
Q™ (s,a) = E[} 72 V" R(St, Ar)|So = s, Ag = al, which
will be employed in Q-learning.

3.1. Temporal Difference Learning

An intermediate goal in RL is to estimate the value function
(either (V™ (s))ses or v7™) corresponding to a particular pol-
icy m using data collected from the environment. This task
is denoted as policy evaluation and one of the commonly-
used approaches to accomplish this is Temporal Difference
(TD)-learning (Sutton, 1988). TD-learning is an iterative
algorithm where the elements of a d (or |S], in the tabular
setting) dimensional vector is updated until it converges to
v™ (or V™). This evaluated value function can be employed
in different RL algorithms such as actor-critic (Konda &
Tsitsiklis, 2000). In the on-policy function approximation
setting, the update of the n-step TD-learning is as follows

At+n ~ W("St+n>7 St+n+1 ~ P<'|St+n; At+n)
t+n—1

update Vi1 = vy + ap(S) Z YHR(S), Ay)

=t

+76(Su1) Tve—(S) T ve),

Sample

2

where « is the step size. Note that in this setting, the evaluat-
ing policy and the sampling policy coincide. In contrast, in
the off-policy setting these two policies can in general differ,
and we need to account for this difference while running the
algorithm. We will further expand on TD-learning and its
variants in Sections 4.1 and 5.1.1.

3.2. Control Problem and ()-learning

Assuming some initial distribution ¢ on the state space,
the average value function corresponding to policy 7 is

defined as V™ (§) = Es¢[V™(s)]. This scalar quantity is a
metric of average long-term rewards achieved by the agent,
when it starts from distribution £ and follows policy 7. The
ultimate goal of the agent is to obtain an optimal policy
7m* which results in the maximum long-term rewards, i.e.
m* € argmax, V™ (§). Throughout the paper, we denote
the parameters corresponding to the optimal policy with *,
e.g., V™ (€) = V*(€). The task of obtaining the optimal
policy in RL is denoted as the control problem.

Q-learning (Watkins & Dayan, 1992) is one of the
most widely used algorithms in RL to solve the con-
trol problem. At each time step ¢, -learning pre-
serves a |S|.|A| dimensional table @Q;, and updates it
table as Qii1(s,a) = Qi(St Ar) + a(R(S Ar) +
Y maxg, Qt(5t+1, CL)—Qt(St, At)), if (8, a) = (St, At) and
Qt+1(8,a) = Q¢(s,a) otherwise. The |S||.A| elements of
the vector (); are updated iteratively until it converges to
Q*, corresponding to an optimal policy. Using Q*, one can
obtain an optimal policy via greedy selection.

3.3. Stochastic Approximation and Finite Sample
Bounds

Both TD-learning and Q)-learning can be seen as variants
of stochastic approximation (Chen et al., 2020b; 2019b;a;
2021d; Tsitsiklis, 1994). While generic stochastic approxi-
mation algorithms are studied under i.i.d. noise (Even-Dar
& Mansour, 2004; Shah & Xie, 2018; Wainwright, 2019;
Liu et al., 2015; Dalal et al., 2018), to apply them for study-
ing RL we need to understand stochastic approximation
under Markovian noise (Tsitsiklis, 1994; Qu & Wierman,
2020; Srikant & Ying, 2019; Chen et al., 2021c) which is
significantly more challenging.

For a generic stochastic approximation (i.i.d. or Markovian
noise) with constant step size «, parameter vector X, and
convergent point x*, it can be shown that the algorithm have
the following convergence behaviour

Ellxr —x*|"] < Ci(1 = Coa)” +Coar,  (3)

where Cy, C1, and Co are some problem dependent positive
constants (Look at Appendix A for a discussion on a lower
bound on the convergence of general stochastic approxima-
tion). The first term is denoted as the bias and the second
term is called the variance. According to this bound, xr
geometrically converges to a ball around x* with radius
proportional to Caav. Notice that we can always reduce the
variance term by reducing the step size «, but this will lead
to slower convergence in the bias term. In particular, in
order to get E[||xr — x*||?] < ¢, it is easy to see that we
need 7 > O (%2 log %) sample complexity. Now suppose
the constant C, is large. In this case, the variance term in
the bound in (3) is large, and the sample complexity, which
is proportional to Co will be poor. Notice that by the dis-
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cussion in Appendix A, this bound is tight and cannot be
improved.

This is where the FL can be employed in order to control
the variance term by generating more data. For instance,
in federated TD-learning, multiple agents work together
to evaluate the value function simultaneously. Due to this
collaboration, the agents can estimate the true value function
with a lower variance. The same holds for estimating Q* in
(Q-learning.

4. Federated On-policy RL

4.1. On-policy TD-learning with linear function
approximation

In this section we describe the TD-learning with linear func-
tion approximation and online data samples in the single
node setting. In this problem, we consider a full rank feature
matrix ® € |S| x d, and we denote s-th row of this matrix
with ¢(s), s € S. The goal is to find v™ € R which solves
the following fixed point equation:

OvT =g ((TT)"PV™). (G))

In equation (4), I14 (+) is the projection with respect to the
weighted 2-norm, i.e., II(V) = argmin, cga || v — V||
Here ||V = v VTu™V and p™ is a diagonal matrix
with diagonal entries corresponding to 1. In equation (4),
(7T™)™ denotes the n-step Bellman operator (Tsitsiklis &
Van Roy, 1997). It is known (Tsitsiklis & Van Roy, 1997)
that equation (4) has a unique solution v™, and ®v™ is
“close” to the true value function V™. n-step TD-learning
algorithm, which was shown in (2), is an iterative algorithm
to obtain this unique fixed point using samples from the
environment. Note that in this algorithm states and actions
are sampled over a single trajectory, and hence the noise in
updating v; is Markovian. Furthermore, since the policy
which samples the actions and the the evaluating policy
are both 7, this algorithm is on-policy. As described in
(Tsitsiklis & Van Roy, 1997; Bertsekas & Tsitsiklis, 1996a),
the TD-learning algorithm can be studied under the umbrella
of linear stochastic approximation with Markovian noise.
More recently, the authors in (Bhandari et al., 2018; Srikant
& Ying, 2019) have shown that the update parameter of TD-
learning v, converges to v™ in the form E[||v; — v7||3] <
O((1 = Coa)t + ). In the next section we show how FL
can improve this result.

4.2. Federated TD-learning with linear function
approximation

The federated version of on-policy n-step TD-learning with
linear function approximation is shown in Algorithm 1.
In this algorithm we consider N agents which collabo-
ratively work together to evaluate v™. For each agent
i,9 = 1,2,..., N, we initialize their corresponding pa-

rameters v = 0. Furthermore, each agent i samples
its initial state S§ from some given distribution £. In the
next time steps, each agent follows a single Markovian tra-
jectory generated by policy 7, independently from other
agents. At each time ¢, the parameter of each agent ¢ is
updated using this independently generated trajectory as
Vi, = Vi + a¢(S])E] . Finally, in order to ensure con-
vergence to a global optimum, every K time steps all the
agents send their parameters to a central server. The central
server evaluates the average of these parameters and returns
this average to each of the agents. Each agent then continues
their update procedure using this average.

Notice that the averaging step is essential to ensure syn-
chronization among the agents. Smaller K results in more
frequent synchronization, and hence better convergence
guarantees. However, setting smaller K is equivalent to
more number of communications between the single agents
and the central server, which incurs higher cost. Hence, an
intermediate value for K has to be chosen to strike a balance
between the communication cost and the accuracy. At the
end, the algorithm samples a time step T~ g7, where

Cit

q7(t) = ey a— for
—
/=0

t=0,1,....,T—1 (5
and ¢ > 1 is some constant. Since we have ¢%.(t) > 0
and Z;‘F;OI ¢5(t) = 1, it is clear that ¢%(-) is a probability
distribution over the time interval [0, 7" — 1]. In Theorem
4.1 we characterize the convergence of this algorithm as

a function of a, N, and K. Throughout the paper, O()
ignores the logarithmic terms.

Algorithm 1 Federated n-step TD (On-policy, Function
Approx.)
1: Input: Policy 7, &
2: Inmitialization: v, = 0 and S ~ £ and {A], S}, |} ~
mfor0 <Il<n-—1landalli
3: fort =0toT — 1do
4. fori=1,...,Ndo

5: Sample Aj., ~ 7w([Si,) Stinr  ~
P(IStn, Abin) o o
6: e = R(S}, A}) +v9(S, )Tvi—p(SH)TvE for
l=t,...,t+n—1
: Ef,= = 7H€i,l
8 vip=vi+ad(SHE],

9: end for
10: ift+ 1 mod K = 0 then

1 1 N j .
11 Vijl ¢ N 21 Vis1: Vi € [N]
12:  end if
13: end for

14: Sample 7" ~ q]%TDL '
15: Return: 3 37,0, v
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Theorem 4.1. Let v = % sz\i1 viT denote the average

of the parameters across agents at the random time T. For
small enough step size o, and T > O(log L), there exist
constant crpr, € (0,1) (see Section C.1 for precise state-
ment), such that we have

ar?

1
Elvz — v* 3] <CIP (1 - acTP")T +cfPr e

+C3 PH(K — 1)o7, + Cf Pr a7,
where CZ-TDL, i = 0,1,2,3,4 are problem dependent
constants, and 7, = O(log(1/a)). By choosing o =
O(%) and K = T/N, we achieve E[||v;—v™||3] < e
withinT = O (Nie) iterations.

For brevity purposes, here we did not show the exact depen-
dence of the constants Cl-TDL, 1 =0,1,2,3 on the problem
dependent constants. For a discussion on the detailed ex-
pression look at Section C.1 in the appendix.

Theorem 4.1 shows that federated TD-learning with linear
function approximation enjoys a linear speedup with respect
to the number of agents. Compared to the convergence
bound of general stochastic approximation in (3), the bound
in Theorem 4.1 has three differences. Firstly, the variance
term which is proportional to the step size « is divided
with the number of agents /N. This will allow us to control
the variance (and hence improve sample complexity) by
employing more number of agents. Secondly, we have
an extra term which is zero with perfect synchronization
K = 1. Although this term is not divided with N, but it
is proportional to o, which is one order higher than the
variance term in (3). Finally, the last term is of the order
O(a?), which can be handled by choosing small enough
step size.

Furthermore, according to the choice of K in Theorem 4.1,
after 71" iterations, the communication cost of federated TD is
T/K = N. However, by employing federated TD-learning
in the naive setting where all the agents communicate with
the central server at every time step, the communication cost
will be O(T'). Hence, we observe that by carefully tuning
the hyper parameters of federated TD, we can significantly
reduce the communication cost of the overall algorithm,
while not loosing performance in terms of the sample com-
plexity.

Finally, federated TD-learning Algorithm 1 preserves the
privacy of the agents. In particular, since the single agents
only require to share their parameters v 11, the central
server will not be exposed to the state-action-reward tra-
jectory generated by each agent. This can be essential in
some applications where privacy is an issue (Mothukuri
et al., 2021; Truex et al., 2019). Examples of such applica-
tions include autonomous driving (Liang et al., 2019; Zhao
et al., 2021), Internet of Things (IoT) (Nguyen et al., 2021;

Ren et al., 2019; Wang et al., 2020b), and cloud robotics
(Liu et al., 2019; Xu et al., 2021).

Remark. In algorithm 1, the randomness in choosing T is
independent of all the other randomness in the problem.
Hence, in a practical setting, one can sample T ahead of
time, before running the algorithm, and stop the algorithm
at time step T and output v;. By this method, we require
only a single data point to be saved, which results in the
memory complexity of O(1) for the algorithm.

5. Federated Off-Policy RL

On-policy TD-learning requires online sampling from the
environment, which might be costly (e.g. robotics (Gu et al.,
2017; Levine et al., 2020)), high risk (e.g. self-driving cars
(Yurtsever et al., 2020; Maddern et al., 2017)), or unethical
(e.g. in clinical trials (Gottesman et al., 2019; Liu et al.,
2018; Gottesman et al., 2020)). Off-policy training in RL
refers to the paradigm where we use data collected by a
fixed behaviour policy to run the algorithm. When employed
in federated setting, off-policy RL has privacy advantages
as well (Foerster et al., 2016; Qi et al., 2021; Zhuo et al.,
2019). In particular, suppose each single agent attains a
unique sampling policy, and they do not wish to reveal
these policies to the central server. In off-policy FL, agents
only transmit sampled data, and hence the sampling policies
remain private to each agent.

In Section 5.1 we will discuss off-policy TD-learning and
in Section 5.2 we will discuss @-learning, which is an off-
policy control algorithm. For the off-policy algorithms,
we only study the tabular setting. Notice that it has been
observed that the combination of off-policy sampling and
function approximation in RL (also known as deadly triad
(Sutton & Barto, 2018)) can result in instability or even di-
vergence (Baird, 1995). Recently there has been some work
to overcome deadly triad (Chen et al., 2021b). Extension of
our work to function approximation in the off-policy setting
is a future research direction.

5.1. Federated Off-Policy TD-learning

In the following, we first discuss single-node off-policy TD-
learning, and then we generalize it to the federated setting.

5.1.1. OFF-POLICY TD-LEARNING

In off-policy TD-learning the goal is to evaluate the value
function V™ = (V7™ (s))ses corresponding to the policy 7
using data sampled from some fixed behaviour policy 7. In
this setting, the evaluating policy 7 and the sampling policy
T, can be arbitrarily different, and we need to account for
this difference while performing the evaluation. Although
7 and 7, can be different, notice that the value function
V7™ does not depend on 7. In order to account for this
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difference, we introduce the notion of importance sampling
m(als)

as 3°(s,a) = =5 (al5) which is employed in the off-policy
TD-learning.

Recently, several works studied the finite-time convergence
of off-policy TD-learning. In particular, the authors in (Kho-
dadadian et al., 2021; Chen et al., 2021c; 2020b; 2021d)
show that, similar to on-policy TD, off-policy TD-learning
can be studied under the umbrella of stochastic approxi-
mation. Hence, this algorithm enjoys similar convergence
behaviour as (3).

5.1.2. FEDERATED OFF-POLICY TD-LEARNING

The federated version of n-step off-policy TD-learning is
shown in Algorithm 2. In this algorithm, each agent ¢ at-
tains a unique (and private) sampling policy 7* and fol-
lows an independent trajectory generated by this policy.
Furthermore, at each time step ¢, each agent ¢ attains a |S|-
dimensional vector V? and updates this vector using the sam-
ples generated by 7. In order to account for the off-policy
sampling, each agent utilizes 3( (S?, A?) = % i
the update of their algorithm. We further define J,.x =
maxs q 30 (s,a), which is a measure of discrepancy be-
tween the evaluating policy 7 and sampling policy 7% of all
the agents.

In order to ensure synchronization, all the agents transmit
their parameter vectors to the central server every K time
steps. The central server returns the average of these vec-
tors to each agent and each agent follows this averaged
vector afterwards. Notice that in federated off-policy TD-
learning Algorithm 2, each agent share neither their sam-
pled trajectory of state-action-rewards, nor their sampling
policy with the central server. This provides two levels
of privacy for the single agents. At the end, the algo-
rithm samples a time step T ~ q7P, where the distri-
bution ¢% is defined in (5) and crp = 1 — O“P%, where

0.5¢/*(2— pimin (1—y" 1))

D = 1 —
4 \/f 1+ 2—ppin A=yt )2

2 2pmin (1= T

note fiyin = ming ; u” ( ). The constant crp, is carefully
chosen to ensure the convergence of Algorithm 2. Further-
more, for small enough step size «, it can be shown that
O<crp <l

Theorem 5.1 states the convergence of this Algorithm.
Theorem 5.1. Consider the federated n- step K;f policy TD-
learning Algorithm 2. Denote Vi = Zl 1 VZ For
small enough step size o and large enough T, we have

. Here, we de-

72 tor L 1 TDr 0475
E[[Vy = VT <Ci 77 —cpp +C 77—+
o N
+ 3P (K —1)a’7,,
TDr  _  ATDr _ Jan® TDr  _
where C; = C e b Cy =

Algorithm 2 Federated n-step TD (Off-policy Tabular Set-
ting)
1: Input: Policy 7, &
2: Initialization: V) = 0 and S ~ ¢ and {4}, S
mifor0<{<mn—1andalli
3: fort =0toT — 1do

li—&-l} ~

4. fori=1,...,N do
5 Sample At+n ~  mC1Sn) Sttt ~
) |Stt+n> 4t+n) L
L= R(SiAD4AVI(SE ) — Vi(S])
7: Update Vi, (s) = Vi(s) +

a STt I 3O (SE, Al)] el if s = S
and Vi (s ) = V(s) otherwise.

8: end for

9: ift+ 1 mod K = 0 then

) 1N
10: Vig < § 2im t+1,Vz€[ ]
11:  endif
12: end for

13: Sample 7" ~ q7 P .
14: Return: £ 3% v

STDr 30 S| log (IS])  »TDr _ aTDr 3315°IS|? log?(IS])
C] ,cIPr = ¢l

Bon (1=7)4 Pmin(1=7)8
and CiT T4 = 1,2,3 are universal problem indepen-
dent constants. In addition, choosing a = %
and K = T/N, we have E[||[V; — V™||2] < € after

T 0(1 970 21S|? log? (1S])

iterations.
Ne' pb,.(1—7)°

The proof is given in Section C.2 in the appendix.

Note that similar to on-policy TD-learning Algorithm 1,
off-policy TD-learning also enjoys a linear speedup while
maintaining a low communication cost. In addition, this
algorithm preserves the privacy of the agents by holding
both the data and the sampling policy private.

5.2. Federated ()-learning

So far we have discussed policy evaluation problem with
on and off-policy samples. Next we aim at solving the
control problem by employing the celebrated ()-learning
algorithm (Watkins & Dayan, 1992; Tsitsiklis, 1994). In
the next section we will explain the ()-learning algorithm.
Further, in Section 5.2.2 we will provide a federated version
of Q-learning along with its convergence result.

5.2.1. Q-LEARNING

The goal of Q)-learning is to evaluate Q*, which is the unique
@-function corresponding to the optimal policy. Knowing
@*, one can obtain an optimal policy through a greedy
selection (Puterman, 2014), and hence resolve the control
problem.
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Suppose {S¢, A }>0 is generated by a fixed behaviour pol-
icy mp. At each time step ¢, Q-learning preserves a |S|.|A|
table @Q; and updates the elements of this table as shown in
Section 3.2. By assuming 7 to be an ergodic policy, the
asymptotic convergence of (); to Q* has been established
in (Bertsekas & Tsitsiklis, 1996b). Furthermore, it can be
shown that @)-learning is a special case of stochastic ap-
proximation and enjoys a convergence bound similar to (3)
(Beck & Srikant, 2012a; Li et al., 2020; Qu & Wierman,
2020; Chen et al., 2021c).

Two points worth mentioning about the ()-learning algo-
rithm. Firstly, (Q-learning is an off-policy algorithm in the
sense that only samples from a fixed ergodic policy is needed
to perform the algorithm. Secondly, as opposed to the TD-
learning, the update of the Q)-learning is non-linear. This
imposes a sharp contrast between the analysis of ()-learning
and TD-learning (Chen et al., 2019a).

5.2.2. FEDERATED (Q-LEARNING

Algorithm 3 provides the federated version of -learning.
We characterize its convergence in the following theorem.

Algorithm 3 Federated )-learning

1: Input: Sampling policy 7} fori = 1,2,..., N, initial
distribution £

2: Initialization: Q} = 0 and S ~ & for all i

3: fort=0toT — 1do

4. fori=1,...,Ndo

5: Sample A} ~ i (-|S}),

6 Update  Qi11(s,a) = Qi(Si, Ab)+
o [R(S1, A1) +ymaxa QH(SEir, @) — QU(SE AD],
if (s,a) = (S, A) and Qiy1(s,a) = Qi(s,a)
otherwise.

7 end for

8: 1ft+1modK—Othen

9 Qt+1<_NZJ 1Qt+1,Vi€[N]

10:  endif

11: end for

12: Sample: 7' ~ ¢7°

o
13: Return: 3,0, QF

Sti+1 ~ P(-\Sf,Ai)

Theorem 5.2. Consider the federated Q-learning Algo-

rithm 3 with cq = 1 — =22 € (0,1) , where g =

1 0561/4(2 Hmm(l 'Y))
\/\[ E— v))z

T 2pmmin (1= 7)
ming 4 ; 4™ ()71'"(

N
s). Denote Q7 = >, Q%

small enough step size o and large enough T, we have

and we denote limin

For

ar?
E[|Qs — QI3 < CQ ch +C5 = +CF (K — aPr,
where C1 = C1 7%““(1 L c = CQ 7‘5“02‘;1 (‘5)‘2, C?? =

CQ M and CQ 1 = 1,2, 3 are universal problem

" a1

8log(NT)
T
Q2] < e wwi?hin
ol <

independent constants. In addition, choosing o =
and K = T/N, we have E[||Q4 —

T—=0 (L IS|? 10g?(|S))

Ne' @5 (1=)? ) iterations.

According to Theorem 5.2, federated )-learning Algorithm
3, similar to federated off-policy TD-learning, enjoys lin-
ear speedup, communication efficiency as well as privacy
guarantees. We would like to emphasize that the update of
(Q-learning is non-linear. Hence the result of Theorem 5.2
cannot be derived from Theorems 4.1 and 5.1.

6. Generalized Federated Stochastic
Approximation

In this section we study the convergence of a general fed-
erated stochastic approximation for contractive operators,
FedSAM, which is presented in Algorithm 4. In this algo-
rithm there are N agents ¢ = 1,2,..., N. At each time
step t > 0, each agent 4 maintains the parameter 8 € RY.
At time t = 0, all agents initialize their parameters with
06 = 6. Next, at time ¢ > 0, each agent ¢ updates its param-
eter as 0, = 0 + a (G'(],y}) — 0; + b'(y})). Here
a denotes the step size, and y; is a noise which is Marko-
vian along the time ¢, but is independent across the agents
1. This notion is defined more concretely in Assumption
6.4. We note that functions G'(-, -) and b’(-) are allowed
to be dependent on the agent ¢. This allows us to employ
the convergence bound of FedSAM in order to derive the
convergence bound of off-policy TD-learning with different
behaviour policies across agents. In order to avoid diver-
gence, every K time steps we synchronize the parameters
of all the agents as 0} « 6, = & Zjvzl 0], forall i € [N].
Note that although smaller K corresponds to more frequent
synchronization and hence more “accurate” updates, at the
same time it results in a higher communication cost, which
is not desirable. Hence, in order to determine the optimal
choice of synchronization period, it is essential to charac-
terize the dependence of the convergence on K. This is one
of the results which we will derive in Theorem B.1. Finally,

the algorithm samples 7' ~ ¢5., where ¢5.(t) = X:T%tc_tl
and outputs ;. This sampling scheme is essential for the
convergence of overall algorithm. We further make some

assumptions regarding the underlying process.

First, we assume that the expectation of G*(0,y?!) geometri-
cally converges to some function G¥(8) and the expectation
of b(y!) geometrically converges to 0. In particular, we
have the following assumption.

Assumption 6.1. For every agent i, there exist a function
G*(0) such that we have

lim E[G(6,y})] = G'(6)
Jim E[b(y})] = 0. (6)
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Algorithm 4 Federated Stochastic Approximation with
Markovian Noise (FedSAM)
1: Input: cpsan, 1,600, K,
2: 06 =6@qforalli=1,...,N.
3: fort=0to7 — 1do
4 0., =0;+a(G(0],yi)—0; +Dbi(y),Vice
(V]

5:  ift+ 1 mod K = 0 then _

6: 0, =012 %Y 0/, Vie[N]
7:  endif

8: end for

9:

Sample T ~ ¢5754 (),
N
10: Return:  >°;°, 67

Furthermore, there exists my, mg > 0 and p € [0, 1), such
that foreveryt =1,2,..., N,

IG*(0) — E[G'(8,y1)]llc < m1lBllcp’
B (vl < map',

where || - || is a given norm.

)

Next, we assume a contraction property on the expected
operator G*(6).

Assumption 6.2. We assume all expected operators G*()
are contraction mappings with respect to || - || with contrac-
tion factor 7. € (0,1). Thatis, foralli =1,2,..., N,

IG'(61) — G'(2)]|c < 7ell01 — B2, V61,0, € RE.

Next, we consider some Lipschitz and boundedness proper-
ties on G*(-,-) and b’(-).

Assumption 6.3. Forall: = 1,..., N, there exist constants
A1, As and B such that

L |G'(61,y") — G'(0a,y" )|l < Ai1[|61 — 2], for all
013027}’1'

2. |GH(0,y")|| < As]|6]|. for all 0, y".
3. |[bi(y")[lc < Bforall y*.

Remark. By Assumption 6.2 and due to the Banach fixed
point theorem, G*(-) has a unique fixed point for all i =
1,2,..., N. Furthermore, by Assumption 6.3, we have
G(0,y) = 0. Hence the point 0 is the unique fixed point
of Gi(-).

Finally, we impose an assumption on the random data y?.

Assumption 6.4. We assume that the Markovian noise y!
(Markovian with respect to time t) is independent across
agents 7. In other words, for all measurable functions f(-)
and g(-), we assume the following

Ee [f(y)) X 9(y])] = Ber [f(yD)] X Borlg(y])],
forall r < t,i # j.

Theorem 6.1 states the convergence of Algorithm 4.

Theorem 6.1. Consider the federated stochastic approxi-
mation Algorithm 4 with cpsans = 1— 282 € (0,1) (p2 is
defined in Equation (14) in the appendix), and synchroniza-
tion frequency K. Denote 0; = % Zszl 0}, and consider
0 as the output of this algorithm after T iterations. As-
sume 7o, = [2log, 2. For T > max{K + 74,27} and
small enough step size o, we have
1 7 at?
E[]|67]12] Sclacﬁs%{}ﬂ + O + G(K — 1)’
+ Cua372, )]

where C;, i = 1,2,3,4 are some constants which are
specified precisely in Appendix B, and are independent

. 8log(NT
of K,a, N. Choosing o = % and K = T/N,

we get T = @) (ﬁ) sample complexity for achieving
E[|6]I7] < e

Theorem 6.1 establishes the convergence of 8 to zero in
the expected mean-squared sense. The first term in (8) con-
verges geometrically to zero as T grows. The second term
is proportional to o similar as (3). However, the number
of agents N in the denominator ensures linear speedup,
meaning that for small enough « (such that o/ N is the dom-
inant term), the sample complexity of each individual agent,
relative to a centralized system, is reduced by a factor of
N. The third term has quadratic dependence on «, and is
zero when we have perfect synchronization, i.e. K = 1.
The last term is proportional to o3, and has the weakest
dependency on the step size a. For K > 1 we can merge
the last two terms by upper bounding o < a2. The current
upper bound, however, is tighter since with K = 1 (i.e.
perfect synchronization) we have no term in the order o
Note that similar bounds (sans the last o® term) have been
established for the simpler i.i.d. noise case in the federated
setting (Khaled et al., 2020; Koloskova et al., 2020). Conse-
quently, we achieve the same sample complexity results for
the more general federated setting with Markov noise.
Remark. The bound in Theorem 6.1 holds only after 7' >
max{ K +7,, 27, } and for all synchronization periods X >
1. At K =1 the third term in the bound goes away, and we
will be left only with the first order term, which is linearly
decreasing with respect to the number of agents N, and the
third order term @(a3). The last term, however, is not tight
and can be further improved to be of the order O(a’), j > 3.
However, for that we need to assume larger 7, which means
the bound only hold after a longer waiting time. In particular,
by choosing 7, = [rlog, o], we can get O(a?"~1) for the
last term (see the proof of Lemma B.2).
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Appendices

The appendices are organized as follows. In section A we discuss the lower bound on the convergence of general stochastic
approximation. In Section B we derive the convergence bound of FedSAM algorithm. Next, we employ the results in
Section B to derive the convergence bounds of federated TD-learning in Section C and federated -learning in Section D.

A. Lower Bound on the Convergence of General Stochastic Approximation

In this section we discuss the convergence of general stochastic approximation. In this discussion we provide a simple
stochastic approximation with iid noise which can give insight into the general convergence bound in (3). In particular, we
show that the convergence bound in (3) is tight and cannot be improved.

Consider a one dimensional random variable X with zero mean E[X] = 0 and bounded variance E[X?] = o2. Consider the
following update

Ty = o + (X —xy), t>0, 9

where we start with some fixed deterministic xy and X, is a an iid sample of the random variable X. It is easy to see that the
update (9) is a special case of the update of the general stochastic approximation with the fixed point * = 0.

By expanding the update (9), we have
ry = (1 —a)lzg+ aZ(l —a)7F X,

Hence, we have

t—1

2
7 =(1—a)*zd + ( Z ) k_le> +2a(1 — a)'zg Z(l —a)7F X

k=0

Taking expectation on both sides, and using the zero mean property of Xy, we have

t—1 2
E[z?] =(1 — a)?z3 + o <Z ) lek)

0
t—1 t—1
=1 —a)*z2 + o’E Z At—k—1) x2 4 Z (1—a)?=FF=2x, X,
k=0 k,k/=0,k#k!
t—1 t—1
=1 —a)*z2 + a? (1—a)2t=k=Dg2 4 Z (1 — ) 2R X, |E[X}] (iid property)
k=0 k,k'=0,k#k!
t—1
=(1-a)?2 +a (Z(l - a)z(t_k_l)a2> (zero mean)
k=0
1—(1—a)?
_ 2,2 . 2 2
—(1 O[) xo + oo m
1—(1—a)?
2 2, 2
= 1 —_— —
z5(l—a)* 4o 5.
ao? o?
:(x%—Q_a)(l—a)2t+moe. (10)
——
T :bias T’ :variance

It is clear that (10) has the same form as the bound in (3) with 7} as the geometric term which converges to zero as ¢ — oo,
and 75 term proportional to the step size a. In addition, note that in the above derivation, we did not use any inequality, and
hence the bounds in (10) as well as (3) are tight.
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B. Analysis of Federated Stochastic Approximation

First, we restate Theorem 6.1 with explicit expressions of the different constants.

Theorem B.1. Consider the FedSAM Algorithm 4 with cpsay = 1 — C‘gQ (2 is defined in (14)), and suppose Assumptions
6.1, 6.2, 6.3, 6.4 are satisfied. Consider small enough step size o which satisfies the assumptions in (21), (23), (32), (35).

Furthermore, denote 7, = [2log, |, and take large enough T' such that T > max{K + 74,27, }. Then, the output of the
FedSAM Algorithm 4, 0. = % fil 0%, satisfies

2
«

Bj0s2 < (1- 222)T 1 0% 40y (K — 1)atr, + Cio®r2, (an
«@ 2 N
2
where C; = 16u3mM0(logp 14 é), My, = é (c%f (B + (Ay +1) (”00”0 + %)) + |60||§>,
Cy = 8uzy (Cs + 5 +Ci2) /o2, and  C3 = 80B2Cy7u?,, (1 + %) Jp2 and Cy =
8uZ,, (07 + C11 + 0.502C2 + C3C10 + 2C1C5C10 + 3A1C5 + 013) /2. Here the constants

Ucm,lcm7g02,01703,07,08,097010,011,012,0137017,3 are problem dependent constants which are defined in
the following proposition and lemmas.

Next, we characterize the sample complexity of the FedSAM Algorithm 4, where we establish a linear speedup in the
convergence of the algorithm.

Corollary B.1.1. Consider FedSAM Algorithm 4 with fixed number of iterations T and step size o = %. Suppose T

is large enough, such that « satisfies the requirements of the step size in Theorem B.1 and T > 47,. Also take K = T/N.
Then we have E[||0;]|2] < e after T = O (5x) iterations.

Corollary B.1.1 establishes the sample and communication complexity of FedSAM Algorithm 4. The O(1/(N¢)) sample
complexity shows the linear speedup with increasing N. Another aspect of the cost is the number of communications
required between the agents and the central server. According to Corollary B.1.1, we need T/N = @(N ) rounds of
communications in order to reach an e-optimal solution. Hence, even in the presence of Markov noise, the required number
of communications is independent of the desired final accuracy €, and grows linearly with the number of agents. Our result
generalizes the existing result achieved for the simpler i.i.d. noise case in (Khaled et al., 2020; Spiridonoff et al., 2021).

In the following sections, we discuss the proof of Theorem B.1. In Section B.1, we introduce some notations and preliminary
results to facilitate our Lyapunov-function based analysis. Next, in Section B.2, we state some primary propositions, which
are then used to prove Theorem B.1. In Sections B.3,B.4,B.5, we prove the aforementioned propositions. Along the way, we
state several intermediate results, which are stated and proved in Sections B.6 and B.7, respectively.

Throughout the appendix we have several sets of constants. The constants C;,i = 1,...,17 are problem dependent
constants which we define recursively. The final constants which appears in the resulting bound in Theorem B.1 are shown
as C;,i = 1,...,4. Finally, the constant c is used in the sampling of the time step 7.

B.1. Preliminaries

We define the following notations:

. 0,2 % Zi\il 0; : virtual sequence of average (across agents) parameter.

« O, ={6},...,6}: set of local parameters at individual nodes.

* Y, ={y!,...,y }: Markov chains at individual nodes.

* u': the stationary distribution of y? as t — oc.

* G(O,Y) £ % Ef\il G(0,y!): average of the noisy local operators at the individual local parameters.
* G(6,Y,) = 4 Ziil Gi(6;,y?) : average of the noisy local operators at the average parameter.

* b(Y,) 2 L SN bi(yi) : average of Markovian noise.
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c G(Oy) £ % Zf\;l G(0) : average of expected operators evaluated at the local parameter.

« G(6) £ & S°N . Gi(8;) : average of expected operator evaluated at the average parameter.

e 0* = 0 is the unique fixed point satisfying 8* = Gf(@*) forall i =1,..., N. Note that this follows directly from
the assumptions. In particular, by Assumption 6.2, G¥(-) is a contraction, and hence by Banach fixed point theorem
(Banach, 1922), there exist a unique fixed point of this operator. Furthermore, by Assumption 6.3, we have

IG (0)lle = [Eynyus[GT(O, ¥)]le < Bypus

Gi(oa Y) Hc < A2Ey~u" [

0||.] = 0.
Hence G(0) = 0 and O is the unique fixed point of the operator G*(-).

« AL=60: -0, Ar=ESN AL Q=L SN (A2 measures of synchronization error.

Throughout this proof we assume || - |- as some given norm. E;[] £ E[:|F;], where F; is the sigma-algebra generated by

Generalized Moreau Envelope: Consider the norm || - ||. which appears in Assumptions 6.1-6.3. Square of this norm need
not be smooth. Inspired by (Chen et al., 2020a), we use the Generalized Moreau Envelope as a Lyapunov function for the
analysis of the convergence of Algorithm 4. The Generalized Moreau Envelope of f(-) with respect to g(+), for ¢ > 0, is
defined as

1
MY — mi - — . 12
§°(x) = min {f(u)+wg(x U)} (12)
Let f(x) = %[|x/|2 and g(x) = ||x||2, which is L-smooth with respect to || - ||; norm. For this choice of f, g, M}l’g() is

essentially a smooth approximation to f, which is henceforth denoted with the simpler notation M (-). Also, due to the
equivalence of norms, there exist s, ucs > 0 such that

lcsH : ||a < || : ||c < ch” : ||5 (13)

We next summarize the properties of M (-) in the following proposition, which were established in (Chen et al., 2020a).
Proposition B.1 ((Chen et al., 2020b)). The function M (-) satisfies the following properties.

(1) M(-) is convex, and ﬁ-smooth with respect to || - ||s. That is, M(y) < M(x) + (VM (x),y — x) + ﬁ”x —yl|? for
allx,y € R%.

(2) There exists a norm, denoted by || - ||, such that M (x) = 3 ||x||2,.

(3) Let Loy, = (14 02)Y? and e, = (1 + ypu2,)Y2. Then it holds that Lo, || - ||m < || - le < tem|| - ||m-

By Proposition B.1, we can use M (-) as a smooth surrogate for 1|| - ||2. Furthermore, we denote

T
1492

/2 114L(1 + Yu?))

1
P1 pa=1=7p", and 3= — em (14)

Note that by choosing % > 0 small enough, we can ensure 2 € (0,1).

B.2. Proof of Theorem B.1

In this section, first we state three key results (Propositions B.2, B.3, B.4). These are then used to prove Theorem B.1. The
first step of the proof is to characterize the one-step drift of the Lyapunov function M (), with the parameters generated by
the FedSAM Algorithm 4, which is formally stated in the following proposition.

Proposition B.2 (One-step drift - I). Consider the update of the FedSAM Algorithm 4. Suppose the assumptions 6.1, 6.2,
6.3, and 6.4 are satisfied. Consider T = [2 log, o and t > 27, we have

Et—2r [M(6:41)]
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2LA L(A; +1) 6Lu? (As + 1)?
2 2 2 2 1 2 2 cm 2
. (1 oot - - et s B e e
moL
+0” (2 ) Buor (160 — 60 < |lc] (15)
1/)1
C3
t o (M +ady (1+ % ) +a(Ar +1) (% +2) +3mia > Ey 5. [||6; — 6r-||?] (16)
Cy
L 3u?, 3 Lu? 34202
— Ai+1)+ A om ] [¢) 17
rogg (G +3) v+ ae o+ 2 Jmw) an
Cs
L 3
. Uem | 5 (A1 + 1) + myar ) Ee_or[Q4—r] (18)
2lcs CS
Cs
2 72
m3uZ, L ol
1
T 1
%,_/
C7
1 3L
5 (1 2 ) @®Eear [IBOYIE). o)
\—,_/
Cy
where (1, (2, (3, and (4 are arbitrary positive constants.
Proof. The proof of Proposition B.2 is presented in full detail in Section B.3. O

Before discussing the bound in its full generality, we discuss a few special cases.

* Perfect synchronization (K = 1) with i.i.d. noise: since 2; = 0 for all ¢, 7 = 0 (independence across time), and
C7 = 0 (see Lemmas B.2 and B.5 in Section B.6), the terms (15), (16) (17),(18), (19) will not appear in the bound,
which is the form we get for centralized systems with i.i.d. noise (Rakhlin et al., 2012).

* Infrequent synchronization (K > 1) with i.i.d. noise: 7 = 0, and C7 = 0, the terms (15), (16),(18), (19) will not
appear in the bound, which is the form we get for federated stochastic optimization with i.i.d. noise (Khaled et al.,
2020).

* Perfect synchronization (K = 1) with Markov noise: since €2; = 0 for all ¢, the bound in Proposition B.2 generalizes
the results in (Srikant & Ying, 2019; Chen et al., 2021c¢).

Next, we substitute the bound on ||@; — 6;_ .|| (Lemma B.6) and ||@; — 0;_,||? (Lemma B.7) to further bound the one-step
drift. Establishing a tight bound for these two quantities are essential to ensure linear speedup.

Proposition B.3 (One-step drift - I). Consider the update of the FedSAM Algorithm 4. Suppose Assumptions 6.1, 6.2, 6.3,
and 6.4 are satisfied. Define C15(T) = <6mll2L“°'" I 5.2 TN 144( A3 +1)Cyu? ) 72, For

2912,

. 1 P2
< 21
@ =t { 3607 (A2 + 1) 2C15(7) } : D

7 = [2log, o], and t > 27, we have

2

t
Ei—or [M(6141)] < (1 — cwp2) Ey—or [M(0)] + 014(7)044 + 016(7_)% +aCyr Z Ei—or[Q%],
k=t—r
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2
c

where Cia(r) = (07 4 Oy +0.502C2 + 3010 + 20, C5Ch0 + 3410 + Oy + Cg b2 2m§oz2) 72 Cig(r) =

o
2 2
(08 u”é’f + % + C’lz) 72 and C17 = (3A1C3 + 8A3C, + C5 + Cg). Here we define Co = Sulng, Cio = zi?ff—ci’),
CciCiu2 Cyu2, B? 4C4ul ,m3
Cn = =2 <§u°ﬂ, Cpp =12 4;;D —, C13 = ‘11‘2,34(?3]3;52‘
Proof. The proof of Proposition B.3 is presented in full detail in Section B.4. O

Conditional expectation E;_5,[-]. The conditional expectation E;_o[-] used in Proposition B.3 is essential when dealing
with Markovian noise. The idea of using conditional expectation to deal with Markovian noise is not novel per se. In the
previous work (Bhandari et al., 2018; Srikant & Ying, 2019; Chen et al., 2021c), conditioning on ¢ — 7 is sufficient to
establish the convergence results. Due to the mixing property (Assumption 6.1), the Markov chain geometrically converges
to its stationary distribution. Therefore, choosing “large enough” 7, and conditioning on ¢t — 7, one can ensure that the
Markov chain at time ¢ is “almost in steady state.” However, in federated setting, conditioning on ¢t — 7 results in bounds
that are too loose. In particular, consider the differences ||6; — 6;_, || and ||@; — 8;_.||? in (15) and (16) respectively. In
the centralized setting, as in (Bhandari et al., 2018; Srikant & Ying, 2019; Chen et al., 2021c), these terms can be bounded
deterministically to yield < o2 bound. However, in the federated setting, this crude bound does not result in linear speedup
in N. In this work, to achieve a finer bound on ||8; — 6;_||., we go 7 steps further back in time. This ensures that the
difference behaves almost like the difference of average of i.i.d. random variables, resulting in a tighter bound (see Lemma
B.6). By exploiting the conditional expectation E; o, -], we derive a refined analysis to bound this term as O(a? /N + a?),
which guarantees a linear speedup (see Lemmas B.6 and B.7).

Taking total expectation in Proposition B.3 (using tower property), we get

E[M(0:51)] < (1 — aps)E[M(8,)] + Cra(r)a* + 016(7)%2 + aCiy Z E[Qx] (22)

k=t—T1

To understand the bound in Proposition B.3, consider the case of K = 1 (i.e. full synchronization). In this case we have €); =
0 for all i, and the bound in Proposition B.3 simplifies to E [M (0;+1)] < (1 — aa) E[M(6;)] + Cra(7)a?® + 016(7')%2.
This recursion is sufficient to achieve linear speedup. However, the bound in Proposition B.3 also include terms which are
proportional to the error due to synchronization. In order to ensure convergence along with linear speedup, we need to
further upper bound this term with terms which are of the order O(a*(K — 1)) and M (6;). The following lemma is the
next important contribution of the paper where we establish such a bound for weighted sum of the synchronization error.
Notice that the weights {w; } are carefully chosen to ensure the best rate of convergence for the overall algorithm.

Proposition B.4 (Synchronization Error). Suppose T > K + 7. For a such that

a? < min {1 In(5/4) }
= w3 21+ Ay)(K —1)2)’

a2(logp(a) + 1) < %, (23)
1 4
a’(log,(a) + 1)% exp (apsy (2log, o + 1)) < & exp <—gpg 2(111(<5F//~1))> :
1

P2

here v = ——22——
w 80/‘1201771,27” ’

the weighted consensus error satisfies

2017« - 10C 4map 1 &
17 2 P2 17 2
D we | D E| <a’B 1+ THD(K = 1)+ 5— > wEM(6,). 24
¥2 Tt:2‘r tle_tT é] B ©2 < B(l—p)>( )( ) 2‘/]/th:; t ( t) ( )

Proof. The proof is presented in Section B.5. O

Finally, by incorporating the results in Propositions B.2, B.3, and B.4, we can establish the convergence of FedSAM in
Theorem B.1.
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Proof of Theorem B.1. Assume wg = 1, and consider the weights w; generated by the recursion w; = wy_1 (1 — w) _1.
Multiplying both sides of (22) by 21;; , and rearranging the terms, we get

e

2wy Q2 2wy
EM6;) < — (1 - —)EM(6;) — —EM(O
wEM(8,) < 2t (1= 72 ) EM(6) — “CLEM(0141)
2wy 4 a? 2w aeCh7
— — ) +=—— > E[Q
i ap2 (CM(T)a +016(T)N) " a2 ST, @
2 2w, 3 « 2w C'y7 i
= — w1 EM —wEM — — E[Q 2
oy [ EM(O) — wEM(80)] + Tt (Culna + Co(n) ) + =22 30 B0, @9

l=t—T1

where we use w;_1 = w; (1 — %) Summing (25) over t = 27 to T (define Wr = ZtT:QT wy), we get

T
1
—_— E EM(6
Wrp tzszt (6:)
2 2 ay 1«
< Wor_1EM (02,) — wrEM (0 + = (Cu(m)a?® + (1) = | — w
(wZWT[ 2r—1EM (627) — wrEM (6741)] - ( 14(7) 16( )N) W 227 ¢
T ¢
1 2wt017
+—>3 3 o
WT t=21 2 b=t—T ‘|
2w 2 o 2017 — !
27—1 3 17
< ———FEM(03;)+ — (Cuau(t)a® + C14(7)— ) + w Q) L M(O)>0,Wr > w
S e EM(8:7) + - (Cra(r)a® + Cro(r) ) S@WT;QT tgt; ¢ CM(8) > 0,Wr > wr)
2 apo\ T—27+1 2 3 o 2C17 &l !
= 1—-—= EM(6, — — Q 26
s ( 5 ) (027) + . (014(7)a +C16(T)N> +§02WT E wy _E_ ¢ (26)
t=21 b=t—T1
Substituting the bound on w37/, w; {ZE:tf'r Qz} from Proposition B.4 into (26), we get
T
1 2 o\ T—27+1 2 3 @
< 2 (1.2 il =
T ;:27 wEM(0) <~ (1 : ) EM(8:) + (6’14(7')a 4 Cio(7) N)
~ 10017( 4m2p ) 1 )
+ o’ B? 1+ THD(K 1)+ 5— > wEM(8
2 B p)) T Dt gy 2w M@
4 g\ T—27+1 4 ; o
_ E < T (122 = el
= W pa wE [M(@t)} s (1 9 ) My + 2 (014(7')04 —|-016(T)N)
~,20C 4m o T—2741
2752 17 2P _ _ P2
FalBE <1+B(1_p)>(7+1)(K 1)+27’(1 : ) Mo, @27

where M is a problem dependent constant and is defined in Lemma B.6. To simplify (27), we define Ci5(7) =
BQ 40C17 (1 + ;(Tif))) T, ClQ(T) = icl6(7’). We haVC

Y2
T
1 4 apo\T=27+1 = AC14(T) 4~ 5 = a
o E;thEM(et) < (am + 27’> (1 - ) Mo+ =20+ Cus(r)(K = 1)o” + Cua(n) . (28)

Furthermore, define W = Ztho w; > Wy. By definition of T, we have E[M (04)] = WLT ZtT=o w;EM (60,), and hence

= 1 X
E[M(07)] =—— Z wEM(6,) + 7 Z wEM (6)

T =0 T =27
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- T
M
— Z wy + —= Z w,EM (6;) (Lemma B.6)
Wr =5 T t=2r
2 Mows,
< TMoWar -1 ) (wy < wyqq forallt > 0)
WT T t=2r
< 2 Mowar—1 n )
wr T t—a2r
T—2741
2 T =27
T—2T+1
<27 M, (1 f %) Z wEM(8,)
t 2T

4 apo\T=2m+1  AC14(T) 5 = 5 - a
< = _ Qp2 4C14(7) B o
< (47' + a@z) M, (1 5 ) + 2 o’ 4+ Cis(7)(K — 1)a” + Clg(T)N (by (28))

T—2741  4(C ~ o
) 204D 45 1 0y (1~ 1) 4 Crolr) 2

0 _ %2
—CQ()(T) (1 oo N

2

where Cyo(a, 7) = <4TM0 + %). Furthermore, by Proposition B.1, we have M (6,;) = 1(/0.4[2, > 2u2 ||0TH
hence

+Colr) =

] o
(10,12 <Ca(a,7) (1 - 222 .

T—-27+1
2)

+ C3(7) (K — 1)042 + C4(T)043 (29)

where Cy (o, 7) = 2u2,,Cao(a, 7), Ca(7) = 2u2,,C1o(7), C3(7) = 2u2,,Cis(7) and Cy (7) = 2u2,,. 24D

Finally, note that by definition of 7, we have 7 = [2log, ] < 1+ 2log,a =1+ 2(Ina)(log, e ) =1+(2 logp c ) Int <

> a S
1+ (2log, £)L. Hence, we have Cy(a, 7) < 2u2, Mo(4+ 21og, 1 + aj‘)z) < 16u?, Mo (log, —2)7 =Ci.1, where

~ 8 Cs+3+C
Cy = 16uZ,, Mo (log, * + —1 -). Furthermore, we have Ca(7) = 2u2, Cio(T) = 202, (;12 Cie(T) = Wﬁ =
2 (Cs+i+C 2 (c.+lico
—‘”"( 2+ 3+C1a) 72 = Cy72, where we denote 7, = 7 to emphasize the dependence of 7 on «, and Cy = Bt (Cat5+Cha) .

¥2
Note that we have 7, = (’)(log(l/a))

8052C17u2,, (1+ ;(’;”’;))

- 80B2C17u Am2p
In addition, C3(r) = 2u? 018( ) = - 7 = Cas7,, where C3 = z CZZ(HB“ ”)).
2 A2
AIld lastly, C4( ) _ cm(C7+C11+0 5C5C, +Cst+ZC1C3C10+3A1Cs+013>7_2 — C4T§, where C, _
cm (07 + Cq1 +0. 50309 + C3Cq + 2C1C3Co + 3A Cs+ 013) /(pz ]

Next we will state the proof of Corollary B.1.1.

Proof of Corollary B.1.1. By this choice of step size, for large enough 7', o will be small enough and can satisfy the
requirements of the step size in (21), (23), (32), (35). Furthermore, the first term in (29) will be

Cll (1 — %)T*%"Fl Scllefw(Tflr#»l) — %eflog((NT)4)(l+%)

2 '8log(NT)
o C1<p2T 1 -+
~ 8log(NT) \ N4T*4

1}27-
T 1 \%°
<3 lf)lg??VT) <N4T4> (Assumption on T")

o Cl (pQT 1
~ 8log(NT) N2T?
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~ [ Cipa
=0 .
( NT
Furthermore, for the second term we have
OzTg ~ CQ/QOQ
Gy =0 ( NT ) '

Finally, for the third and the fourth terms we have

N 2 N 2 3
C3(K — 1)o7y +Caa’72 = O ((Cs/wﬁ + C4/‘P§)% « Jog”(NT) 7(éVT)> =0 <(CS/%;TC4/QP2)> .

Upper bounding (29) with ¢, we get O
(7) (C1¢2+C2/¢2+C3/¢§+C4/¢g

e. Hence, we need to have T' =

A [ Crp2+Ca/p2+Cs/03+Ca/ 3 <
NT

Ne

) number of iterations to get to a ball around the optimum with radius e. O

B.3. Proof of Proposition B.2

The update of the virtual parameter sequence {6, } can be written as follows
041 =0 + o (G(O, Yy) — 6 + b(Yy)). (30)
Using pw;l—smoothness of M (-) (Proposition B.1), we get
L
M(6;11) < M(8;) + (VM(6,),0:11 — 0;) + %% 1641 — 6, (Smoothness of M (-))

2
= M(6;) +a(VM(0,),G(0;,Y;) —6; +b(Yy)) + LQ% IG(©:,Y,) — 6; +b(Y,)|

= M(0:) + a (VM (6:),G(6;) — 6;) +a (VM(6;),b(Y,))

T : Expected update T’ : Error due to Markovian
noise b(Y)
+a(VM(8:),G(0,Y,) — G(Oy)) +a (VM(6;), G(O;) — G(6))) .
Ts: Error due to Markovian noise Y}, T4 : Error due local updates
Lao? 2
+%||G(®t,Yt)—0t+b(Yt)H5. (3D

T’ : Error due to noise and discretization

The inequality in (31) characterizes one step drift of the Lyapunov function M (6;). The term 7} is responsible for negative
drift of the overall recursion. T and T3 appear due to the presence of the Markovian noises b'(y?) and G¥(6?, y?) in the
update of Algorithm 4. T}, appears due to the mismatch between the parameters of the agents 8,i = 1,..., N. Finally,
T appears due to discretization error in the smoothness upper bound. Next, we state bounds on 13,715, T3, Ty, T5 in the
following intermediate lemmas.

Lemma B.1. For all 8 € R?, the operator G(0) satisfies the following
T) = (VM(6),G(6) — ) < —2,M(6).
Lemma B.1 guarantees the negative drift in the one step recursion analysis of Proposition B.2. It follows from the Moreau

envelope construction (Chen et al., 2021c) and the contraction property of the operators G¥(-),i = 1,..., N (Assumption
6.2).

Lemma B.2. Consider the iteration t of the Algorithm 4, and consider T = [2 log, a|. We have

Ei—r[T2] = Ei— (VM (6;),b(Y}))
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2
Q
—— B )10 — 0|2 + §]Et_7 [IIb(Y)I7]

- 2 P22,
amslL 1 [/ Lmoc®uen, 2
+ wlz Ei 7|0+ 9t||c+§ (M) + (TE— - [M(6,)],

where (1 is an arbitrary positive constant.

In the i.i.d. noise setting, E[T5] = 0. In Markov noise setting, going back 7 steps (which introduces 6;_ ) enables us to use
Markov chain mixing property (Assumption 6.1).

Lemma B.3. Foranyt > 0, denote Ts = (VM (0;),G(0,Y;) — G(©,)). For any T < t, we have

2LA2 o L(A1 +1)  6amiLu?,
Et*T[T:ﬂ S (CQ wl 3 ¢lzé lzé ]Et*T[M(et)]
2LA2 1 ’U,im L(A1 + 1) Sucm 3m1La 2
+ (0 (5 g) + M (o )+ " B [hoc -0

* (( 2z * 2) e e, ) Bl

3u?, 3\ L(A;+1) milLla
(G 5) 2+ 5 metocd)

where (o and (3 are arbitrary positive constants.

Lemma B.4. Foranyt > 0, we have

B B L2 2
= (VM (6,),G(0;) — G(6,)) < (GM(O S,
(VM0 G(O1) ~ G(0)) < CEM(O) + 300,
where (4 is an arbitrary positive constant.
Lemma B.5. Forany 0 < 7 < t, we have
6( Az + 1)%u? 3A3

T5 = |[G(©, Y) — 6, + b(Y,)|? < CmM(et) ) 0+ *||b(Yt)||2~

12

12

Substituting the bounds in Lemmas B.1, B.2, B.3, B.4, B.5, and taking expectation, we get the final bound in Proposition
B.2.

B.4. Proof of Proposition B.3

First we state the following two intermediate lemmas, which are proved in Section B.7.

Lemma B.6. Suppose T = [2log, a] and

1 1
at < min , . 32
- {12«/A§+1 8(A2+1)} oY

For any 0 <t < 27 we have the following

1 (1 B \\? 2\
M09 < 1 ( o (B+ a1 (160l + 50 ) )+ 10012 ) = G3)

Furthermore, for any t > 27, we have the following

UeD B ucDSmg
Ei—o-[||0: — O:i—+||c] < daTCiEi_o.]]|0¢]|c T +
arl16: = 6 | Erar[|00]] + a2 4 2

t
+6A10Z Z Et,QT[Ai].

i=t—T

(14 20,7)

(34)
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Lemma B.7. Suppose T = [2log, o] and

111
< 35
“ mm{cl 4 Cy’ 40702} 53

where Cy = 31/ A3 + 1 and Cy = 3C, + 8. We have the following

2 BZ
Ei_o,[]|0: — 01—, ||2] < 87202C2E,_s, |0, + 822 24212

2, N
14 0T | g2 2 ZIE (A2 )]
lQD 1_p2 17T t—27 t—il -

c i=0

In Lemma B.6, we define Cy £ SUCDB ,Cho & 187;‘(21“?)

Hence, we can bound the term in (15) as
a2CSEt72T[||0t - etfr”c]

t
< a2Cs <4a7011@t_27[||0t||c] + 09% +Cio0(142017) + 6410 Y Eyosy [Ak]>
k=t—71

< (XQC’3 <4C1ucmaTEt_27— [ 2M(0t)} + Cg + 01004 (1 + 2017') + 641 Z Ei_or Ak]>

\/N k=t—T1
(Proposition B.1)

—40103uma 121 \Jale/2E—or [ M (6,)]

o
t
+ a2C; ng + Croa®(1 +2017) + 641 Z Eior[Af] (/- is concave, (g > 0)
\/N k=t—71
8C?C2%u?
< % o®72 4 aCZEy_or [M(6,)] +C309\/N + C3Ch0a*(1 4 2C47)
i 1 1
+6A4:C5 k_zt:_ Ei_or [2a5 + 204Ai] (Young’s inequality)
8C3C3u 3
< M 5 2 + aCﬁEt 27[ (Ht)] =+ C3Cg£ + a4[03010(1 + 2017') =+ 3A10304(T + 1)]
@ VN
C11
t
+3OZA103 Z Et_QT[Qk} (By (58))
k=t—r1
1 102
< Cua’7 + a@Eo,[M(8)] + 5C3C3a’ T + go‘—NT 4 C5C0(1 + 2C17) + 341 Csa(r + 1)]
t
+3aA1Cs Y Byor[Q). (36)

k=t—r1
Furthermore, using Lemma B.7, (58) and Proposition B.1, the term in (16) can be bounded as follows:
CaEy_or [0 — 01— [|2] < 167°0°CFCuu2, Eeor [M(6,)] + 802 ATCsT > B ar Q4

k=0
8Cyu?pB? o ,  14Cyu?,m3

—T a“T. 37
2 N Zp(1—p?)
——— [ —
C12 ClS
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Inserting the upper bounds in (36) and (37) in the upper bound in Proposition B.2, we have
Ei—or [M(641)]
2LA
<(1-alr-g-g2-g

2 2

a2 GLUcm m (AQ + ].)
12, 2

+ aCsEi 27 [Q] + aCsE_o- [ 7]

L(A:1 +1)
P2,
] + a?1672CECyu? )EHT [M(6,)]

—ﬁ—ﬂ

cm

2

2
+ | C7 + 011047'2 + 0.5C2C2r + C3C19 + 2C1C3C1 o7 + 3A1Cs3a(T + 1) + Ci137 + Cy Yen 2m2a? ) o
39 1 2
cD

Cla(7)

2 B2 2 i
+ <Cg uclLQ)D + % + C1272> aﬁ + (3aA1C3 + 8a® ATCyT) Z E¢—27 [Q%]. (38)
c k=t—T1

We define 014 (T) < 014(7') £ (07 + Ci1 + 050;303 + C3C10 +2C1C3C10 + 3A1C3 + Ch3 + Cs 7§D 2777,%()12) 72 Also, we
cD
12, 12,
choose Gy = Go = o = /2 10, G2 = /%5 - 355, Gs = \ /% 14y, and denote

6miLu?,,  6L(Az+1)*u2
Cis(1) = ( mllQ Uem  SL( 22 W) Bom 4 144(A3 + 1)O4u3m> 2 (39)

This yields

z|R

3 2 UEDBQ T 2
Ei—or [M(0i41)] < (1— 302 +a*Ci5(7) | Ey_or [M(6;)] + | Cs 2 + 3 + Cra7
cD
t
+ 014(7')044 + (3&A103 + 8@214%()47' + aCs + 0406) Z Et_QT[Qk]

k=t—T1
3 o? i
< (1 - S0 + aQOls(T)) Ei2r [M(8))] + Cra(r)a’ + Cro(7) 57 +aCrz Y Eroor[], (40)
k=t—T1

where 016(7—) = (Cg U%QBQ + % + 012> 72 and Ci7 = (3A103 + 814%04 + Cs + Cﬁ) Due to a < #52(7), we have
eD

1— %am +a2Cy5(7) < 1 — agps. This completes the proof.

B.5. Proof of Proposition B.4

First we state the following lemma, which characterizes a bound on the expectation of the synchronization error €;.

Lemma B.8. Suppose Assumptions 6.1, 6.3 holds and the step size o satisfies o < %. Then, for sK <t <
\/ (K=
(s+ 1)K — 1, where s = [t/ K |, the network consensus error Qy = + Zf\il |0; — 6:|? satisfies

t—1
EQ, < 502(1 - sK) B (u%) 502t —sK) Ay Y E(6u]2, (41)
t'=sK

~ 2A2 2 ~ 2A2 2 ~ . . .
where A1 = llzucrz J Ay = léucz ,B = %B. Here, Ay, Ao, B are the constants defined in Assumption 6.3, and l .o, uco
c2 c2 c

are constants involved in the equivalence of the norms: lco |||l < |||, < ue2 ||][5-

Due to the assumption on the step size, the bound in Lemma B.8 hold. Substituting the bound on 2, from Lemma B.8, we
get

2017 :
S| 3 e

t=2T1 l=t—T1
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2C17 ) =5 dmap
< —_ _— —_ ’
< TE E 5a seK)B 1+B(1 ) +5a? (¢ SzK E E| 6, H (42)
t=21 b=t—T

t/_‘?gK
where sy =

|¢/K |. Hence, s, K denotes the last time instant before £ when synchronization happened. The first term in
(42) can be upper bounded as follows.

2C d ! dmop

17 2 S 2
—_— 502(0 — sy K)B? [ 1+ ——=2C—
oAV E wy E a?(l — seK) ( + B )

=27 l=t—T1 <1 - p)

) t=21 b=t—T1
dmap \ 10017 1 ‘
<aB2(1+ 2 ) 7~ Ny, (K —1) (-5 K <K~—1)
BU-p) e Wi 22" 2
T
4m 10C 1
2 2 2P 17
=a“’B° |1+ ) — we | (T+1)(K —1
(1 5a) S 2w D~
~ 4m2p 10017
< o’B? (1+ ) +1)(K -1 (43)
Bi-p)) o CTUESD
Next, we compute the second term in (42)
20 T t -1
2w Y 5el(E—sik)A :
wy 5a’(f —sK)Ay Y [|00]]2
SOQWT t=2T b=t—T1 V=5, K
< a? 200”“”" Z w Xt: — 5K) § M(6y) (Proposition B.1)
a p2Wr tl*t ‘ V=5, K ‘ b .
T =t—T1 =5y
200 u? K t -1 T t -1
<o BP0 |\ S 0 S k) S MO0+ D w Y (- sK) Y o).
LA A o U= K t=K+1 =t O=s,K
Il IZ
where if K < 27,7, = 0. Next, we bound Z;, 7, separately.
t -1
3w Y k) Y M)
t=21 b=t—T V=s, K
K t -1
-1 w > M(6y) (for £ < K, sy = 0; for £ = K, £ — 5, = 0)
t=27  f=t—7 /=0
K t—1
S(K-D)(F+1)> w Y M(6y)
t=27  £'=0
K-1
< (K —1)(K =21 +1)(7+ Dwg »_, M(6y) (45)
t=0
where, (45) follows since w;_1 < wy, V t. Next, to bound Zs in (44), we again split it into two terms
K+1

-1
Z Wy Z {—s50K) Z M(6y) +

t=K+1 b=t—T

T t —1
E Wy E — 5 K) E M(6y) .
V=5, K t=K+71+1 b=t—T1 V=5, K

s

Iy
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First, we bound Z3.

K+1 K -1 t -1
< Yy wtlz (C—sek) Y M@B)+ D (E—seK) Y M(eeo]
4

t=K+1 =t—7 V=sy K (=K+1 V=sy K
K+t K {—1 t —1
< > w l Y>> MO+ > (E-K) M(Bg/)] (sg=0forl < K,sp >1for K <{<K+7)
t=K+1 b=t—1 £'=0 (=K+1 V=K
K+1
< Z wth(Kﬂw ZMW QZMOW]
t=K+1
K-—1 K+7t-—1
S 'lUK+7—KT2 Z M(Ht) + ’7'3’U)K+7— Z M(@t) (46)
t=0 t=K

Next, we bound Zy, assuming to K + 7 < T < (to + 1)K + 7, where {( is a non-negative integer.

{—1

I, = Z w Z (L—seK) > M(0p)

t=K+7+1 b=t—T1 <K-1 V=s K

t

T £—1
S(K=1) > we Y, > M(6y)

t=K+71+1 b=t—T7l =5 K

K+1+1 £-1 2K+7—-1 {—
[wmm ST MO Y S M ew]
(=K+1 Z/*SEK 0=2K— 14/7541(
2K+7 (— 3K+7—1 (—
L) [wm SN MO bt > S M e@]
(=2K 0'=s, K (=3K—1/0=s) K
toK+71 £—1 T /-1
0 e 3 @0 e 3T S arto)
l=toK /=5 K b=T—70 =5, K
K+t 2K+41-2
<K =1)(1+1) |Wrirs1 Y M(Og) + -+ warir1 M(az)]
=K =K
2K+7—1 3K+1—-2
+ (K =1)(T+1) |warir > M)+ - +wskpra M(ee)]
1=2K (=2K
toK+71—1
to (K =)+ 1) (wirsr Y M(8) + - +wr Z
l=to K l=to K
2K+71-2 3K+1-2
S(K-DK(r+1) |werir1 >, M(0) +wskir1 Y, M)+ +wr Z ]
=K 0=2K =ty K
2K—1 2K+71-2
< (K-1)K(r+1) wQKHl(Z M)+ > M04>
(=2K
3K—1 3K+71-2
+ W3k 471 ( S MO+ > M(Wf))
V=2K V'=3K
toK—1 toK+71—1
+ ot Wi K -1 Z M(6,) + Z M(6r) | +wr Z ]
V=(to—1)K V=toK t=to K
(7_71) 2K—1 3K—-1
<(K-1)K(1+1) [ % —‘ [ Z Wot K47—1M(6¢) + Z§(WZ+K+T 1M(6,) + +lezt:K ]
0
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T—

—T

<(K-D7r(r+1)

4

Il
=

Z Wet K4+7—1M(6) + wr z_: M(Gé)]

=T—K-—71+1

T—K—1 T—1
R Il e LD S i)
= — %82) =1 K (1= 252)
(wy = wygp (1 — 2£2))
(K - ~
<-— T Z wy M (0
(1 o 0802 K+T 1 ;

47)
=K
Using the bounds on Z3, Z, from (46) and (47) respectively, we can bound Z,

K-1

> Sy NS (K~ Dr(7+1) §~
IQ S U}K+7—KT Z M(et) +7 WK+ Z M(Bt) + W th(Ht) (48)
t=0 t=K ( £2) t=K
Substituting the bounds on Z1,Z, from (45), (48) respectively, into (44), we get
920! T t -1
=N w > sat(C— s K) Ay > (002
t ¢ 2 ol
SO2WT t=21 l=t—T1 U=s¢ K
200 2 K—1 K—1
< a?A, @17;[/ [(K — 1)K =21+ 1) (1 + Dwg Y M(0:) + KT’wgyr » M(@t)]
20T t=0 t=0
K+7-1
+ 20C7u2,, | 4 (K -1D7(r+1)
oA, em - M(6 _— 4
2 oWy [ WK+ ;{ (6:) + (1- agz K+7— T Zwt (49)
We analyze the terms in (49) separately. First, for the terms with Zf(:ol M(6),
K-1
1 20C
— %4, &K( F 1) [(K =27 + Dwg + Twiesr] S M(8,)
Wr P2 t=0
1 20C, 7u? iy w w
5 17 t t
= — oA K(r+1) ) [(K — 27 +1) — T KHt] M (8,)
Wt (== i)
1 200, 7u? = T w
2 17%em t
— A, M K (1 41) [(K27+1)+ —~7 M (0;)
Wr iz (=222)" ] (1 o)™
20C 1 7u? T 1 =
<A e g ) [(K=2r+ D)+ ——— | — S w, M (6
< K (r ) | ) |y v
| Kl
(6 50
= o ; wiM(8:), (50)
where (50) holds since we choose o small enough such that
- 20C7u? 1
02 A, =AM em (¢ _or i )b —— | K(r+1) < =
P2 (1—2£2) 2
To get this, we use the inequality 1 — x > exp (——) forz <1,%£2 < landt < 2log, o + 1, we get @ <
2
exp (apa (2log, o + 1)). For (50) to hold, it is sufficient that
o < P2

1 1
= min ¢ —, 51
~ 80C17uZ,, AaK2(log,(a) + 1) {K 2(log,(a) + 1) exp (oup2 (2 log, o + 1)) } o
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Next, for the remaining terms in the third line of (49), by the assumption on the step size, we have

20017uzm 7'3

- 1
2
& A T S e
e (1-ez)y T4 o
124, 0Cmit, (T4 7K —1) 1 (52)
P2 (1 ag)ftTT T AT
and hence we get
K+71-1 T
1 200, 7u? wg (r+D7(K-1)
—a?A, ar ST Z M(0;) + ————% 7 Z wy M (6:)
Wr v |(1-2)" = 1 o) o
1 I
2Wr =
Substituting (50), (53) in (49), we get
i‘; ET:wt i 50[2 —SeK A2 Z ||9t||c =~ 2W Zth Bt . (54)
veWr o I, t=so K
Finally, substituting the bounds in (43), (54) into (42), we get
T t
2017 Z [ 5
EQ,
(PQW b=t—T1
~ 10017 4m2p
<a’B? 1 (K -1 EM(6,). 55
<500 (1 ) () - 1)+ 2w&§jw 0, (55)

B.6. Auxiliary Lemmas

The following lemma is of central importance in proving linear speedup of FedSAM.

Lemma B.9. Let l.p and u.p be constants that satisfy l.p|| - ||p < || - le < uen|l - ||p, where || - ||p = V& T Dz for some
positive definite matrix D > 0. Note that for any D > 0, these constants always exist due to norm equivalence. Furthermore,
in case the norm ||x||. is defined in the form V=7 Dz for some D » 0, we take l.p = u.p = 1. We have

e0 | B .
B (Y] <52 |+ 2map| 0
32
Ei_[|[b(Y CD[ +2 ”T]. (57)
(Y12 <2 | T+ 2m

Lemma B.9 is essential in characterizing the linear speedup in Theorem B.1. This lemma characterizes the bound on the
conditional expectation of ||b(Y})||. and ||b(Y})||?, conditioned on r time steps before. In order to understand this lemma,
consider the bound in (57). For the sake of understanding, suppose the noise Y is i.i.d. In this case we will end up with the
first term which is proportional to 1/N. This is precisely the linear reduction of the variance of sum of N i.i.d. random
variables. Furthermore, in order to extend the i.i.d. noise setting to the more general Markovian noise, we need to pay an
extra price by adding the exponentially decreasing term to the first variance term.

Lemma B.10. The following hold
IG(©¢,Y:) — G(8:,Y,)|2 < AJA? <ATQ,

A? < Q. (58)
Lemma B.11. For the generalized Moreau Envelope defined in (12), it holds that

|[vapo@)| =z

m?

<VM}b’g(x), x> > QM}b’g(x).
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B.7. Proof of Lemmas

Proof of Lemma B.1. Using Cauchy-Schwarz inequality, we have

(VM(9),G(0) - 0) <|[VMO)I,, - [|GO)]],, - (VM(6),6), (59)
—_———
T T2
where || - ||%, denotes the dual of the norm || - ||,,. Furthermore, by Proposition B.1 we have
(a) _
Tir <||0]m-1G(O)|Im (Lemma B.11)
| X
<)1)l T NZ (By (13))
(&
<161l 12,0 ! Z |G(6) (triangle inequality)
— CmN
qu’yC . .o,
<||0]| - i 18]l (Assumption 6.2, Proposition B.1)
2 cm |c
= ZtlemTe v r (). (60)
cm
Furthermore, by the convexity of the || - ||, norm (Lemma B.11), we have
Tiz > |6]7, = 2M(6). (61)

Hence, using (60), (61) in (59) we get
S Uem Ve
(VM(0),G(0) — 0) < —2 (1 — —"12 ) M(0) = —2p, M (6), (62)
where 5 is defined in (14). O

Proof of Lemma B.2. Given some 7 < t, To = (VM (60;),b(Y;)) can be written as follows:

Ty =(VM(0;) — VM (6;—7),b(Y:)) + (VM(0:—-),b(Y}))

<[V M(8) — VMG, )II2IB(Y 1) s + (VM(8; ), b(Y.)) (Cauchy-Schwarz)
L

SM—HO,‘ 0,_ T||p ||b(Yf)Hp (VM (0:—+),b(Y})) (Proposition B.1)

<1 L29 0, 112+ 1Y% + (VM(6,_.).b(Y 63

<% \viz, 16; — t—T||c+§||( e + (VM (0;—-),b(Yy)) . (63)

Taking expectation on both sides, we have

L2

a
B -[To] = TS 557 Ber[|0: — Orr||2 + gEt—THb(Yt)HE + (VM (0;—-),E¢—r [b(Y4)])
2
a *
TS Ty Ei7||0: — 6;_-||7 + §Et—er(Yt)||3 + [|[VM (01— [[5I[Ee—r (Y )] [|s - (64)
T21
For 151, we have
Tor <I [IVM (0|1} |Ee—r (Y]]
SIMIVM (0 ) |[EmapT] (Assumption 6.1)
2

§m2a (IVM(6:—r) — VM(O)|x+ [|[VM(6:)]%] (assumption on 7)

cs
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2 1L
gmfo‘ 100 =04l + VM (0:) - VM(O)||§] (Proposition B.1)
moa? L
<7518 = Oillc+ 601 (By (13))
moo L Mo Uey, L .. )
<7 Hat ;= 04l + LR W G0l (Proposition B.1; ¢; > 0)
mgaL 1 mgonucmL 2 9
7] 7] - M(0,).
TR0 o+ g (T )+ Gren (65)
Substituting (65) in (64), we get
B[] <5 B8 — Or P+ B (Y2 + 225E,_ o, - ]
t—7 (12 =920 1/)21 t—T1 t — Ut—1llc 2 t—T1 t)lle '(/)lzs t—1 t—T1 tlle
1 ([ mocPue, L 2 9
T3 (Qléw) + GEi—7[M(6:)].
O
Proof of Lemma B.3.
T3 =(VM(6:),G(O,Y,) — G(©,))
=(VM(0;) —VM(60;_,),G(O,Y:) — G(Oy))
T31
+ (VM (8,-r), G(O1,Y:) — G(O,,,Y) + G(O,_,) — G(O,)) (66)
T32
+(VM(O;—;),G(O1—,Y:) — G(O4_,)) .
T33
Next, we bound all three terms individually.
I. Bound on 73;:
1 X S
Ty =5 > _(VM(6) — VM(6,--), G'(6;.y;) - G'(6)))
=1
1 o
<o 2 IVM(8) — VM(O:s)II; - | G687, y7) — G(8))], - (67)
=1 T311 T312
For 1311, we have
Ts11 = VM (0,) — VM(0,_,)|; < 1/Jl 160 — 01—~ e, (68)
where the inequality follows from Proposition B.1 and (13). For T512, we have,
T2 =[|G' (0}, y}) — Byt G' (07, )5
<t [||G" (6,51, + E (67, y)|.] (Triangle and Jensen’s inequality)
glcsl [A2||0f||c + Ao HB;HC] (Assumption 6.3)
2lA2 [||¢9z 0. + ||9t||c] (triangle inequality)
24
NP (69)

Cles
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Substituting (68) and (69) in (67), we get

A [1 & )
T:n_W N;H(% 0t—T|C'[At+H9t”C]‘|
_2LA [1 & N
<z vl let—etﬁnc-Az]+§Ilet—et4uc-<z||ot||m (Proposition B.1)
L i=1
2LAy [ 1 & 1 2
< WQ [IIOt—(%—TII%Z(Ai)Q} 242 )16 — 6: -2 + 2Hé’ IIm] (Young’s inequality)
cs z=1
2LA 1 u2
= WQZ 3t 2<2> 6: — Gt_7||3+<§M(0t)+29t}. (70)
II. Bound on 735:
1 o . i} o
Ty =5 > _(VM(6:1), G'(8,,y) — G'(6;_.¥)) + G'(6;_,) - G'(9)))
=1
1 X . o o o
SNZIIVM(& I I1GH6;,y)) — G (0., yi) + G'(6;_,) — G'(6})] s, (71)
=1 T321 T390

where the last inequality is by Holder’s inequlaity. For T34, we have

L
T321 =||VM(0t—T) - VM(0)[5 < E”Ot—T -0l (Proposition B.1)

For T35, we have

T322 =||G'(6},y1) — G'(8;_.,y}) + G'(6;_,) — G*(8))]s

S% [IG* (61,51 — G'(6; . y1)|, + [|G'(6;_,) — G'(8)]] ] (triangle inequality)
< (A0~ 01+ 7cl0; - 61, (Assumptions 62 and 6.3

Allj 1 [l6: - otHc +116: = 0r—r . + [|6:—r — Oi_THC] (7e < 1; triangle inequality)
At ™ CIAL 16, e+ AL 73

Substituting (72) and (73) in (71), we get

A1—|—1 i %
Tiy <=5 — Nchuotnc- & [ 16— 6l + A ]
1 & 4 .
+ NZ Het - et—THC' [A:Zs + Hat *et—‘rHcJFAz—r]
i=1
LA +1)[1 1 & uZ,, ;12
< (GN8N + 5 D (AL 118 — el + A ]
Yl (3
1 2 1 i i 12 e :
+§||0f, 0>+ — 5N (AL + 116 — 0l + Af_,] (Young’s inequality)
=1
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L(A; +1 3u2,, 3 ol
S(wlzgs )[@%M(em( “42 +2) ||0t—et_7||§+( ”<2 n ) RIY )ﬂ
L(A; +1 3u? 3 3
g(wllgj){ggzw(at) n ( ;‘C;” +2> 10, — 0, | + < ;‘43 > [ + O T]} (74)

IIL. Bound on 733: Taking expectation on both sides of 753, we have

Eth[TSS] = <VM(0th)a Eth[G(ethu Yt)] - G(®t77)>

(VM(6:-.), B [GH0;_,.y})] — G'(6_,))

I
2=
=

1

-
Il

N
11 * i/pi i ~ifpi
ST 2 VMO B (G160 v - G(6,_ )], (By (13))
=1
11 & _
S 2 VM@l ma 6] lp” (Assumption 6.1)
=1
1
Snlua ZHVM (O3 10: || (assumption on T)
mlLa 1 ‘s
< 12 ZH@t Ao 105l (By Proposition B.1 and (13))
mlLa 1 i . . .
< NZnet Ry T (wingle inequality)
mi Lo i . .
< 20 16:— T|| + = Z{ ||6:— 7.|| + = ||0t =6, H (Young’s inequality)
myLa 2 2 1 2 2 2
<y e 31012 +116: = 0r—r2) + 5%+ ((a+b)? < 2a? + 267
~milLa 1
Plz/} B, [ﬁu M(6,) + 36 et_7|§+29t_7]. (75)
Substituting the bounds on 731, T3, T53 from (70), (74), (75), in (66), we get the result. O

Proof of Lemma B.4. Denote Ty = (VM (8,), G(©,) — G(6;)). By the Cauchy—Schwarz inequality, we have

Ty < |[VM(6,)||5 - [|G(©;:) — G(6)]]s - (76)

T4 1 T42

For T; we have

IVM(6:)][5 =V M(6:) — VM(0)]§

L
<= [16][s (Proposition B.1)
0| By (13
*w” d (By (13))
L cm o
< luw 6] (Proposition B.1)
L cm
fem /20 (8,). (77)

Y
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For T45 we have

N N
a o 1 ~i Nt 1 1 ~i /0t 1 P :
IG(©;) — G(8)]s = N ; (G'(0;) — G*(6,)) | < i ; HG (6;) — G'(6,)]| (Jensen’s inequality)
1 N _ _ v, N .
SlcsN ; |G*(6;) — GZ(Gt)HC SN ; 16; — 0t||c, (78)
where (78) follows from Assumption 6.2. Combining (77) and (78), for an arbitrary (4 > 0, we get
Lu N )
o V2M(8)- N Z; 16: = 6.l
1 & Lu
< N ; 4\/2M(6,) - Hm BtHC Z. (e <D
N
1 1 i 2 LQUE EP :
< N z:: [ )+ 27@% HOt — BtHc . I o (Young’s inequality)
5 L2 2
M) + 555y (79)
O
Proof of Lemma B.5. Denote Ts = ||G(©,Y;) — 6, + b(Yt)||§. We have
T5 == ||G'(0t7Yt) + G(@t,Yt) - G(0t7Yt) - Bt + b(Yt)”i
<3||G(0:, Y) — 042 +3[G(©4, Y1) — G(6:, Y) |2 +3 [b(Yo)|2. (80)
Ts1 Ts2
For T5; we have
Ts1 <12 (1G(8, Y0 + 116:].)* (By (13))
<Uo2 (A2 ||6]|, + ||0t||c)2 (Assumption 6.3)
(A + 1%,
_QTM(O t)- (81)
For T55 we have
N 2
(0t i [ z i i 2 .
T2 = Z (G'(6;,y1) — G'(01,y})) Z |G (6. y: (9t,Yt)H (|| - ||? is convex)
irgi < i i N
leg Z IG' (67, 1) — G'(0n. 1) (By (13))
< l2 Z |67 — 0t|| (Assumption 6.3)
AQ
121 Q. (82)
Using the bounds in (81), (82), we get
6(As +1)%u2,, 342
1y <2t Wen (g + 20, 4 3 by 2, 53)
where the last inequality is by the assumption on 7. O
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Proof of Lemma B.6. Define 6; = % Zf\; HQZZ ||c By the update rule of Algorithm 4, if [ + 1 mod K # 0, we have

1N 1 S S
b =5 Z 161l = = D_ 116 + a(G (6], vi) — 6] + b (D),

i=1
0y
<6 + N; IG" (67 yDlle + 1671 + Ib*(yD) ] (triangle inequality)
N
1 .
<0, + ays Zl [(A2 +1)||6]||c + B] (Assumption 6.3)
=1+ a(Az +1))0, + aB. (84)

Furthermore, if { + 1 mod K = 0, we have 6}, = + Z (8] + (G (6], y]) — 6] +bI(y]))), and hence

1M 1 & N . o
ot = Ll = 20| 301+ ol 0yt~ of w1
=1 1=1 j=1

c

N
« . . .
<O+ 3 3 [IG @yl + 16fll+ I D] (wiangle inequality)

and the same bound as in (84) holds. By recursive application of (84), we get

l
01 <(1+ a(Az +1) 0+ aB Y (1+ a(Ay +1))*
=0
(1+a(ds+1)"*t -1
CK(AQ + 1)

=14 Ay + 1)) 0 + aB (85)

Notice that for z < 10%2, we have (1 + )7t < 1+ 2x(7 4+ 1). If 0 < I < 27 — 1, by the assumption on a, we have
(14 a(Ay +1)H < (14 a(dy +1))%" < 1+ 4a(As + 1)7 < 2. Hence, we have

da(Ay + 1)7

<2 B
0; <20y + a o(As + 1)

= 20 + 4aBT. (86)

Furthermore, we have

10141 — 61| =a||G(O1,y1) — 6, + b(y1) ||

<a||G(O,y1) — 0] + a||b(yi)]e (triangle inequality)
=a || D _(G(0;,y1) —6)|| + byl
1=1 c
<o¢— Z ||Gl 0,y —6; ||c +aB (convexity of norm)
1 & .
gaﬁ ;(AQ +1) HO;HC + aB (Assumption 6.3)
=a(Ay + 1)0;, + aB. (87)

Suppose 0 < ¢ < 27. We have

16: — 6| < [Z 10k+1 — 0k||C] (triangle inequality)
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t—1
Z a(Ay +1)0, + aB (By (87))
k=0

t—1
<Bat+ a(Ay +1) ) (20 + 4Bar) (By (86))
k=0
<2a7(B + (A3 +1)(200 + 4Bart)) t<27)
1 B
<—(B+(A 0o + — 88
_Cl< +(2+)(o+201>) (88)
Furthermore, by Proposition B.1, we have M (6;) = 1||6,||2,, and hence for any 0 < ¢ < 27 we have
M6 0|2
M(0:) <501
1
:ﬁwet ~ 60+ 6.
_212 (16 — o]l + [160]|)? (triangle inequality)

(116 — Boll2 + 1160]12)

l2

1 (1 B\’ )
S (Cz <B+(A2+1) (00llc+201>> + ||00||c>,

Next we prove the second claim. By the update rule in 30, we have

which proves the first claim.

10111 — 6112 =a?(|G(©1,Y;) — 6, + b(Y))|2
<30?(|G(0:, Y1) — 0112 4 30%|b(Y)) |12 4 30%[|G(O,,Y;) — G(6,, Y)) |2
<60*(||[G(6:, Y1)|I2 4 [10:]12) + 302 |[b(Y1) |12 + 302 G(O1, Y1) — G(6:, Y1) |12
1oL, .
NZGZ(OI,}’?)
=1

=6a” 102 | +30®(Ib(Y))[Z + 30 |G(©, Y1) — G(0;, Y)) |12

N
1 . .
(NZHGZ(ol,yan) 02 | + 302X + 307 G(O1, Y1) — G(61, Y2
=1

(convexity of norm)

<6a” ( ZA2|01||<> 1O | +30®(Ib(Y))[Z + 30 |G(©r, Y1) — G(6;, Y012

(Assumption 6.3)
=6a”(A3 + 1)[61]2 + 30 [b(Y))|Z + 30*(|G(©1,Y)) — G(6:, Y3)]2
<60 (A3 + D[|61]|2 + 30 [b(Y1)[|Z + 3o ATAY, (89)
where (89) follows from Lemma B.10. Taking square root on both sides, we get
10111 — 01| < 3ay/ A2 +1]|0,]| + 2a||b(Y))||e + 20A1 A, (90)

Combining the above inequality with the fact that ||0;1 (| — ||0i]lc < ||01+1 — 61|, We get

1601 ]lc <(1+3ay/A3 + DI|6u]c + 20 b)) + 204, A,
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=1+ aC)||6;]|c + 2a||b(Y)|e + 2041 A, oD

where we denote C; = 31/ A3 + 1. Assuming ¢t — 7 < [ < ¢, and taking expectation on both sides, we have
Ev-2r (01110 € (1 4+ aCOEw - [[61]] + 20E -3, [[B(Y1) ] + 20 A1Er -2, [Al]

¢ B _
< (14 aCy)Ei—o-[]10:]]c] + 202l [ + 2map! t+27} + 20 A 1Ko [A] (Lemma B.9)
ch vV N
< (14 aC)E;—o.[)|6:]|] UeD [B + 2m2aplt+7} + 20 A1 By o [A] (Assumption on 7)
ch Vv N
= (14 aC)E;i_o-[|101]l¢] + ace(l) + 20 A1 Ey_o-[4], (92)

leD

where ¢; (1) = 2Y<P \/% + 2maap! *HT} . By applying this inequality recursively, we have

Ei—or[[10111]lc] < (14 aC1)Ee—or[[|01]lc] + cce(l) + 20041 By o7 [A(]
< (]. + ozC’l) [(1 + OéCl)Et 27—[”01 1” ] + act(l — 1) + 2&A1Et,27[Al,1H + act(l) + 20[A1Et,27—[Al}
l

< (1 + OéCl)l+1_t+T]E [|0t TH +« Z 1 + OéCl =k (ki) + 200A1Ei_or Z 1 —|—O¢Cl = kAk

k=t—T1 k=t—T1
t t
< (1 + OéCl>T+1]Et,27—||0t,-,—||c + « Z (1+ OéC])t_kCt(k> +20A1Es_or Z 1+ aCh) = kAk 93)
k=t—T1 k=t—T1
T1 T2
We study 7% and 75 in (93) separately. For T} we have
T, = g UeD i(l + aC’l)T_k {B + 2m20¢pk]
ZCD k—0 \/N
r T k
up | B (1+aC)™—1 ( p )
=2 —_— + 2maoa(1 + aC1)™ —_—
ch _\/ﬁ OzCl 2 ( 1) kZ:o 1+OZC’1
UeD [ B (1+aCy) ™t -1 .\
<2 —_— + 2maoa(1 + aC1)™ a>0
<2 |vF e 20 ( ogp (> 0)
UeD B (1—1—0&01)74_1 — 1 :|
<2 — + 2moa(l + aCy)"—| . 94
e W aCh sa( l)l—p (94)

Notice that for z < 1°§2, we have (1 + z)™™* < 1+ 22(7 + 1). By the assumption on «, we have (1 + aC;)™" <
14+2aCi(t4+1)<14+4a7Ci <2and (14 aCy)” <1+4+2aCi7 <1+ 1/2 < 2. Hence, we have
uep | B 4m2a]
T <2 —2(r+ 1)+ . 95
- lCD[\/ﬁ( 1, )
Furthermore, for the term 715 we have
T2 :Z(l + acl)T_kAt77—+k S Z(l + OéCl)TAth+k (due toa > 0)
k=0 k=0
<D (1+2aC1m)A ik <23 A (96)
k=0 k=0
Subtituting (95), (96) in (93), forevery t — 7 < [ < t, we get
2u.p | 4B dmocy
By 5. 1101]l] < 2E; o.[[10;_~ ZleD | 22 4A Ar i 97
-2r L1011 < 2Bn (100 1] + 02 | Sy T8 @3 A ©7)

k=0
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But we have

Et72‘rH0t - Htf‘rHc S IEt72‘r

t—1
> 1161 - 9i||c‘|
1=t—T1

(triangle inequality)
t—1
< > Eroo [aCy6i]|c + 2a]|b(Y5) e + 2041 A (by (90))
i=t—T
t—1
2u.p | 4B 4ames
< S aCy |2 5 (160 L)) o [T+ }+LMa§:EtQTAtA (by (97))
i=t—T ZCD \/N 1- 7=0
+ 20 Z YeD {Bﬁ—?mgpl t+ﬂ (Lemma B.9)
i=t—T \/N
t—1
+2a4, Z Ei_o2-[A]
i=t—T
2, 4B 4dam
SO&TCl Q]Etf?rwetf'r”c]"’_a chD |:\/NT+ 1— 2:| +4A10[JZOE75 27- At j]
v " t—1
1 207 -2 74—4 2 CDmQ +2aA1 Z Ei—or[A] (assumption on 7)
\/> 1- i=t—T
u.p B 9 Uep [8MaCiaT  4maa?
< 20[7'01Et 27[”015 7—|| } l \/7 [8010[ T +2a7] + ZCD |: 1 > + 1 —p
t
+ (4410701 + 204, Z (Ai > 0)
U, B Uep dm ¢
< 207C1 By o, [0 |e] + dar =2 4+ 2L 2 02(1 42 A Ei_o,[Ad]. 98
< 207CE e pr |81 ] + dor 722 o 4 P22 R0t (14 207) + 3410 3 B A 08)

i=t—T
Furthermore, by triangle inequality, we have ||0;_,||. < ||@; — 0;—+| + [|6¢|lc. By assumption on «, we have
<

2a7C1)|0i—~|lc < 2a7C1]|0; — O1—7||c + 2a7C1||6:lc < 0.5||6, — 0,—+||c + 2a7C1]|0;]|.. By taking expectation
on both sides, and substituting it in (98), we get (34).

O
Proof of Lemma B.7. From (91) we have
1041117 <(1+aC1)?(|6i]Z + 40 |[D(Y)) |7 + 40” ATAT
+4a(1 + aC)||01]|][b(Y))||e + 4aA; (1 + aC)||0;]]Ar + 82 AL A|b(Y))]|e - (99)
T

T> Ts

For T we have

=2v/a(1 + aC)|10:]c - 2+/a(1 4+ aCh)||b(Y))||
<2a(1 4 aC1)|6:]|2 4 2a(1 + aCy)[|b(Y) |2

(ab < La? + 1?)
<4al|6:7 + 4o/ b(Y1)]Z,

(100)
where the last inequality is by the assumption on «. Analogously for 75 we have

Ty =2¢/a(l + aC)|0)]|. - 241 /(1 + aCh)A,

<4a|6;]? + 4aATAT. (101)



Federated Reinforcement Learning: Linear Speedup Under Markovian Sampling

For T35 we have
T3 =2a||b(Y)||c - daA1 A
<20%||b(Y))|? + 8a* ATA. (102)
Combining the bounds in (100), (101), and (102), and noting that (1 + ozC’l)2 <1+ 3aCy, from (99) we have
16141112 <(1+3aC)[|6:]]2 + 4a®|[b(Y1) |12 + 40 ATAT
+4al|0y]]7 + 40l b(Y0)|12 + 4a]|0]|7 + 4aATAF + 202 ([b(Y)) |2 + 8a?ATAT
=(1+ a(3C1 +8))[16:]12 + (60 + 4a)|[b(Y))||Z + AF(120* + 4a) A}
<(1+aC)||0i][2 + 10a(b(Y,) |2 + 160 ATAT. (103)
where Cy = 3C; + 8. Taking expectation on both sides, we have

Ei_or |01l < (1+ Ofcz)Etfer@le + 100E; 2 |b(Y))||Z + 160 ATE, 5, [A]]

B
< (1+ aCy)Ei_o. |64 12 {N +2m2p2 =) | L 160 AR, o, [AF] (Lemma B.9)
cD
= (14 aCy)Ey_o.]|60;]| + ac(l) + 16 AIE, o, [A7], (104)

where & (1) = 101;55’ [%2 + 2m§a2p2(l*t+7)] Hence, for any t — 7 < [ < t, we have
cD

Ei—or||0141]12 < (14 aCs) [(1 + aC2)Ey_or |11 |12 + acr(l — 1) + 160 ATE, 2, [A] ]]

+ aci (1) + 160 ATE; o, [A]]
l l
< (14 aC)™ TR o5 10, -2+ Y (1+aCs) e (i) + 160 ATE, , l > (14aCy) A

i=t—T1

i=t—T1
t .
< (1 + OKCQ)T+1Et_QT||0t_7—||§ + o Z (1 + &Cg)t_lét(i) +1604A%Et_27—

i=t—T

t
Yo —i—an)t_iA?] . (105)

i=t—T

T4 T5

For the term 7 we have

U’ED : T—i B? 2 2
T4 :10 ZSD ;(1 + OZCQ) W + 2m2a P
B2 (1+aCy)™ ! —1 _ 0\
=10 uep 20-<2 uep 1+ aC:
2, N aCy MR mya®(1+aCy)” Z 1+ aCy

ip B (14+aCy)™ ! —1 u?p

<104 20 1+ aC § 2 Cy>0
ZED 0502 + ZED mza ( i 2) i:op (a = )

B? (14 aCs)™ —1 u?
<10-L2 Uep 20-2L 1+ aC ) 106
2, N aCy T, mza’(1+aCy)” 1—p2 (106)

By the same argument as in Lemma B.6, and by the assumption on a, we have (1 + aCs)™ " < 1+ 2aCs(7 + 1) <
1+4a7Cy <2and (1 + aCs)™ <14 2aCyt <14 1/2 < 2. Hence, we have

2 2.2
B M } (107)

< 40 uep [ B
2, { N + 1—p?
Furthermore, for 15, we have

T

T5 = Z(l + OéCQ)TiiEt_QT[Af_T_H»]
=0
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< Z(l +aCs) o, [A7_ )] (aCs > 0)
i=0

< Z (14 2aCoT)Es o, [AZ i) (assumption on )

<22Et or[AZ ] (108)

Combining the bounds on 7y (107) and 75 (108) in (105) we have forany t — 7 < [ < ¢,

2, [B? 1 a
Ei—2-]|0:])? < 2E¢_0r]|61—||> + 40 l?,]j [N ar + mgafflpz} + 320A? ;Et,QT[Af,i]. (109)

Furthermore, we have

t—1
16; — ;|2 < ( Z 10;r1 — 0i||c> (triangle inequality)

i=t—T

t—1
<t Y 16041 — 632

i=t—T
<t 7 [aCR602 + 32 b(y.) |2 + 3a2A7A] (from (89))
1=t—T
Taking expectation on both sides, and using the bounds in Lemma B.9 and (109), we get

Et—2TH9t - Bt—THE

=1 u? B2 mia’ ~
<71a’CY Y | 2Eima |02 + 4022 ( oT + 5 2 >+32aA§Z1Et2T[A$i]
i=t—7 lep \ N 1—p? i=0
t—1
+ 3027 Z { +2m2 2p 2(i— t+27-)] +3a2A2 Z E, . [A?]
i=t—T1 CD i=t—T1
2 2 2 3 2 2 2 2
2 2.2 2 ugp (B maya 2 _Ugp |TB 2mia T
<717 C] [QEt27|0tT||C +40 2, (Ncw—i— T p2>} +3a°T 2, [N +1- = (P <
+ 0’ Ar(3 4 3207CT) > Ey o, A7 (110)

=0

Furthermore, by triangle inequality, we have ||0;_ || < |[|6; — 6| + ||0:||.. Squaring both sides, we have ||6;_,||? <
(10: — 01—l +1160:|c)? < 2[|0; — 6;—+||> + 2||6:]|>. By assumption on «, we have 272a2C%(|0;_, ||* < 472a%C?|6, —
01— |2 +47%a2CP||0:]|2 < 0.5]16; — 0, |12 + 4720 CF|6: 2.

Proof of Lemma B.8. ForsK +1 <t < (s+ 1)K — 1, where s = |t/ K|,

a1 - i\2 1 Q2
=5 - (A)" = N ; 160: — 6,12
| X , t—1 4 ' o 2
= 2|8k = Buxc) + o Y [(GU(8,51) — 61 +b'(3i) — (G(Or,yw) — Oy + b(yw))]
i=1 t'=sK c
202 Y =1 o ? =t S . 2
< N Z [bz(yif) - b()’t/)} + Z [(GZ( v Yi) — z/) —(G(Oy,yv) — Ot')]
i=1 t'=sK c t'=sK c

(. 05 = Ok and Young’s inequality)
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202U, o | 2 = .
< 22 S S iyl b+ Y (k) — blye), bi(yin)  blye))
1=1 |[t'=sK t/,t”:sK
t/¢t//
o’ - 2 irgi i 2 i 2
+ W(t — sK) Z Z [%2 HG (0, yy) — G(®t’7Yt’)H2 + Het’ - Bt’HC}
t=sK i=1
(Triangle inequality, and [|-||. < uca ||[[5)
202u2, Sl 2 = o
<EFEN | Y eI Y (bl - b b i) — b))
i=1 |t/=sK 62 t't"'=sK
tlit//
4 2 t—1 N )
+o(t—sK) > [ 0,y + |6 — 6n } ~ ey < Il and Var(X) < E[X?])
t'=sK i=1

20%u? 4au? N i i
B[] < =52 (- sK)B + 23 S E(b(yi) — blye), Be [b(yi) — b(ye)])
2 i=1¢ ¢ =sK
<"
4 al 2U’c2 i,y i i[2 i i[2 i 2
+ t—sK Z Z]E {HG (0. yi) — G(By,yi)| + |G (0t,,yt,)Hc} + |6 — 64
t'=sK i=1
(using Assumption 6.3)
20%u? 404 u? i(yl,
<2 ) 22 S [ - biye) |, [Be (v — by ]
c2 =1t t'=sK
t'<t"”
(using lea [[-[l; < [I-[l,)
4a t—sK kg 2u? 2 2
Z Z]E [ c2 {A2 16:, — 6, | St A2 ||9t’||i} + |6 — 6| C] (Assumption 6.3)
t'=sK i=1
(a) 20{2’1,63 4a2ug ngB Nl =t 1"yt
S T, U sEB SRR > B[]
c2 c2 2 =l Y osK ' =sK
t/<t//
t—1
2A%2 2A%u2
+4a2(t—SK) Z [(1+ l12Uc2) Qu + QU(,Z 16, || :|
t'=sK c2
®) 2022 4my B — 24242 24202
< St - sK) {BQ+1 2 pp} +402(t—sK) Y [<1+l§2> Q + =52 |0v; (1)
c2 - t=sK c2 c2

where (a) follows since

E[[|b(vi) = blye)l, |[Ee [b*(vin) = Dlyen)]] ]

[ N
<E ||v'(yi)], - {HEt/ b’ (yi)] ||, + ||Ee Z (v, ] } (Var(X) < E[X?], and Triangle inequality)
1 L o 1 ; . .
<E s |b*(yi)]|, - {HEt/ [bi(yin)]|. + v Z: H]Et/ {b(yi,,)} H(}} (Jensen’s inequality)
L J=1
< B 2msE [pt”_t/} ) (Assumption 6.1, 6.3)
lc2
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Finally, the inequality in (b) follows since

t—1 t—1 t—1 t—1 t—1 0 pt*t'
tllitl o tllitl o —_
XX ET=Y Y =Y
t'=sK t'i:s/]/( t'=sKt'=t'+1 t'=sK
t'<t
_plt—sK) p(1=p'7*K)
1—p 1—p
p(t — sK)
— 17p .

For simplicity, we define A = 2";7”52, Ay = 21“5%2 B = “022 B. Hence, (111) simplifies to
c2 c

t—1
N 4 _ -
EQ, < 202(t — sK) | B? (1+m”’) +2 3 (0 +A)EQw + AE[607) | (112)
B(1-p) W
Recursively applying (112), going back 2 steps, we see
- Am Lol =
EQ; < 202B%(t — sK) {1—&—”} +4a®(t — sK)Ay Y E|0u|2 +4a2(t — sK)(1+ A1) > EQy
B(l 7p) t'=sK t'=sK
t—2
- - 4 - -
FAa2(t — sK)(1+ Ay) 202(t — sK — 1) | B2 <1+B(;’”p)) +2 % ((1+A1)]EQt,+A2]E||0t,||f)]
- t'=sK
>Q 1
~ 4m2p ~
—2a2B%(t — sK) |1+ 2P [1 402(1+ At —1— K}
o’ B*( S){+B(1—p)} +4da*(1+ Aq)( sK)

+40%(t — sK)A

t—1 t=2
2| D 110u]? + 40’1+ Ay)(t — 1 - sK) ElethIi]
t=sK t'=sK

+4a?(t — sK)(1+ Ay) [1+4o¢2(1+/11)(t—1—s[()} 3 EQ.
t'=sK

B (14 22 ) | j tiﬂ«:ue,u?

B(l—p)) "7 A e

t—2

+(1+4) > EQ|.

t'=sK

< 4a?(t — sK) [1 FAa2(14+ At —1— SK)}

(113)

To derive the bound for going back, in general, j steps (such that ¢t — 7 > sK), we use an induction argument. Suppose for
going back k(< j) steps, the bound is

2 52 4map = 2 i
EQ; < 4a2(t — sK)B (1 + )) 11 [1 40P (1+ Ay)(t— 0 — SK)}

B(l-p et
_ t—1
+4a2(t — sK)A H[1+4a +Al)(t—z—sk)} 3 E(6|?
/=1 t'=sK
+402(t — sK)(1 4 A;) 1:[[1+4a (1+A)(t—¢ —sK] Z EQ, . (114)

(=1 t'=sK
We derive the bound for k£ + 1 steps. For this, we further bound the last term in (114).
t—k—1

40 (t — sK)(1 + A 1:[ [14—4@ +211)(t—12—sK)} lz EQy + EQ;_y,
/=1 t'=sK
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_ t—k—1
< 4a?(t — sK)(1 + A1) H{1+4a 1+ A)(t—¢ —sK} 3 EQ,
(=1 t'=sK

k—
FAa2(t — sK)(1 + Ay) H[1+4a 1+A1)(t—£—sK)}
(=1

) 4 t—k—1 ) )
x da®(t — k — sK) | B? (1 + B(;n?p)> + Y ((1 + ADEQy + AE ||0t,||§)1 (using (112))
- t'=sK
_ k—1 ~ t—k—1
< 4a’(t - sK)(1+ A [ [1+4a2(1+A1)(t—e—sK)} 3" EQ,
=1 t'=sK
k—1
+4a2(t — sK) [1+4a 1+ At — ¢ sz)}
=1
o (., Amap N NSt s N
% 40?(1+ A)(t — k — sK) | B T gaag) 3 ((1+A1)IEQt,+AQIE||0t/HC> . (115)
t'=sK

Substituting (115) into (114), we see that the induction hypothesis in (114) holds. We can go back as far as the last instant
of synchronization, j <t — sK. For j =t — sK, we get

t—1—s
EQ, < 42(t — sK) H [1+4a 1+Al)(t—£—sK)]

. 4 o=t _
x | B? <1+ m2p> + A2 Y Ell6y]2 + (1 + AEQk (116)
B(1—-p) W
Next, using 1 + = < e” for z > 0, we get
—1— ~ t—1—sK 5
H [1—}—404 —&—Al)(t—ﬁ—s[()} <eXp< Z 4a2(1+A1)(t—€—sK)>

=1 =1

< exp (2@2(1 + A))(t - sK) )
)

< - 11
ST (117)

if o is small enough such that 202(1 + A;)(K — 1)2 < In 5, which holds true by the assumption on the step size. Using
(117) in (116), we get

t—1
~ 4 ~ ~
EQ, < 5a2(t — sK) | B? (1 + W) +4s 3 E[60]% + (1 + A) EQux
———

B(l o p) t'=sK =0
. Am ot
= 502(t — sK)B? (1 + 2”) +5a%(t — sK)Ay Y E|6y]2, (118)
B(l - p) t'=sK
which concludes the proof. O

Proof of Lemma B.9. We have
By [Ib(Ye)lle] < uepBEe—r[[|b(Ye)n]

=u.pE_, [ b(Yt)TDb(Yt)]

<uep \/ E; . [b(Y:)T Db(Y})] (concavity of square root)
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(1Y N 1 & ,

&
= UceD Et—r Wzb( )TDb7 Yt szl TDbJ )

L =1 1<J

L g (i) []2 2 i(oi\] T (o .

= uep | 5 D Eies [Hb (yt)HD} + 5 2B [bi(yi)] | DE:-, [bﬂ (y] )} (Assumption 6.4)

i=1 i<j
<o | S (I ¢ [ SR ) DB [ 119
S UeD N2 — t—r Yi)llp N2 2o t—r — Yi .

T

For the term 7 we have

N
1 -2 ||bi(vi)||? ;
T SN ;Et_r [ch |b (yt)Hc} < (Assumption 6.3)
B 1
=, 120
ch \/N ( )
For the term 75 we have
2 . .
T <~ Y 1B [ D] o - [Eer [b7(v)] 1 (Cauchy-Schwarz)
i<j
= BB (b)) e [Eemr [BIv)] e
1<J
Z ZC_D2m2 pr - map” (Assumption 6.1)
i<j
2 T
<Zmep (121)
ch
Substituting (120) and (121) in (119), we get the result in (56).
The proof of (57) follows analogously. O
Proof of Lemma B.10. By definition, we have
N 2
2 1 i(gi i i i
1G(©, Y1) = G(6:, Y1) 2 = || 5 X _(G'(6],¥1) — G'(61,¥7))
i=1 .
1 & N\
< (N ; |G*(6;.y1) — G'(6, yi)Hc> (convexity of norm)
1 i
< (N Z 116 — 0t|c> (Assumption 6.3)
i=1
= (44’
1 & .
SN Z A7)0 — 6,))? (convexity of square)

=1
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=A2Q,. (By definition of §;)

Furthermore, by the convexity of ()2, we have

i=1 =1
O
Proof of Lemma B.11. Since M}Z”g(-) is convex, and there exists a norm, || - ||, such that M}l’q(:c) =1 Hx||72n (see
Proposition B.1), using the chain rule of subdifferential calculus,
VM () = ||z, e,
where u, € 0 ||z||,, is a subgradient of ||z||,, at z. Hence,
b,g9 o *
VM ()| = el el
where [|-||”, is the dual norm of ||-||,,,. Since ||-||,,, is convex and, as a function of z, is 1-Lipschitz w.r.t. |-, ., we have
lluz |7, <1 (see Lemma 2.6 in (Shalev-Shwartz et al., 2012)).
Further, by convexity of ||-||,,, norm, ||0]|,, > ||z|],, + (ug, —). Therefore,
, 2 )
(VMPO (@), @) = all,, (e 2) 2 ll}, = 2M7 (@),
O

C. Federated TD-learning
C.1. On-policy Function Approximation

Proposition C.1. On-policy TD-learning with linear function approximation Algorithm 1 satisfies the following:

1 @ =vi—v~

2. St = (Stl,,StN)andAt = (A%,,Aiv)

3. y% = (Stza A%? ) S§+n—1a Ai—i—n—la Stl—i-n) and Yy = (Stv Ata ceey St+n—la At+n—17 St-‘rn)

4. p™ : Stationary distribution of the policy 7.
Furthermore, choose some arbitrary positive constant 3 > 0. The corresponding G*(0:,y%) and b*(y?) in Algorithm 1 for
On-policy TD-learning with linear function approximation is as follows

S , . 1 , . . ,
1. G(8;,y}) = 0} + 50(S) XL ' (16(Sk) T 05— 0(S]) " 6)

i (i i\ ~ttn—-1 ] i i i . T
2. b'(y}) = %¢(Sf) 1=t ’Yl ¢ (R(Sl,Al) + ’Yﬁb(Slﬂ)TV *QS(Sl)TV )

where vT solves the projected bellman equation ®v™ = IL.((T™)"®v™). Furthermore, the corresponding step size o in
Algorithm 4 is o X [3.

Lemma C.1. Consider the federated on-policy TD-learning Algorithm 1 as a special case of FedSAM Algorithm 4 (see
Proposition C.1). Suppose the trajectory {SZ}t:O,l,... converges geometrically fast to its stationary distribution as follows
dry (P(SE = -|SH)| | (+) < mp' foralli=1,2,...,N. The corresponding G*(0) in Assumption 6.1 for the federated
TD-learning is as follows
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_ 1
G(0) =0 + Bqﬁm (Y"(P™)"®6 — ©0) , (122)
where 3 > 0 is an arbitrary constant introduced in Proposition C.1. In addition, (6) holds. Furthermore, fort > n + 1, we

have m = max{ 243]" 2Bm}, where Ay and B are specified in Lemma C.3 and p = p.

Lemma C.2. Consider the federated on-policy TD-learning 1 as a special case of FedSAM (as specified in Proposition C.1).
Consider the |S| x |S| matrix U = ® " p™ (v*(P™)™ — I) @ with eigenvalues {1, ..., \is|}. Define Amax = max; |\;|
and § = —max; Re[\;] > 0, where Re[-| evaluates the real part. By choosing 3 large enough in the linear function
(122), there exist a weighted 2-norm ||0||p = Vv BTAH such that G(8) is a contraction with respect to this norm, i.e.,

|G (61) — G'(02)[|a < 7cl|l@1 — O2]|a for ye =1 —

Lemma C.3. Consider the federated on-policy TD—learmng Algorithm 1 as a special case of FedSAM (as specified in
Proposition C.1). There exist some constants A1, As, and B such that the properties of Assumption 6.3 are satisfied.

max

Lemma C.4. Consider the federated on-policy TD-learning Algorithm I as a special case of FedSAM (as specified in
Proposition C.1). Assumption 6.4 holds for this algorithm.

C.1.1. PROOFS

Proof of Proposition C.1. Ttems 1-4 are by definition. Subtracting v™ from both sides of the update of the TD-learning, we
have

t+n—1
Vi — VT =vi— Vv +ad(S}) Z YT (R(SE AD+v9(Sia) Tvi—8(Sh) Tvi)
9f+1 02
=0, + a(S}) > A (R(S;, AN +¢(Sta) T (vi = v V) =¢(S)) T (vi = V7 +v“>)
1=t Pyt e

t+n—1

=0 + a6<01+6¢ (Si) Z Y (o (Shy) T —8(ST) T 6;)

Gi(6},y})
t+n—1

_0t+5¢ (S7) Z YT (R(SE AD) +70(5i) TV ¢(SZ)TVW)>~

bi(yi)

which proves items 1 and 2. Furthermore, for the synchronization part of TD-learning, we have

j=1

N
i T 1 j T
= v — V" NZ(vg —v7T),
0; = 0
which is equivalent to the synchronization step in FedSAM Algorithm 4. Notice that here we used the fact that all agents
have the same fixed point v™.

O

Proof of Lemma C.1. 1t is easy to observe that

Gi(6,yi) =6+ %qs(sz‘) (V" 6(SE,) 70— (50)T6).
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Taking expectation with respect to the stationary distribution, we have

G'(0) =Eg;in :0 + %qb(SZ) (7" ¢(St1n) 6 — ¢<S§>79)}
=Egj :E 0+ %gz)(sg') (Y ¢(Si,,) 0 — (ST 0) |s;’” (tower property of expectation)
By [0+ S0(50) (P E@0)(S1,,)1S7] - (00)(S0)]
e [0+ 50050 (07(P7)"20)(5]) — (20)(57)]
=0 + %@T/ﬂ (Y"(P™)" PO — $0) .

where P7 is the transition probability matrix corresponding to the policy 7, and pu™ is a diagonal matrix with diagonal
entries corresponding to elements of p™.

As explained in (Tsitsiklis & Van Roy, 1997), the projection operator Il is a linear operator and can be written as
I, = ®(®"pud®) " 1®" pu, where p is a diagonal matrix with diagonal entries corresponding to the stationary distribution of
the policy 7. Hence, the fixed point equation is as follows ®v™ = ®(® T u®) 1@ T p((7™)"®v™). Since  is a full column
matrix, we can eliminate it from both sides of the equality, and further multiply both sides with ® " u®. We have ® ' u®v™ =
® T p((T™)"®v™), and hence ® " pu((7T™)"®v™ — dv™) = 0, which is equivalent to Eg,=[¢" (S)((T™)"®v™)(S) —
(2v™)(S)] = 0. By expanding (7™)", we have Eg;.,,-[67 (S5) 32170 (R(S, A7) + 1(@v™)(S{,.1) — (2v7)(S])] = O,
which means

Ey~,~b'(y) =0, (123)
and proves (6).

Moreover, we have

|G(6) ~ BIG' (0, ¥l = [[Ey1me [G1(6.¥)] ~ EIG'(0, )

c

=D (v i) — Plyi = vilyb)) G'(0,47)

i

Yt c
< et wh) = Plyi = wilyd)] - |G (0, )], ([laz]lc = |al||z]|c)
yi
<> |umwh) = Plyi = vilyb)| A2 6], - (Assumption 6.3)
i

For brevity, we denote P(S} = si) = P(s!). We have

> (wh) = Py = vilyd)|
yi

= Z |MW(Si’ai""7si+n)_P(Sivaiv"'>si+n|y6)‘

u”(si)w(aﬂsi)?(saﬂsi, ai) e ’P(Si+n|8i+n—lv ai+n—1)

S4,Agse Sy

— P(s]8,)m(ai|st)P(siyalsy at) - Plsiynlsion 1,014 ) (t>n+1)

>

S4,A%5 58y 4y

u"(s) = P(si|Sp) | (ailst)P(sipalsi i) - P(stynlSiin—1, Gipn-1)
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St‘SZ)

:2dTv(P( L =Sl ()

t—n

<2mp
=(2mp~")p".

b i, =B — Eype i) (By (123))
= |22 (W) = Plyi = wilyo)) b'(v2)
vi c
<Z!u (y1) — P(yi = wilyo)| [P (v,
< Z |1 (yh) =yilys)| B (Assumption 6.3)
§2Bmp
0

Proof of Lemma C.2. Consider the |S| x |S| matrix U = ® " p™ (y*(P™)" — I) @ with eigenvalues {\1,..., \js/}. As

shown in (Tsitsiklis & Van Roy, 1997), since ® is a full rank matrix, the real part of \; is strictly negative forall¢ = 1,...,]|S|.
Furthermore, define )\max = max; |A;| and 6 = — max; Re[\;] > 0, where Re[-] evaluates the real part. Consider the
matrix U’ =1 + T, /5U It is easy to show that the eigenvalues of U’ are {1 + X5 AL 5 1+ 2/\)2“5‘/5} For an
arbitrary ¢, the norm of the i’th eigenvalue satisfies
L [ B ) Imi
22./8| 222,0x/6 202 ax /0

Re[Ai] JmA] \?
<|(1 Re[Ai] <0
<(1+58.7%) * (s Qe <0

<1 + _6 + )\max 2
- 22X iax/0 22X/ 0
52

402,

max

=1-

Hence, all the eigenvalues of U’ are in the unit circle. By (Bertsekas et al., 1995), Page 46 footnote, we can find a weighted

2-norm as |0]|x» = V0T A@ such that U’ is contraction with respect to this norm with some contraction factor .. In
62
BAI.

max

particular, there exist a choice of A such that we have v, = 1 —

O

Proof of Lemma C.3. The existence of A; and A, immediately follows after observing that G¢(0}, y?) is a linear function
of 0%. Furthermore, the result on B follows due to v™ being bounded as shown in (Chen et al., 2021b). O

Proof of Lemma C.4. For the sake of brevity, we write S} = s! simply as s}, and similarly for other random variables. We
have

Ei— [f(y}) x g(y7)]
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_ i i i i JjoJ J J J i J
= E P(St’at""7St+n—1va’t+n—1’St-l—nvstvat""7St+n—1’at—o—n—l?‘st-&-n‘ft—r)f(}’t) x g(yi)
571?70‘;7"'7S;+n717a;+n71’si_+n

EHIG VIR si#»nfl’aii»nfl’siﬁ»n

_ Z i i i i J J J J i J

- P(St—ra R st-i-n—l’ at+n—17 St-&-nﬁ Stpseees St—&-n—h a’t+n—17 St+n|]:t—T)f(Yt) X g(Yt)
ssz---as;}nfl7’1:+n71732+n

Sl 1 % 19514
= Z P(sifw R SiJrnflJ ai+n717 Si+n|}—t*7’)P(Sg7w cety 8§+n—17 agjtnfl? Sg+n|]:t*7“)f(yi)g(yg)

St—rrStpn—1:%4n—1St4n

J J J J
St St yn— 1% 4n—15t4n

=B [f(y])] % Er_r[g(y])].
0

Proof of Theorem 4.1. By Proposition C.1 and Lemmas C.1, C.2, C.3, and C.4, it is clear that the federated TD-learning with
linear function approximation Algorithm 1 satisfies all the Assumptions 6.1, 6.2, 6.3, and 6.4 on the FedSAM Algorithm 4.
Furthermore, by the proof of Theorem B.1, we have w; = (1 — %)’t, and the constant ¢ py, in the sampling distribution
g7 P in Algorithm 1 is crpr = (1 — %)’1. Furthermore, by choosing the step size « small enough, we can satisfy the
requirements in (21), (23), (32), (35). By choosing K large enough, we can satisfy K > 7. Hence, the result of Theorem
B.1 holds for this algorithm with some crpr, > 1. Also, it is easy to see that (1 — <52)~ 7 = O(1), which is a constant
that can be absorbed in ClT DL Finally, for the sample complexity result, we simply employ Corollary B.1.1.

Next, we derive the constant ¢y pr. Since || - || = || - ||a, which is smooth, we choose g(-) = 1|| - ||3. By taking ¢ = 1, we

-1
have l.s = u.s = 1. Therefore, we have ¢; = 1,and py =1 — ., and crpr = (1 — W) , where 7, is defined in
Lemma C.2.

O]

C.2. Off-policy Tabular Setting

In this subsection, we verify that the Off-policy federated TD-learning Algorithm 2 satisfies the properties of the FedSAM
Algorithm 4. In the following, V'™ is the solution to the Bellman equation (124).

V7(s) =Y w(als) |R(s,a) +7 > P(s'ls,a)V7(s) (124)

a

Note that V'™ is independent of the sampling policy of the agent. Furthermore, we take || - ||c = || - ||co-

Proposition C.2. Off-policy n-step federated TD-learning is equivalent to the FedSAM Algorithm 4 with the following
parameters.

1. 0;=V,-VT™
2.8, =(SL,...,SN)and A, = (AL,..., AY)
3. y% = (Séa AlLfa AR Sz+nfla Aé+n71a Sg+n) and Yt = (St7 Ata RN StJr’ﬂ*]-’ AtﬁL”*l’ St+n)
4. u' : Stationary distribution of the sampling policy of the i-th agent.
PO i ; n—1 _|— ~(i ] i i (Qt i( Qi
5. GO}, yi)s = 0i(s) + Lpumsyy (14" (30 (53, A1) [4803(Si1,) - 0i(S))] )

6. bi(yi)s = Liamsyy Xity 7 (o 3085, AD)) [R(S, A +7V™(S]41) = V(S))]

Lemma C.5. Consider the federated off-policy TD-learning Algorithm 2 as a special case of FedSAM (as specified in
Proposition C.2). Suppose the trajectory {Si}i—o 1. converges geometrically fast to its stationary distribution as follows
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dry (P(SE = -|SH)||ui(-) < mp' foralli =1,2,...,N. The corresponding G*(0) in Assumption 6.1 for the federated
TD-learning is as follows

G(8), =0(s) + [y (P)"0 — 14'6) (s).

Furthermore, fort > n + 1, we have m; = 2‘2%’%, where As is the constant specified in Assumption 6.3, mo = 0, and

p=p.

Lemma C.6. Consider the federated off-policy TD-learning 2 as a special case of FedSAM (as specified in Proposition
C.2). The corresponding contraction factor . in Assumption 6.2 for this algorithm is Y. = 1 — pimin(1 — "), where
Pomin = ming ; 1 (s).

Lemma C.7. Consider the federated off-policy TD-learning 2 as a special case of FedSAM (as specified in

Proposition C.2). The constants Ay, As, and B in Assumption 6.3 can be chosen as follows: A1 = As =
n if vJ =1 n i J =1
L+ (1 +9) {1—(73,1,3,()" S =L B = g {1—(wﬁmax>" T T
T max . oW T 0max . O

maxgi 4i; 3@ (st ah).

Lemma C.8. Consider the federated off-policy TD-learning 2 as a special case of FedSAM (as specified in Proposition
C.2). Assumption 6.4 holds for this algorithm.

C.2.1. PROOFS

Proof of Proposition C.2. Items 1-4 are by definition. Furthermore, by the update of the TD-learning, and subtracting V"
from both sides, we have

Vi = V7(s) = Vi = V7(s)

6i41(s) 0i(s)

t+n—1
+ ol s ( > A W30y, 4| (R(SE, A+ Vi(SEa) - vz<sz>)>
=t
= 0i(s)
t+n—1

+Ot]1{5_5ti}{ Z ’Yl_t (Héztj(z)(S;,A;))

=t

R(S}, A+~ ( Vi(Si1) — VT (5i1) +Vﬂ(sli+1))
0;(Si,1)

- (viesh) - v(si) +V”<s;'>)] }

CHER)

t+n—1
= 0j(s) +a{ 6i(5) + ooy ( S o (o 29(s) 4D) [16i(SE ) - o;<sz>]) ~6i(s)

=t

Gi(0}.y})s

t+n—1
sy 2 1 (o305 A9) [RISE AR + V7 (SE) = V7(S))] }
I=t

bi(y})s

which proves items 5 and 6. Furthermore, for the synchronization part of TD-learning, if ¢ mod K = 0,

1
V§<—N§ \H
Jj=1
1 on
= Vi-V™ e =N (V] -V,
—_——— Nj:1A/_/

o 07
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which is equivalent to the synchronization step in FedSAM Algorithm 4. Notice that here we used the fact that all agents
have the same fixed point V7. O

Proof of Lemma C.5. By taking expectation of G*(6},y!),, we have

G’ (0)8 :ES,? ~p

t+n—1
0(s) + L—siy ( > A (ngtj(z)(*g;vA;‘» [V0(S}41) — 9@7)])1
=
t+n—1

+ Z ESZNH”’ [1{3:53}71% (Héztj(i)(S;’Aé)) [VO(S;H) - O(Si)}] :

T

Denote E¢ [-] = E[|{S!, A’ },<k—1, Si]. For T}, we have

Ty =By {]E; {1{s=51'}7l7t (Hé':tj(i)(S;vA;‘)) [70(51141) - O(Sll)]”
By e [’ (2305, 49)) [9EE [39(5], 4D6(SE.)] - 0051 ] -
Here,

Ef (3081, A4D6(S111)| = _ P(Sia = s, 4f = alS)30 (8], 4] = a)6(s)

s,a

; i i m(alS!
= ZP(SH-I = 87Al = a’lsl)ﬂ_l(a|| ))

s,a (
= S ralspeista mal%)) g,

i (alS})
_Zp (s]57,a)m(al S})B(s) = [P7O](S]),

0(s)

where [P7|s, s, = >, P(s1|s0,a)m(a|so). Hence, we have
T =Es;oy [ Lpamsiyy' Z390(S5, ADEL, [30(S1_y, ALy [1(PT0)(S]) - 6(1)] ]

b [Lemsipn ™ U220 (85, A7) [1((PP)20)(Sy) — (P™O)(SLy)] |

“Es; oy [Liamsy? ™ [y <<P“>l-t+le><5i> — (P ~0)(7)] |
=u' ()7 [y((PT)'TTHO)(s) — (PT)'710)(s)
=y [y(u' (PT)' 7 10)(s) — (W' (PT)'10)(s)
= [y (PTG — 5 (P ] (),
where we denote 1’ as diagonal matrix with diagonal entries corresponding to the stationary distribution *. Hence, in total
we have

t+n—1
Gz(e)s 20(8)+ Z [,yl—t—&-lui(Pﬂ)l—t—f—le_,yl t L(P‘ﬂ')l t@}( )
=t
=0(s) + [Y"u' (P™)"0 — p'0] ().

Furthermore, by the same argument as in the proof of Lemma C.1, we have

1G(0) ~EIG 0.y}l <3 |n' () — P(yi = wily})| A2,

i

Yt
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and

> W wh) = Ply; = vilyh)| <(2mp)p,
which proves that m; = 2mA;p~ " constant. In addition, we have
t+n—1

[EB Dl = |[B | Ls=siy Z T 3D (S5, AY) [R(ST. A} + VT (S141) — V()]

t+n—1
= |[B [Lemsn 2o B[, 4)) [R(Sz’aA%HW”(SZH)—V”(SZ)]H
L =t c
—|E |1psyy Z A IO (S5, AL E 39S, AD) [RST, A + 7V (SE) = V(S|

T c

For the term 1T', we have

=% n'(als)). ;((Zél?)

a

R(S},a) +~)_ P(s'IS],a)V™(s') — V”(Sf)l

= m(als}) lR(SZ} a)+7 ) P(s'|S],a)VT(s') - V”(Szi)]

a

=0,

which shows that mq = 0.

O
Proof of Lemma C.6.
||(‘_}2(91) _ (_;'1(02)HC — Hel 4 [7n+1ﬂi(P7r)n+101 _ Hiel] _ (02 + [,Yn—i-l“i(Pﬂ-)n—i-le _ Ni02])Hoo
=[|(1 = (I =" TH(PT)" ) (61 - 62)|
<= p' (I =P 1161 — 62l - (definition of matrix norm)
Since the elements of the matrix I — p'(I — "+ (P™)"*1) is all positive, we have ||I — p'(I — "1 (P™)"T)|| =
[ = (1 =y Py = 1= (@ =7 D) oo = 1= gy (1= 7)< 1= (1= 7™1). O
Proof of Lemma C.7.
||GZ(01J’) - Gl(HQay)Hc
t+n—1 ‘ )
= max |01 (s) — 02(s) + Lyo—s; ( o ( _ a0 (s, Az)> [v0:(Si,1) — ms;)})
1=t
t+n—1 , ] ] , ,
~Tamspy ( >° A (Wo30(S) A) [16a(Sii) 02<sz>]> ‘ (e = o0)
I=t
B t+n—1 . ‘ ‘ .
< max 161(s) s)| + Z 7 tHl 3¢ Sz Al) ['V (01(5;“) - 02(Sll+1)) - (01(5;) - 02(511))] ]
) (triangle inequality)
< max |[61(s) s)| + Z YT, 30 (S5, AY) [ [01(Sii) — 02(S0)| + [61(S7) —92(55)\}]

(triangle inequality)
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t+n—1
< max [wl(s) —0x(s)| + > AT 39(S], A [v (161 — 0a|, + (161 — %HQ] (definition of | - [|oc)
1=t
t+n—1
< max [wl( s)| + Z AT [y (10, — 02 + 1101 — 02|Oo]] (definition of Jppax)
n—1
= 1101 = 05[], + [7 1161 — B2l + 161 = O2]l ) Tanax D (YT max)'
1=0
n if YOpax =1
= (|01 — 02|, + [v |01 — 02|, + 1|01 — 02| ] Tmax { 1= (4 man)" *
T Ow.
Furthermore, we have
Il = o Limsyy 3 o' (W20(8], 49)) [ROSE AD +7 V7 (8]4) = V(S]]
e ttn I=t
t+n—1 ] , ] )
<, 3 4 (n 36 (S5, A) ) IR(Si, A7) + V™ (Siy,) — VT(S})|  (triangle inequality)
SZ’ t Sz+n =t
t+n—1 ) ‘ ) )
S g, 30 (R [RUSEAD 49V () = V(S
ts t4n _
t+n—1 o 4 ,
< Amax Z YT [IR(SHAD| + 7 [VT(Si) | + VT (S]] (triangle inequality)
SHALSE L, T
t+n—1 1
< - ~l t+1y |1
= SiAbsi, z_: 7 () [ * 1— i
t+n—1
2T max _
=105 2 (%)™
1=t
2 {n if A Tmax = 1
= 1— jmax n
1—~ 71(_A’,yjmx) o.w.
O
Proof of Lemma C.8. The proof follows similar to Lemma C.4. O

Proof of Theorem 5.1. By Proposition C.2 and Lemmas C.5, C.6, C.7, and C.8, it is clear that the federated off-policy
TD-learning Algorithm 2 satisfies all the Assumptions 6.1, 6.2, 6.3, and 6.4 of the FedSAM Algorithm 4. Furthermore, by
the proof of Theorem B.1, we have wy = (1 — <£2)~7, and the constant ¢ in the sampling distribution ¢ in Algorithm 1 is
¢ = (1—2£2)~1. Inequation (125) we evaluate the exact value of w;.

Furthermore, by choosing step size o small enough, we can satisfy the requirements in (21), (23), (32), (35). By choosing
K large enough, we can satisfy K > 7, and by choosing 7" large enough we can satisfy 7' > K + 7. Hence, the result of
Theorem B.1 holds for this algorithm.

Next, we derive the constants involved in Theorem B.1 step by step. After deriving the constants Cy, Co, C3, and Cy4 in
Theorem B.1, we can directly get the constants CTDT fori =1,2,3,4.
In this analysis we only consider the terms involving |S], |A], 17 s Tmax, and fimin. Since || - || = || + ||oos We choose

g(-) = 3| - |2, i.e. the p-norm with p = 2log(|S]). It is known that g(-) is (p — 1) smooth with respect to || - ||, norm
(Beck, 2017), and hence L = ©(log(|S|)). Hence, we have I., = |S|~}/? = i = O(1) and u.s = 1. Therefore, we

1 2 . 1429, 3
have g1 = Trite = 15U < 144, By choosing ¥ = (526)% — 1 = B2 > (1= ) = prguin(1 — 7™+ =

S
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(1+’Yc)

) . . . o 1+¢ 27¢ —
Q(pmin(1 — 7)), which is 1) = O(1), we have p; = 1+% \/>f+( 1+’Yc)2 1= O(1), and
1+ 0.5(1 4 ~.)e'/4 0.5¢M%(2 — pmin (1 — 411
pr =1y S =1 | e (1+7¢) ( ( )
el Jc c 2 min 1 ntl
Ve I+ Ve \/\/é— 1+ (1;;: \/\/6—14- 5 Q’L«mln((l ’):Yn+1)))
1 + c 1- c
>1_fYC\/ I+ =1-" 27’7 = 27 :O-5Mmin(1 —’Yn+1) :Q(,U/mm<1_’y
L(1 2 log(|S])(1 log(|S log(|S
o= BRI o (1500 +00) g (80SD) (sl ),
/lpgcs 77Z) 1 — Ve .umin(l - ’Y)
Using ¢4, we have
—t
—t 2 1/4 2 _ min 1— n+1
w, = (1 _ %) = 1o age g 2250C (2 = Fomin ))2 (125)

2 mln(l TL+1)
\/\/E_ 1 + 2= ;me(l ’YynJrl))
Further, we have

lem = (1 + W?s)l/z = 9(1)
= (1L +¢ul)'? =0(1)

Since TV-divergence is upper bounded with 1, we have m = O(1). By Lemma C.7, we have

if jrnax =1 —
v = 03

max

n
A1=A2=1+(1+7>{1<wm>" ow

1—9TJmax

and A; = A; = Q(1),

2T max | M if YJmax =1 I s
B = 1—~ ) 120 Tmax)” =0 (1 ) )
T T e O 7

and B = (1). Hence m; = % = O(3n-1). Also, we have my = 0.
We choose the D-norm in Lemma B.9 as the 2-norm || - ||2. Hence, by primary norm equivalence, we have l.p = \/ﬁ and
ucp = 1, and hence 72 = /|S].

‘We can evaluate the rest of the constants as follows

G =G =G = V2/10 = Q(\/ pimin (1 = 7))
Wcs . _ ,umin(1 - ’7) — //Lmin(1 - 7)
G2 = 10 orA; Y (\/ min(1 = )- log(|SI) ) Q( log(|SI) )
wlcs Mmin(l - ’Y)
“= 10 CL(A+1) =9 ( log(|S]) > .

C1 =3\/A3+1=0(T0.3),

and similarly

and
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Cy=3C1 +8=0 (T.4) .

mgL
@ =y, ="
o L2 2OZLA2 1 u? (A1 + 1) 3m1La2
= (w% or, () - == (S +2)+ 75 >
_o < log”(|S]) log(|S])Tnax  log(|S]) log(|S])Imax  log(|S]) T log(|S])
ﬂrznm(l -7)? fonin (1 — ) ,U?nin(l -7)? foamin (1 — ) ,L‘?nin(l -)? fomin (1 — )
1 gn 1
-0 <0g(|5)m;) ’
iu’min(l - ’Y)
mn L(A1+1) N LA, n L?u ?m 3A%Lo¢2
2(3 Yl Y2, 20E,CGY? 2912
o ( 1og<|8|) log(|S]) x| log(IS)Thax , log®(IS) | I3’ log(|8|))
“mm(l =) fmin(1 = 7) Panin (1 — ) :u?nin(l -7)3 fomin (1 =)
1 ~2n 2
o ((eglsmy.
lu’mln(l - ’Y)
om (S + ) v mibe) (ol _ it 2 ee(9)
o 2C2 wlcs 2135 IU’rQnm(]' - 7)2 len(l - ’7) ,U/mln(]- - ’Y)
1 ~n 1
o (‘LS.
:u’mm(l - )
2 2
m3u?, L
C7 2(2[4 wQ = 0’
1 3L log(|S])
Ce=|[= = i =N bt P
) (2 wl%s) © (umma )’
SucpB _ <\/|S Jgax>
Cy =22 7
ch Y
8maucp
Ciop=—+~—- =0,
Y (=)
Cll _8010 cm 0’
&
8CyuzpB® log (\S|>":;a,1 T S| log2(|8\)3i:;x1
012:272 2.| l. 5 =0 5 ,
14Cu?,m3

2 0.

e, T )
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2
014(7') = (07 +Ci1 + 0503092 + C3C19 + 2C1C5C10 + 3A1C5 + Ci3 + Cg Yep 2m§a2> 2= 0,

IZp
2 2 ~2n 2 3n—1
ucDB 1 2 ‘S|1Og(‘8|)‘}max |8|10g (|8D3max 2
= - — - =V as 1
Ci6(7) (Cs 2, + 5 + C’12> (@] ( (1= ) fimin +1+ 2 (1= ) T

o (IS1og (S0
(1_’7)4lu’?nin

Ci7 =(3A103 + 814%04 + Cs + 06)
o (108 (IS]) Trha log?(|S|) T log?(|S]) Ttk
=0 O_|_/JI21'1r;X2 < max 4 max 4 max
( M?nin(l - 7)2 y’ilin(l - 7)3 Milin(l - 7)3
0 (3%:;;3 1og2(|3|)> .

Iu?nin(l - 7)3
Similar to || - ||p = || - ||2, we have .o = ﬁ and ueo = 1.
- 2A%y e
A =20 o (3271s).
- ZAQUC _
2 == =0 (I3181)
c2
- w2 |S|32n
B: C2B2:O< max)7
lzz (1—7)2
1 (1 B \\? Jn 7\ 2
M —- . B A 1 0 . — 0 2 _ max ~n—1 ) max 1
oo (Cf (B+ (s 1) (Il + 50 ) ) +1 o||c> 0 ((l_7 + )i ) )
_o ( T )
(1—79)?
1 1 3471—2 1 j4n—2

C:16U3mM IOg -4+ — :O( max >:O<nw,x>

' ollog, 2 @2) (1 =7) pmin(1—7) (1 —7)3tmin

8u2,, (Cs + 2+ C 1 log(|S S|log?(|S))33n-1

CQZUCm(g 2 12>:O< ( Og(| |) +1_|_| |(2)g(‘ |) HZLX ))
P2 fomin (1 =) \ pmin (1 — ) Himin (1 =)
o ((sleglsim)
Iu‘rznin(l - 7)4
®, 4m
g, 0B Crrtiem (1+56%) _ O( L ISPo 3&12310g2<|8)>
©2 Pmin(1 =) (1 — ’7)4 :u?nin(l -7)?3

o (ZislsLg(s))
lu’fnin<1 - ’Y)S ’

Cy :8ufm (07 +Ci1 + 0503?03 + C3C19 + 2C,C5C19 + 3A,:C3 + 013) /QOQ =0.

Finally, for the sample complexity result, we simply employ Corollary B.1.1.
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D. Federated ()-learning
In this section, we verify that the federated (-learning algorithm 3 satisfies the properties of the FedSAM Algorithm 4. In
the following, @Q* is the solution to the Bellman optimality equation (126)

Q" (s,a) = R(s,a) + VEs'wp(|s,a) [Hz&}x Q* (S, a')} . (126)

Note that Q* is independent of the sampling policy of the agent. Furthermore, || - ||c = || - ||co-
Proposition D.1. Federated QQ-learning algorithm 3 is equivalent to the FedSAM Algorithm 4 with the following parameters.

1. 6} =Q; - Q"

2.8, =(St...,8))and Ay = (A},..., AY)

3. yi = (S5, AL St Aly) and Yo = (Si, Av, Sepr, Arga)

4. u' : Stationary distribution of the sampling policy of the i’th agent.
)

. Gi(eéayi)(s@) = 0%(570“) ] , o ) )
+]1{S’}::57A’,{:a} X [7 maxgq/ (02 + Q*(SZ}D a/)) - 0;(51%’ Ajt) — 7y Mmaxg/ Q*(S;jtla a/)]

6. bi(yi)(s,a) = ]l{S}:s,Ai:a} [R(SLA%) + v maxgy Q*(SéJrh CL/) - Q*(SLA%)}

where 1 4 is the indicator function corresponding to set A, such that 1, = 1 is A is true, and 0 otherwise.

Lemma D.1. Consider the federated QQ-learning Algorithm 3 as a special case of FedSAM (as specified in Proposition D.1).
Suppose the trajectory {S¢, Ai}i—o.1,... converges geometrically fast to its stationary distribution as follows drv (P(Si =
AL =S8 AN\t (-, ) < mpt foralli = 1,2, ..., N. The corresponding G¥(0) in Assumption 6.1 for the federated
Q-learning is as follows

Gi(o)(s,a) :0(57 a) + :u‘i(sa a) X ES’NPHS,@) |:7 IH;}X (0 + Q*(Slv a,)) - 0(53 a) - ’YH;E}XQ*(SIv a,)] :

Furthermore, we have m, = 2Asm, where As is specified in Lemma D.3, mo = 0, and p = p.

Lemma D.2. Consider the federated Q-learning as a special case of FedSAM (as specified in Proposition D.1). The
corresponding contraction factor . in Assumption 6.2 for this algorithm is 7e = (1 — (1 — ) fimin), Where pmin =
min, . (5, a)

Lemma D.3. Consider the federated Q-learning as a special case of FedSAM (as specified in Proposition D.1). The

constants Ay, A, and B in Assumption 6.2 are as follows: Ay = Ay =2 and B = %

Lemma D.4. Consider the federated QQ-learning as a special case of FedSAM (as specified in Proposition D.1). Assumption
6.4 holds for this algorithm.
D.1. Proofs

Proof of Proposition D.1. Ttems 1-4 are by definition. Furthermore, by the update of the Q)-learning, and subtracting Q*
from both sides, we have

Qiy1(s,a) — Q*(s,a) = Qi(s,a) — Q*(s,a)
92+1(s,a) 0} (s,a)
+ ol a)=(si,ai)} (R(Sti» A + 7y max Q(Sy1,a) — Q(St, Ai))
:01’(57 a)

+ al(sa)=(si,A1)} <R(Sti7 Ap) + 7y max Q(Siy1.a) — Q*(St,1,a) +Q*(St; 1, a)

9}:(524—1»“)
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Qi(527 Ai) - Q*(Sti7 A}) JFQ*(SZ, Ai) > (addition and subtraction)

CHEHPY

=0;(s,a)
+a ( 0,(s,a) + L=y, aj=ay ¥ [Ymax (6] + Q" (S}41,0)) — 6;(S}, A)) — ymax Q*(Si;4,a')] —(s, a)
Gi(oti,vyz)(swa)

# Ly (RUSEAD +9mpx @ (51, o) - @°(50,4)) )

bi(y)(s.a)

which proves items 5 and 6. Furthermore, for the synchronization part of (-learning, we have
1L
i J
“NZ@
— Q- Z Q)

A/.—I \—/—/
0; o

which is equivalent to the synchronization step in FedSAM Algorithm 4. Notice that here we used the fact that all agents
have the same fixed point Q*. O

Proof of Lemma D.1. G(0)(s ) can be found by simply taking expectation of G'(0;,¥})(s,a)» defined in Proposition D.1,
with respect to the stationary distribution p*. Furthermore, we have

IG'(6) ~ EIG (8. 7))
= | Eyip G 0.5~ EIGH 0.

Z (ui(s,a,sl,a') — P(Sz = S,A a St+1 s’ Af+1 = a’|SO,AZ)) Gi(O,yi)

= Z ’Ni(s»a7sl7al) - P(Stl = S,Ai = avsti+1 = SlvAi+1 = aI‘SZ;?A%J)’ . HG’(&)’?:)H( (||aac||c = |a|||m||c)
< Z W' (s a,s',a") — P(S; =5, A} = a,S;,, =5, Al =d'|S;, AY)| . A26]|. (Assumption D.3)
= Z pi(s,a)P(s'|s,a)m'(a'|s") — P(S = s, AL = a|S§, AL)YP(s'|s, a)n' (a'|s")|. As]|0].

(definition of transition probability)
:Z ,ui(87a) - P(StL = SaAzz; = a|Sé7A8) A0

s,a

=2drv (u'(-,), P(S; = -, Ap = |55, Ap))-A20]]c
<2A,|0||.mp".

In addition, we have

IED (vl =max | P(S} = s, 45 = alS}, 4b) (R(s,0) + 1Esrp( o) [max Q*(S',0')] = Q"(s,0))|

=0. (Bellman optimality equation (126))

O
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Proof of Lemma D.2.

IG'(61) — G'(62)]. = max 1G*(61) (s.0) — G'(02) (.0

01 (Sa a) + /’Ll(sv CL) X ES’NPHS,a) |:’Y m§X (01 + Q*(S/7 a/)) - 01(85 a) - Wme/th*(S/, a/):|

— Imax
s,a

- (02(8a a) + Mi(&a) X ES’NP(-|5,¢1) |:’YH%18/4X (02 + Q*(S/a a/)) - 02(870’) - ,YH}IB;XQ*(S/7 a/)i|) ‘

(1= ' (s,a))(01(s,a) — B2(s, a))

= 1max
s,a

F sy [ (01 + Q°(5'.0) = e (02 + Q5" )|

<o |1 45,0015, ~ Oa(s,)
o 0B [ (01 + (57 )) — e (02 + (5" ) H (siangle inequality)
<o (1= o 10— etmion o |
+yp (s, a) [ Esinp(|s.a) [H}L@X (61 +Q"(Y,a')) — max (6, + Q" (Y, a’))] H 1 (' (s,a) > 0)

< max [(1 —'(s,0)) |61 — 02

max (0; + Q" (5", a’)) — max (62 + Q*(S',a")) H ] (Jensen’s inequality)

+ ’Y/Ji(s, a) l:ES/N'P(‘|Sva)

Next, we note that for any functions f(-) and g(-), we have
‘(mg><f(x)) — (maxg(z))| < max|f(z) — g(z)]. (127)

The reason is as follows. We have max, f(x) = max, f(z) — g(z) + g(x) < (max, f(z) — g(z)) + (max, g(x)).
Hence, (max, f(z)) — (max, g(x)) < max, f(z) — g(z) < max,|f(z) — g(z)|. Now suppose max, f(x) >
max, g(x). Then we can apply absolute value to the left hand side of the inequality, and we get the bound.
By a similar argument for the case max, f(z) < max, g(z), we get the bound in (127). Hence, we have
|max, (61 + Q*(S,a’)) — maxy (02 + Q*(S',a'))| < maxy [61(5,a’) — 02(5",ad)| < ||61 — O2||c. As a result,
we have

IG*(81) — G*(82)llc <max [(1— pi'(s,a)) (|61 — B2 o + 71 (5,a) [[|61 — 62|c]]
=max (1 — (1= 7)u'(s,a)) |61 — 62|,
< (1= (1 =) ttmin) 161 — 62|
< (1= (1 =) pmin) |61 — O2]
=1 =1 =) ttmin) 61 — 02|

Proof of Lemma D.3. First, for Ay, we have

HG7’(017y) - Gi(GQaY>||C
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=max
s,a

0:1(s,a) + L{5=s.a=ay X [ymax (01 + Q*(S",a’)) — 61(S, A) — ymax Q* (5", a’)]

- (02(53 a) + ]]-{st,Aza} X [7 IH;}X (02 + Q*(S/a a/)) - 02(57 A) - PYH}SJX Q*(Slva/)]) ’

<max | (1= Igs—s.a-q})(01(s,a) — 2(s, a))|

+ 71 {525,420} |max (61 + Q" (S',a)) — max (62 + Q*(5', a’))\ ] (triangle inequality)

<max | [|01 — 02|, +Y1{5=s4=a}

max (0; + Q(S",a’)) — max (62 + Q*(S’7a’))” (definition of || - ||0)

< 161~ Bal + 71 (54 [61 2] By (127)
<261 — 62/
=261 — 62

Second, for As, we have

IG*(6,)llc =max

s,a

0(8, a) + ]l{S:s,A:a} X [’y max (0 + Q*(S/7a/)) — 0(57 A) — ’}’I?(l@xé)*(s/7 a/)] ‘

)

(triangle inequality)

< max [HOHOO + Y1 s=s,4=a} |max (0 + Q*(5",a’)) —max Q*(5",a’) ] (definition of || - ||0)
s,a a’ a’

< max [0]]., +ymax [6(5", ') (By (127))

Lastly, for B, we have

15 le = max |1 gs—s, aza) [R(S. 4) +ymax Q*(S,a') = Q*(S. )|

<max lyg—s a—a} [\R(S, A+~ max 1Q*(S,d)| + Q" (S, A)|} (triangle inequality)
1 1
<max [1 +y—+ ]
s,a l—v 1-7v
2
g
O

Proof of Lemma D.4. The proof follows similar to Lemma C.4. O

Proof of Theorem 5.2. By Proposition D.1 and Lemmas D.1, D.2, D.3, and D.4, it is clear that the federated () Algorithm
3 satisfies all the Assumptions 6.1, 6.2, 6.3, and 6.4 of the FedSAM Algorithm 4. Furthermore, by the proof of Theorem
B.1, we have w; = (1 — 2£2)~", and the constant ¢ in the sampling distribution ¢ in Algorithm 1 is ¢ = (1 — <£2)~!. In
equation (128) we evaluate the exact value of wy.

Furthermore, by choosing step size o small enough, we can satisfy the requirements in (21), (23), (32), (35). By choosing
K large enough, we can satisfy K > 7, and by choosing 7" large enough we can satisfy 7' > K + 7. Hence, the result of
Theorem B.1 holds for this algorithm.

Next, we derive the constants involved in Theorem B.1 step by step. In this analysis we only consider the terms involving

S, Al 125 Jmax, and fimin. Since || - [|c = [ - [[oo, We choose g(-) = 3| - |7, i.e. the p-norm with p = 2log(|S]).
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It is known that g(-) is (p — 1) smooth with respect to || - ||, norm (Beck, 2017), and hence L = O(log(|S|)). Hence,

we have I, = |S|7'/? = ﬁ = O(1) and ucs = 1. Therefore, we have ¢ = 111’5)’25 = ;:w < 141. By
cs NG

choosing ¢ = (H—%) -1= % > (I =9c) = pmin(1 =) = Q(pmin(1 — 7)), which is ¢p = O(1), we have
(Liacy? i

1 . —
0] = 1++% = \/éer(ﬁZr)Q T = O(1), and

SR R E X (=) 030 +%)el/4 0.5¢/4(2 — pumin(1 — 7))
2=l =Yy | T Lt Ve | T Vit o LT
14+ 2L (Fe)2—1
v B Vit (b)) e (F )
1+ c 1 — Ye
>1 - YeV 1 + 1/) =1- Ye 277 = 9 = 0-5,umin(1 - 7) Q(Nlmln(l - 'Y)

Using ¢4, we have

—t

—t 0.25 1/42_ mml_
wt:(l_%) _ e’ (2 = pimin(1 — 7)) (128)
2 \/é 1 + 2 2—pmin(1—7) )
2—2pmin (1-7)
Further, we have
lem = (1+ 112135)1/2 =0(1)
Uem = (14 Wi)m =0(1)
Since TV-divergence is upper bounded with 1, we have . = O(1). By Lemma D.3, we have
A =A4,=2=0(1)
and A; = A; = Q(1),
2 1
st ofiL)
1—7v 1—7v
Hence m; = 2Asm = O(1). Also, we have mo = 0.
We choose the D-norm in Lemma B.9 as the 2-norm || - ||2. Hence, by primary norm equivalence, we have [.p = \/% and

u.p = 1, and hence ?"D = 4/|S]|. The rest of the proof is similar to the proof of Theorem 5.1 where J,,,.« is substituted

with 1. The sample complex1ty can also be derived using Corollary B.1.1.

O



