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Abstract

Graph Neural Networks (GNNs) have shown satisfying
performance on various graph learning tasks. To achieve
better fitting capability, most GNNs are with a large
number of parameters, which makes these GNNs compu-
tationally expensive. Therefore, it is difficult to deploy
them onto edge devices with scarce computational re-
sources, e.g., mobile phones and wearable smart devices.
Knowledge Distillation (KD) is a common solution to
compress GNNs, where a light-weighted model (i.e., the
student model) is encouraged to mimic the behavior of a
computationally expensive GNN (i.e., the teacher GNN
model). Nevertheless, most existing GNN-based KD
methods lack fairness consideration. As a consequence,
the student model usually inherits and even exagger-
ates the bias from the teacher GNN. To handle such a
problem, we take initial steps towards fair knowledge
distillation for GNNs. Specifically, we first formulate a
novel problem of fair knowledge distillation for GNN-
based teacher-student frameworks. Then we propose a
principled framework named RELIANT to mitigate the
bias exhibited by the student model. Notably, the de-
sign of RELIANT is decoupled from any specific teacher
and student model structures, and thus can be easily
adapted to various GNN-based KD frameworks. We
perform extensive experiments on multiple real-world
datasets, which corroborates that RELIANT achieves
less biased GNN knowledge distillation while maintain-
ing high prediction utility. Open-source code can be
found at https://github.com/yushundong/RELIANT.

Keywords: Graph Neural Networks, Algorithmic
Fairness, Knowledge Distillation

1 Introduction

In recent years, Graph Neural Networks (GNNs) have
shown satisfying performance in a plethora of real-world
applications, e.g., medical diagnosis [27] and credit
risk scoring [30], to name a few. In practice, the
depth and the number of parameters of GNNs largely
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(a) Bias under Agp on CPF. (b) Bias under Ago on AKD.

Figure 1: A comparison of exhibited bias between
teacher and student models based on two representative
GNN knowledge distillation frameworks (CPF and
GraphAKD). "T" and "S" represent the teacher and
the student model, respectively. The names of GNN
mark out the corresponding teacher models.

determine their expressive power [16], which directly
influence their performances in various graph learning
tasks [2]. Typically, deeper GNN layers enable the
model to capture information that is multiple hops away
from any node [21], while a larger number of learnable
parameters enable GNN to fit more complex underlying
data patterns [2]. However, in most cases, the inference
efficiency of GNNs is inevitably degraded by the deep
layers or the large number of parameters. Such efficiency
degradation naturally makes these GNNs inapplicable to
be deployed on edge devices (e.g., mobile phones) with
limited computational resources [16, 19].

Due to the problem above, it is necessary to compress
those computationally expensive GNNs for deployment
on edge devices. Knowledge Distillation (KD) is a com-
mon approach to compress GNNs but still maintains
a similar level of prediction performance [34, 16, 19].
Here, the basic idea of KD is to let a light-weighted
student model (as the compressed GNN) learn to mimic
the behavior (e.g., output logits) of the teacher model
(usually a computationally expensive GNN). However,
most existing KD approaches do not have any fairness
consideration over different demographic subgroups, and
the optimized student model often preserves and even
exaggerates the exhibited bias from the teacher GNN.
Consequently, when the compressed model is deployed
in real-world application scenarios, there could exist dis-
crimination toward specific populations. Here we provide
preliminary analysis based on two representative GNN
knowledge distillation frameworks, namely CPF [34] and
GraphAKD [16]. Specifically, we measure the exhibited
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bias in the widely-studied node classification task on
two real-world datasets. Here Recidivism is a network
of defendants [18, 1], while Credit is a network between
bank clients 35, 1]. We adopt two traditional metrics,
i.e., Agp (measuring the level of bias under Statistical
Parity [10]) and Ago (measuring the level of bias under
Equal Opportunity [15]), to measure the exhibited bias
of GNN predictions. We present a comparison of the
exhibited bias between teacher and student models in
Fig. 1. Empirical results show that student models tend
to yield more biased results compared with the teacher
GNN model, which could be attributed to the biased
guidance from the teacher GNN during training. It is
worth noting that in most cases, directly retraining the
teacher GNN for debiasing is infeasible, since retraining
the teacher GNN with a large number of parameters is
computationally expensive. Hence, mitigating the bias
for the student model is an urgent need.

Despite the necessity of mitigating bias for the stu-
dent model, existing exploration remains scarce. In this
paper, we aim to make an initial step towards develop-
ing a debiasing framework that can be easily adapted to
various existing GNN-based KD methods. However, this
task is non-trivial mainly due to the following three chal-
lenges: (1) Gap towards Fair Knowledge: For most
KD frameworks designed for compressing GNNs, the
teacher GNN model usually serves as the sole source of
supervision signal for the training of the student model.
Therefore, if the teacher GNN exhibits any bias, such
biased knowledge tends to be inherited by the student
model. Hence, learning a fair student model with biased
supervision from the teacher GNN is our first challenge.
(2) Gap towards End-to-End Learning: A critical
advantage of existing KD models is the end-to-end learn-
ing paradigm, which enables the distilled knowledge to
be tailored to specific downstream tasks. In such an end-
to-end learning process, highly efficient gradient-based
optimization techniques are widely adopted. However,
widely-used fairness notions (e.g., Statistical Parity and
Equal Opportunity) are defined on the predicted la-
bels. Hence the corresponding bias metrics are naturally
non-differentiable w.r.t. the student model parameters.
Developing a debiasing framework suitable for gradient-
based optimization techniques in the end-to-end learning
paradigm is our second challenge. (3) Gap towards
Generalization: Various KD models have been pro-
posed for compressing GNNs to satisfy different applica-
tion scenarios. In fact, most KD models are developed
based on certain designs of student models. Developing
a framework that is student-agnostic and easily adapted
to different KD models is our third challenge.

To tackle the above challenges, in this paper, we
propose a novel framework named RELIANT (faiR
knowlEdge distiLlatlon for grAph Neural neTworks)

to mitigate the bias learned by the student model.
Specifically, we first formulate a novel research problem
of Fair Knowledge Distillation for GNN-based Teacher-
Student Frameworks. To tackle the first challenge, we
incorporate a learnable proxy of the exhibited bias for
the student model. In this way, despite the knowledge
(from the teacher GNN) being biased, the student
model still makes less biased predictions under proper
manipulations on the proxy. To tackle the second
challenge, we propose to approximate the bias level
of the student model, where the approximation is
differentiable (w.r.t. the student model parameters)
manner. In this way, the highly efficient end-to-end
learning paradigm is preserved, and the gradient-based
optimization techniques are still applicable. To tackle
the third challenge, we design the proposed framework
RELIANT in a student-agnostic manner. In other words,
the debiasing for the student model does not rely on any
specific design tailored for the student model structure.
Therefore, RELIANT can be easily adapted to different
GNN-based knowledge distillation approaches. The main
contributions of this paper are summarized as follows.

e Problem Formulation. We formulate and make
an initial investigation on a novel research problem
of fair knowledge distillation for GNN-Based teacher-
student frameworks.

e Algorithmic Design. We propose a principled
framework named RELIANT that learns the proxy
of bias for the student model during KD. RELIANT
achieves student-agnostic debiasing via manipulat-
ing the proxy during inference.

o Experimental Evaluation. We conduct compre-
hensive experiments on multiple real-world datasets
to verify the effectiveness of the proposed framework
RELIANT in learning less biased student models.

2 Problem Definition

Notations. We denote matrices, vectors, and scalars
by bold uppercase letters (e.g., X), bold lowercase
letters (e.g., x), and regular lowercase letters (e.g., z),
respectively. For any matrix, e.g., X, we use X; ; to
indicate the element at the i-th row and j-th column.

Preliminaries. We utilize G = {V, &, X'} to denote an
attributed network (graph). Here, V = {v,...,v,} is
the set of nodes, £ C V x V is the set of edges, and
X = {x1,..,%,} (x; € R 1 < i < n) is the set
of node attribute vectors. We use A € {0,1}"*™ to
denote the adjacency matrix of the graph. If there is an
edge from the i-th node to the j-th node, A;; = 1,
otherwise A;; = 0. Moreover, we denote the pre-
trained teacher GNN model in a knowledge distillation
framework as f, parameterized by 6. Here 6 denotes the
optimized 0 of the pre-trained teacher model. Similarly,
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Figure 2: An overview of the proposed framework RELIANT including the training and inference stage.

we denote the student model as g4 parameterized by
¢. We represent the optimized ¢ after the training of
the student model as q,’; Without loss of generality, we
consider the most widely studied node classification as
the downstream task. For the teacher model fz(v), we
denote the set of outcome logits, i.e., the continuous
output vector corresponding to each node, as y® =

yit),y“) .,ySP}, where ﬁgt) € Re. Here c is the total
number of node classes. Correspondingly, we represent
the set of outcome logits of the student model g4(v)
as Y = {yf),ygs),...,yﬁf)}. For any node wv;, the
predicted label given by the student model (denoted

as }A’i(s) for the i-th node) is determined by the largest

. . . a(s)
value across all ¢ dimensions in y;”.

Based on the definitions above, we formulate the
problem of Fair Knowledge Distillation for GNN-based
Teacher-Student Frameworks as follows.

PrOBLEM 1. Fair Knowledge Distillation for
GNN-Based Teacher-Student Frameworks. Given
an attributed network G and a GNN-based teacher-
student framework including a trained teacher GNN f,
and a student model g4 to be trained, our goal is to
achieve a more fair student model with similar prediction
utility compared with fg for the node classification task.

3 Methodology
In this section, we first present an overview of the pro-

posed framework RELIANT, followed by the objective
function formulation and optimization strategy.

3.1 Workflow of RELIANT Here we first introduce
the workflow of the proposed framework RELIANT.
In general, we introduce the three main functionalities
involved in the proposed framework RELIANT, namely

mazximizing the utility, learning proxy of bias, and
enforcing the attribution of bias to the prory. We present
an overview of RELIANT in Fig. 2. Specifically, to
tackle the first challenge (gap towards fair knowledge),
we propose to first learn the proxy of bias as extra
input attributes for the student model to account for
the exhibited bias (on training nodes), and then exclude
the information of proxy during test with manipulated
pseudo proxy. To tackle the second challenge (gap
towards end-to-end learning), we formulate our debiasing
objectives in a differentiable (w.r.t. the parameters of
the student model) manner. To tackle the third challenge
(gap towards generalization), we achieve debiasing in a
student-agnostic manner. In other words, the proposed
framework RELIANT does not rely on any specific
student model structure to achieve debiasing. We
elaborate more details as follows.

Maximizing Utility. In general, existing GNN-
based KD frameworks consider the GNNs with high
computational costs as the teacher model, and the goal
is to learn a student model with limited computational
costs but similar prediction utility (e.g., accuracy in
node classification tasks). To maintain the utility of the
teacher model, it is necessary to utilize the knowledge
from the teacher model as the supervision signal for
the training of the student. In particular, a common
approach is to utilize the output classification logits
from the teacher model as the supervision signal, which
we take as an example here. Specifically, we minimize
the distance between the logits from the student model
and the teacher model. We formally formulate the
optimization goal as

(3.1) min > (Sf§t),$'§s)) ;

v; €V
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where y§s> and yl@ are the output logits from the student

model gg(v;) and teacher model f4(v;), respectively. The
function ~4(.,.) measures the distance between two logit
vectors. Different choices can be adopted to measure the
distance, e.g., cosine distance and Euclidean distance.
Correspondingly, to maximize the prediction utility, we
minimize the objective function

(3.2) Lutitity (@) = Z - (ylgt)’ylgs)) .

v, €V

Learning Proxy of Bias. It is worth noting that
even if the sensitive attributes are removed from the
input data, the student model could still exhibit bias
in its predictions. The main reason is that there could
exist dependencies between those sensitive attributes
and non-sensitive ones. Moreover, the information about
sensitive attributes could also be encoded in the input
network structure [6]. As a consequence, it is difficult to
prevent the student model from leveraging information

about sensitive attributes. To handle such a problem,

we propose to learn the proxy of bias xgp ) as extra

input attributes for each node v;. Here, the rationale is
that if much information about bias comes from the
learned proxy instead of those encoded in the non-
sensitive attributes or the network structures, then we
are able to achieve less biased predictions by not using
the information from such a proxy during test. As a
consequence, such a proxy of bias should account for
the exhibited bias of the student model as much as
possible. In other words, the exhibited bias should be
largely attributed to the proxy of bias rather than the
sensitive information encoded in the network data. More
specifically, to enforce the proxy of bias contributing to
the exhibited bias in the student model, we propose
to maximize the exhibited bias when these proxies are
taken as input into the student model together with
other attributes and the network structure. We formally
formulate our goal as

(33)  maxJaias({g6(7(vi, X®)):ieV}),

where v(.,.) is a function that takes a node and the
proxy of bias matrix as input, and outputs the node

with a concatenated node attribute vector [xi,xgp )].

Here xgp ) is the i-th row of X®). JIBias(-) is a function
that takes the set of logits from the student model
as input and outputs a value indicating the level of
exhibited bias. Nevertheless, the computation is non-
differentiable under traditional fairness notions such
as Statistical Parity and Equal Opportunity. Here we
propose to utilize orthogonal polynomials (e.g., Legendre
polynomials [4]) that are differentiable w.r.t. the output
logits to approximate the level of bias under traditional

fairness notions. This makes Jg;as differentiable w.r.t.
the learnable parameter ¢. Correspondingly, we formally
give the objective function towards the goal above as

(3.4)
Loroxy(XP) = —Jgias ({96 (7(vi, XP)) : i € V}).

Enforcing the Attribution of Bias to the Proxy.
Only achieving Eq. (3.3) is not enough to enforce the
proxy of bias largely accounting for the exhibited bias
of the student model. This is because the vanilla node
attributes could still contribute to the exhibited bias.
More specifically, we denote P(Y () as the probability
of a certain classification prediction given by the student
model for any specific node. We assume that there are
underlying unbiased and biased node attributes X (®)
and X respectively. When Eq. (3.3) is achieved, it is
clear that P(Y(®9)|X(®) X®) X(®) je., P(Y®)|X,X®),
is biased. However, both X(® and X®) could be the
source of the exhibited bias. It is worth noting that our
goal is to learn proxy X® to account for as much of
the exhibited bias as possible. Therefore, to enforce the
effectiveness of the proxy, it is necessary to ensure that
the exhibited bias is attributed to the biased information
from X instead of X(®). In other words, we need
to enforce P(Y®)|X®) X (®)) being less biased, which
ensures that X(?) accounts for the exhibited bias as
much as possible. Nevertheless, P(Y®)|X(®) X®) jg
intractable considering that the number of the input
dimension number for the student model is fixed. Hence
we propose an alternative approach. Denote the learned
proxy of bias and the underlying sensitive attribute
vector of any node as x?) and s, respectively. We
propose to utilize a vector E[x(p)] to replace each row
in X® as the manipulated pseudo proxy X (@), In this
way, the rows in X are independent from s, i.e., the
information about sensitive attributes encoded in X
is wiped out. To enforce the attribution of bias to the
proxy X(P), the predictions should be as fair as possible
when the information about X is removed. Therefore,
we formulate our last optimization goal as

(85)  min Tpias ({96 (3(vi, X)) 1 i € V}),

where 4(.,.) is a function that takes a node and the

matrix X®) as input, and returns the input node with a
(p)
. i
is the i-th row of matrix X®). We formally present the
corresponding objective function as

concatenated node attribute vector [x;, igp )]. Here %

(3.6)  Zarur(9) = Jpias({gp(F(vi, XP)) 1 i € V}).

Inference with Student Model. To achieve less
biased inference, an ideal case is to make predictions
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with P(Y(®)|X®). However, it is difficult to explic-
itly extract X from X. Instead, we argue that
P(Y®)|X@ X©®) X)) exhibits similar level of bias
compared with P(Y(®)|X®)). This is because (1) the
bias exhibited by P(Y(®)|[X®) X(®) X)) minimally re-
lies on X(® after enforcing Eq. (3.3) and Eq. (3.5); and
(2) there is no further information about sensitive at-
tributes encoded in X(?) (as discussed above). Conse-
quently, we propose to utilize g (5(v;, X (®))) to achieve
less biased prediction for node v; in the inference stage.

4 Optimization Objectives & Strategy

We present the optimization objectives of RELIANT
followed by the training strategy in this section.
Optimization Objectives. Based on our discussions
above, here we present a summary of the optimization
objectives for the proposed RELIANT. First, to optimize
the parameter ¢, we formally formulate a unified
objective function as

(4.7) ‘.%4; = .iﬂUtﬂity(d)) +A- ZAttr(‘ﬁ)-

Here ) serves as a hyper-parameter controlling the effect
of debiasing the student model. Second, to optimize the
learnable proxy of bias X(P), we formally present the
objective function as

(4.8) Ly ) = Loroxy(XP)).

Optimization Strategy. To train the proposed
framework RELIANT, we propose to optimize the
parameter ¢ and learnable proxy of bias X® in an
alternating manner. We present the algorithmic routine
of RELIANT in Algorithm 1.

Algorithm 1 Fair Knowledge Distillation for GNNs

Input: G: the graph data; fs: the trained teacher GNN model;
g¢: the student model;

Output: 94 the optimized student model; X(P): the proxy of
bias matrix;
: Randomly initialize X (®);
: while stop training condition not satisfied do
Compute .Zy according to Eq. (4.7);
Update ¢ with %;
Compute .Zy () according to Eq. (4.8);
®) with 22x®) .
Update X'P) with O]
: end while
: return 94 and X(®);

5 Experimental Evaluations

In this section, we will first introduce the downstream
learning task and adopted real-world datasets, followed
by the backbone models, baseline methods, and eval-
uation metrics. Next, we present the implementation
details of the models. Finally, we discuss the evaluation

results of the proposed RELIANT. In particular, we
aim to answer the following research questions through
experiments: RQ1: How well can RELIANT balance
the utility and fairness of the student model compared
with other baselines? RQ2: To what extent each com-
ponent of RELIANT contributes to the overall debiasing
performance? RQ3: How will the choice of the hyper-
parameter A affect the performance of RELIANT?

5.1 Experimental Settings Here we introduce the
settings for our experimental evaluation.

Downstream Task & Real-world Datasets. We
adopt the widely studied node classification as the
downstream task in this paper. We adopt four real-world
datasets for the experimental evaluations, including two
widely used network datasets (Recidivism [18, 1] and
Credit Defaulter [35, 1]) and two newly constructed
ones based on real-world data (DBLP and DBLP-L).
In Recidivism, nodes are defendants released on bail,
and edges denote the connections between defendants
computed from their past criminal records. Here the
sensitive feature is race, and we aim to classify if a
certain defendant is unlikely to commit a crime after
bail. In Credit Defaulter, nodes are credit card users,
and edges are the connections between these users.
Here we consider the age period of these users as their
sensitive feature, and we aim to predict the future
default of credit card payments. Additionally, we
also construct two co-author networks, namely DBLP
and DBLP-L based on AMiner network [29], which is
a co-author network collected from computer science
bibliography. Specifically, we first filter out the nodes in
AMiner network with incomplete information. Then we
adopt two different approaches to sample a connected
network from the filtered dataset: DBLP is a subgraph
sampled with random walk, while DBLP-L is the largest
connected component of the filtered AMiner network. In
both datasets, nodes represent the researchers in different
fields, and edges denote the co-authorship between
researchers. The sensitive attribute is the continent of
the affiliation each researcher belongs to, and we aim to
predict the primary research field of each researcher. The
detailed statistics of these four datasets are in Table 1.
KD Framework Backbones & Teacher GNNs. To
evaluate the capability of RELIANT in generalizing to
different GNN-based KD backbones, here we adopt two
representative KD frameworks designed for compressing
GNNs, namely CPF [34] and GraphAKD [16]. In general,
CPF minimizes the distribution distance between the
logits from teacher and student to provide supervision
information for the student, while GraphAKD utilizes
adversarial training to achieve knowledge distillation for
the student. The student model of CPF and GraphAKD
is PLP [34] and SGC [32], respectively. For each KD
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Table 1: The basic information about the real-world datasets adopted for experimental evaluation. Sens. denotes

the semantic meaning of sensitive attribute.

Dataset Recidivism Credit Defaulter DBLP DBLP-L

# Nodes 18,876 30,000 39,424 129,726

# Edges 321,308 1,436,858 52,460 591,039

# Attributes 18 13 5,693 5,693

Avg. degree 34.0 95.8 1.3 4.6

Sens. Race Age Continent of Affiliation Continent of Affiliation
Label Bail Decision Future Default Research Field Research Field

Table 2: The experimental results based on node classification accuracy and Agp. We use "(T)" and "(S)" suffixes
to represent the teacher model and the student model, respectively. Here Vanilla(S) denotes the student model
trained with the vanilla KD framework; One-Hot(S) represents the student model trained with the one-hot bias
proxy; RELIANT(S) is the student model trained with our proposed model. 1 denotes the larger, the better; while

J denotes the opposite. All quantitative results are presented in percentages. The best results are in Bold.

DBLP DBLP-L Credit Recidivism

GCN(T) 92.37 £+ 0.06 94.20 £+ 0.09 76.39 £+ 0.48 93.68 + 0.21

Accuracy (1) Vanilla(S) 93.14 + 0.10 94.30 + 0.04 77.85 + 0.10 89.41 + 0.12
One-Hot(S) 93.04 + 0.34 94.16 + 0.02 77.65 £+ 0.10 89.15 £+ 0.37

CPF RELIANT(S) 92.70 + 0.40 94.07 £+ 0.18 77.82 £+ 0.45 88.88 £+ 0.57
+GCN GCN(T) 7.66 £ 0.26 7.33 £0.44 15.81 £0.40 6.10 £0.05
A Vanilla(S) 8.55 £+ 0.50 7.16 £ 0.16 14.90 4+ 0.89 6.85 + 0.05
sp (1) One-Hot(S) 7.97 £ 0.63 7.46 £ 0.24 13.80 + 0.32 6.78 + 0.51

RELIANT(S) 2.27 + 1.00 3.09 + 0.36 10.28 + 1.86 4.06 + 0.64

SAGE(T) 92.57 + 0.28 94.10 £ 0.25 77.88 £+ 0.06 89.71 + 0.14

Accuracy (1) Vanilla(S) 93.25 + 0.15 94.97 + 0.10 77.97 £ 0.26 89.20 £+ 0.11
One-Hot(S) 93.07 £ 0.10 94.32 + 0.07 78.01 £+ 0.23 89.11 £+ 0.29

CPF RELIANT(S) 92.91 £+ 0.51 94.17 £+ 0.93 78.28 + 0.36 88.85 + 0.27
+SAGE SAGE(T) 8.32 £0.24 7.81 £0.08 14.08 £+ 1.37 6.50 £0.39
A Vanilla(S) 8.29 + 0.85 7.02 £ 0.13 13.44 + 5.23 4.41 4+ 0.43
sp (1) One-Hot(S) 8.01 £+ 0.25 7.52 £+ 0.32 16.86 + 3.86 6.62 + 0.38

RELIANT(S) 2.01 + 1.21 2.97 + 0.61 10.06 + 1.70 3.94 + 0.60

GCN(T) 92.37 + 0.06 94.20 + 0.09 76.39 = 0.48 93.68 + 0.21

Accuracy (1) Vanilla(S) 92.06 £+ 0.16 94.07 £ 0.11 76.35 £+ 0.31 92.08 £+ 0.29
One-Hot(S) 91.55 + 0.40 94.07 £+ 0.04 75.65 £+ 0.75 92.07 £+ 0.03

AKD RELIANT(S) 91.39 £+ 0.24 93.98 + 0.08 75.64 + 0.06 91.21 £ 0.14
+GCN GCN(T) 7.66 £0.26 7.33 £0.44 15.81£0.40 6.10 £0.05
Ase () Vanilla(S) 7.87 £ 0.25 6.79 £ 0.10 13.61 &+ 2.00 6.54 + 0.17
SP One-Hot(S) 7.39 £ 0.35 6.72 £ 0.19 14.30 + 0.24 6.44 & 0.32

RELIANT(S) 3.66 + 1.09 5.18 + 0.16 8.47 £+ 1.92 5.70 + 0.18

SAGE(T) 92.57 + 0.28 94.10 £ 0.25 77.88 £ 0.06 89.71 + 0.14

Accuracy (1) Vanilla(S) 92.23 + 0.07 94.45 + 0.03 78.10 £ 0.24 89.67 £+ 0.07
One-Hot(S) 92.31 £+ 0.06 94.52 + 0.11 78.24 + 0.45 89.60 + 0.12

AKD RELIANT(S) 92.07 £ 0.07 94.28 + 0.06 78.60 = 0.33 88.87 + 0.31
+SAGE SAGE(T) 8.32 £0.24 7.81 £0.08 14.08 £ 1.37 6.50 £0.39
A Vanilla(S) 7.53 £ 0.29 7.34 £ 041 14.41 + 0.15 6.24 4 0.20
sp (4) One-Hot(S) 7.72 £ 0.44 7.26 £ 0.36 11.69 4+ 0.93 6.18 + 0.30

RELIANT(S) 4.91 £+ 0.64 4.05 £+ 0.14 5.00 + 1.63 6.06 + 0.26

framework, we adopt two types of GNNs (including
GCN [21] and GraphSAGE [14]) as the teacher GNN.

Baselines. To the best of our knowledge, this is the first
study on how to mitigate the bias exhibited in GNN-
based KD frameworks. In experiments, we adopt the
student model yielded by the vanilla KD framework as
our first baseline. For our second baseline, we replace
the learnable proxy of bias with a naive proxy for the
input of the KD framework. Specifically, we utilize one-
hot vectors as the naive proxy for different demographic
subgroups during training, where the one-hot vector
flags the membership of different nodes. We replace

all proxy vectors during inference with an averaged
proxy vector across all instances. Here, the rationale
is that more distinguishable attributes are easier for
deep learning models to learn during training, and these
one-hot vectors serve as an "easier" indicator of biased
information. In this way, if these one-hot proxy accounts
for the exhibited bias of the student model after training,
then the exhibited bias could also be mitigated during
inference, where such information is wiped out.

Evaluation Metrics. We evaluate the performance of
the compressed GNN models (i.e., the output student
model of KD frameworks) from two perspectives, namely
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utility and fairness. Specifically, in terms of utility, we
adopt the node classification accuracy as the correspond-
ing metric; in terms of fairness, we adopt two traditional
metrics Agp and Ago. Here Agp measures the bias level
(of predictions) under the fairness notion of Statistical
Parity, while Ago measures the bias level under the
notion of Equal Opportunity. See online version of this
paper for other results in Appendix due to space limit.
Implementation Details. RELIANT is implemented
in PyTorch [25] and optimized with Adam optimizer [20].
In our experiments, the learning rate is chosen in
{1072,1073,107*} and the training epoch number is set
as 1,000 for CPF and 600 for GraphAKD. Experiments
are carried out on an Nvidia RTX A6000, and the
reported numerical results are averaged across three
different runs. We introduce more details in Appendix.

5.2 Effectiveness of RELIANT Here we aim to
answer RQ1. Specifically, we evaluate our proposed
framework RELIANT on two KD backbones, namely
CPF and GraphAKD. For each KD backbone, we adopt
two different GNNs (GCN and GraphSAGE) to evaluate
the capability of our proposed framework in generalizing
to different GNNs. We compare the corresponding
performances between the teacher GNN model and the
student models trained with three different frameworks
(i-e., the vanilla KD framework, the KD framework with
the one-hot proxy of bias, and our proposed RELIANT).
We present quantitative results on node classification
accuracy and Agp in Table 2. In addition, we also
perform experiments based on Equal Opportunity (see
Appendix), where we have consistent observations. We
make the following observations from Table 2.

e From the perspective of prediction utility, stu-
dent models trained with all three KD frameworks
achieve comparable performances with the teacher
model. This implies that effective knowledge distil-
lation can be achieved by all three KD frameworks.

e From the perspective of bias mitigation, the student
models trained with the vanilla KD frameworks
inherit and even exaggerate the exhibited bias from
the teacher GNN model in all cases. Training the
student models with the one-hot proxy can mitigate
bias in most cases. Compared with the student
models trained with the vanilla KD framework and
the one-hot proxy, RELIANT consistently exhibits
less bias w.r.t. Statistical Parity.

e Based on the performance of RELIANT in both
perspectives, RELTANT achieves effective debiasing
for the student model but still maintains comparable
model utility with the teacher model. Therefore, we
argue that RELIANT achieves a satisfying balance
between debiasing and maintaining utility.

93.5 80
* 79 &
> >
g 30 & o 878 @ %
§ * Vanilla §77 * Vanilla
<925 @ V.w/ Proxy < @ V.w/ Proxy
$3 RELIANT 76 $3 RELIANT
9205 i 3 3 o 510 15 20
Ao Asp

(a) GraphAKD on Credit. (b) CPF on DBLP.

Figure 3: Ablation study of RELIANT. "Vanilla"
denotes the student model trained with the original
KD framework, while "V. w/ Proxy" represents the
student model trained under the KD framework with
only learning the proxy of bias.
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95.4 6.0 91.2 14
5 7
2 oas 45, 2888 12
= -] w
3 < 864 103
< 93.6 3.0 < :
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(a) CPF on DBLP-L. (b) GraphAKD on Recidivism.

Figure 4: Parameter sensitivity of A based on two
different KD backbones on two real-world datasets. We
also have similar observations on other datasets.

5.3 Ablation Study We aim to answer RQ2 in this
subsection. Specifically, for each framework, we evaluate
to what extent the two modules of RELIANT (including
learning proxy of bias and enforcing the attribution of
bias to the prozy) contribute to the performance of the
student model. We present the results in Fig. 3. Here,
Fig. 3a is the performance of accuracy vs. Agp from
CPF based on the DBLP-L dataset, while Fig. 3b is
the performance of accuracy vs. Ago from GraphAKD
based on the Recidivism dataset. Notably, we also have
similar observations under other settings. We make the
following observations.

e From the perspective of prediction utility, we
observe that the prediction utility is comparable
among all three cases. This corroborates that
both modules exert limited influence on the node
classification accuracy.

e From the perspective of bias mitigation, adding the
module of learning prozy of bias to the vanilla KD
framework brings limited bias mitigation. This is be-
cause the bias could also come from the non-sensitive
node attributes (as discussed in Section 3.1). After
the module of enforcing the attribution of bias to
the prozy is added together with learning proxy of
bias, RELIANT is then able to achieve satisfying
performance on bias mitigation.
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5.4 Parameter Sensitivity We answer RQ3 by
studying the tendency of model utility and exhibited
bias w.r.t. the change of hyper-parameter A. Here
A controls the effect of Zaitr. More specifically, we
vary X in {10°, 10!, 102, 102, 10*}, and we present the
corresponding tendency of node classification accuracy
and the exhibited bias of the trained student model with
RELIANT in Fig. 4. Here, Fig. 4a is based on the Credit
dataset under GraphAKD, while Fig. 4b is based on
the DBLP dataset under CPF. We also have similar
observations on other datasets. We make the following
observations from Fig. 4.

e From the perspective of prediction utility, the node
classification accuracies on both datasets and KD
backbones do not exhibit apparent reduction when
the value of X increases from 1 to 10%. This verifies
that the prediction utility is not sensitive to A.

e From the perspective of bias mitigation, the student
model exhibits less bias when A increases from 1
to 10%. Specifically, when X is relatively small
(e.g., 1), the learned proxy of bias only partially
accounts for the exhibited bias; when the value of
A increases, more bias is then attributed to the
learned proxy. Considering the balance between
model utility and bias mitigation, a recommended
range of A is between 102 and 103.

6 Related Works

Algorithmic Fairness in GNNs. Most existing
works promoting the algorithmic fairness of GNNs focus

either on Group Fairness [10] or Individual Fairness [36].

Specifically, group fairness is defined based on a set
of pre-defined sensitive attributes (e.g., gender and
race). These sensitive attributes divide the whole
population into different demographic subgroups. Group
fairness requires that each subgroup should receive their
fair share of interest according to the output GNN
predictions [23]. Various explorations have been made
towards achieving a higher level of group fairness for
GNNs [7]. Decoupling the output predictions from
sensitive attributes via adversarial learning is one of the

most popular approaches among existing works [31, 3].

Other common strategies include reformulating the
objective function with fairness regularization [11, 24],
rebalancing the number of intra-group edges between two
demographic subgroups [6, 22|, deleting nodes or edges
that contribute the most to the exhibited bias [8, 9],
etc. On the other hand, individual fairness does not
rely on any sensitive attributes. Instead, individual
fairness requires that similar nodes (in the input space)
should be treated similarly (in the output space) [10]. To
fulfill individual fairness in GNNs, adding fairness-aware
regularization terms to the optimization objective is the

most widely adopted approach [5, 28].

Knowledge Distillation. In recent years, knowledge
distillation has been proven to be effective in compressing
the model but still maintaining similar model prediction
performance [12]. Correspondingly, it has been widely
adopted in a plethora of applications, including visual
recognition [33], natural language processing [13, 17],
etc. The main idea of knowledge distillation is to
transfer the knowledge of a computationally expensive
teacher model to a light student model, and thus the
student model is able to fit in platforms with limited
computing resources [16, 19]. It is worth noting that such
a strategy is also proved to be effective in compressing
GNNs [34, 16, 19]. Consequently, there is growing
research attention on utilizing knowledge distillation
to compress GNNs for more efficient inference. For
example, encouraging the student model to yield similar
output to the teacher GNN via regularization is proved
to be effective [16]. In addition, adversarial learning is
also a popular technique to obtain light-weighted but
accurate student models [16]. However, most of these
frameworks for GNNs do not have fairness consideration.
Hence the student model tends to be influenced by biased
knowledge from the teacher GNN. Different from existing
works, we develop a generalizable knowledge distillation
framework that explicitly considers fairness in GNNs but
still maintains the utility of GNN predictions.

7 Conclusion

Despite the success of Knowledge Distillation (KD) in
compressing GNNs, most existing works do not consider
fairness. Hence the student model trained with the
KD framework tends to inherit and even exaggerate
the bias from the teacher GNN. In this paper, we
take initial steps towards learning less biased student
models for GNN-based KD frameworks. Specifically,
we first formulate a novel problem of fair knowledge
distillation for GNN-based teacher-student frameworks,
then propose a framework named RELIANT to achieve
a less biased student model. Notably, the design of
RELIANT is agnostic to the specific structures of teacher
and student models. Therefore, it can be easily adapted
to different KD approaches for debiasing. Extensive
experiments demonstrate the effectiveness of RELIANT
in fulfilling fairness for GNN compression with KD.
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