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ABSTRACT

We consider the problem of task offloading by unmanned aerial
vehicles (UAV) using mobile edge computing (MEC). In this context,
each UAV makes a decision to offload the computation task to a
more powerful MEC server (e.g., base station), or to perform the
task locally. In this paper, we propose a spectrum-aware decision-
making framework such that each agent can dynamically select
one of the available channels for offloading. To this end, we develop
a deep reinforcement learning (DRL) framework for the UAVs to
select the channel for task offloading or perform the computation
locally. In the numerical results based on deep Q-network, we con-
sider a combination of energy consumption and task completion
time as the reward. Simulation results based on low-band, mid-
band, and high-band channels demonstrate that the DQN agents
efficiently learn the environment and dynamically adjust their ac-
tions to maximize the long-term reward.
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1 INTRODUCTION

Unmanned Aerial Vehicles (UAVs) have been experiencing healthy
growth in the U.S. and around the world. For example, according to
[Forecast 2020], the UAV market is expected to reach $21.8 billion
by 2027. These UAVs can be used for various modern applications
such as aerial photography, recreational flying, package delivery
on a commercial basis, delivery of medical supplies, provision of
support for search and rescue missions following natural calamities,
and more. These use cases play an important role in assessing how
to safely prepare for increased UAV usage moving forward.

There will be more application of UAS in the future and operation
in visual line-of-sight (VLOS) from the Ground Control Station
(GCS) will not provide a suitable environment for the same [Lin
et al. 2018; Marojevic et al. 2019]. In fact, in order to truly unleash
the potentials of UAS, real-world and commercial deployments will
most likely be in the form of beyond visual line-of-sight (BVLOS)
scenarios [Takacs et al. 2018], which in turn provide easier access to
remote or hazardous areas, less human intervention, and reduced
cost of operation. Beyond visual line-of-sight (BVLOS) operation
will provide the assurance for the modern and futuristic applications
of UAVs. Yet, compared with VLOS conditions, BVLOS carries higher
safety risks since in the case of automated flights there may be no
human observations, or the pilot may only be observing potential
obstacles or other flying objects via a remote camera feed.

Supporting the safe and reliable operation of UAVs in BVLOS
scenarios require two main functionalities: (i) real-time delivery of
latency-sensitive command-and-control (C2) signals, and (ii) high-
throughput payload data channel to the ground control station.
According to [Kakar and Marojevic 2017], control and non-payload
bandwidth requirements for unmanned aerial systems (UAS) in 2030
are projected to be 69.4 MHz and 39.5 MHz for a terrestrial commu-
nications infrastructure with and without video and weather radar
data. On the other hand, payload data transfer typically requires
much higher data rates and bandwidth and spectrum requirements.

To support spectrum needs for payload data transfer, we con-
sider the application of mobile edge computing. In particular, we
provide an architecture in which there are several UAVs connected
to multiple base stations with edge computing capabilities. In this
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scenario, the UAVs act as user equipment (UE) devices with con-
strained computation power and battery resources. We consider
that there is a mission defined for each UAV, which requires ex-
tensive computing power. Due to limited on-board resources, the
UAV nodes can offload some of their tasks to the base station (MEC
server). We are interested in the problem of finding the optimal
offloading policy that minimizes the completion time of all tasks
while the lifetime of the system is also optimized. In this context,
we define the lifetime of the system as the earliest time that at
least one of the UAVs runs out of power. To solve this problem, we
develop a deep reinforcement learning framework based on deep
Q-network (DQN) agents, which observe the environment and take
an action at any given time. A key contribution of this work is to
provide a spectrum-aware edge computing framework for UAVs. In
particular, our framework enables the UAVs to optimally select one
of the available channels for offloading the computation tasks to
one of the MEC servers.

The rest of this paper is organized as follows. Section 2 provides
a brief background on reinforcement learning and related works.
Section 3 presents the system model and problem formulation,
followed by the proposed DRL framework in Section 4. In Section 5,
we provide numerical results, and conclude the paper in Section 6.

2 BACKGROUND AND RELATED WORK

Reinforcement learning (RL) is a type of machine learning, in
which an agent or a group of agents interact(s) with an environ-
ment by collecting observations, taking actions, and receiving re-
wards. The agent’s experience is given by the tuple (s, ar, rr+1, Sr+1)
such that at time step ¢, the agent observes the current state of the
environment denoted by s;, and chooses action a;, which results in
areward rp41 = r(sg, ag, s¢+1). Then, the state will transition to sy41
according to the transition probability p(sy+1|sz, ar). The ultimate
goal for the agent is to learn what is the optimal policy to maximize
its cumulative reward over time.

Deep reinforcement learning has been proposed as an enhance-
ment to more traditional RL approaches, and its applicability has
been shown in multiple applications [Bagherpour et al. 2021; Ghasemi
et al. 2020]. In a deep RL architecture, an agent uses a deep neural
network as a function approximator to represent its policy and/or
value function. This enables the observation space (and poten-
tially the action space) to be continuous and uncountable. Deep
Q-Network (DQN) [Mnih et al. 2013] is a specific deep RL agent,
where its state-action value function is updated by minimizing the
following loss function:

L(O)=E [Q(st, at; 0) — (V(St, ar) + Yféltif(Q(Stﬂ, ar1; 9))] ,

where Q(s;, ar; 0) represents the estimated value function for state
s and action a; and the set of DQN parameters denoted by 6. The
loss function L(0) is a direct result of the Bellman Equation.

Related Work: The authors in [Callegaro and Levorato 2021]
proposed a framework in which they employ dynamic program-
ming and RL to make optimal decisions between local and edge-
assisted computing. They have successfully reduced the delay in
task completion by using their proposed method, however, they
did not consider the energy consumption of the UAVs.
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Figure 1: Deep reinforcement learning model.

The authors in [Zhou et al. 2018] considered a case where the
network is equipped with wireless power transfer technologies
and assumed that each UAV has access to unlimited energy. The
UAVs are also able to transfer energy to the users, and users can use
the harvested energy to perform local computation or offload their
tasks to the MEC servers. They used sequential convex optimiza-
tion techniques to optimize the number of offloading computation
bits, the local computation frequencies of users and the UAV, and
the trajectory of the UAV. The authors in [Chang et al. 2021] also
assumed that the UAVs are computationally powerful and able to
move from one user to another to help them with the completion
of their tasks. They proposed a framework in which they optimize
the quality of experience with flight path trajectory.

The model presented in [You and Huang 2016] consists of multi-
ple users that have different computing tasks, each of which can be
partially done by the user and the rest offloaded to a MEC server.
In [You and Huang 2016], the authors formulated an optimization
problem to minimize the total weighted energy consumption (local
computing plus offloading to the base station), subject to a total
fixed delay constraint and computation capacity constraint at all
users and base station.

In [Yang et al. 2018], the authors investigated the problem of total
energy minimization in an offloading setting. Their optimization
model takes into account the transmission power as well as the
local energy consumption for local execution. They considered a
group consisting of two users and optimized the fraction of data
to be offloaded by each user and the fraction of time allocated to
each group of users. However, the base station is assumed to have
perfect knowledge of channel state information as well as local
computation capabilities and input data sizes across all users.

Most of the previous works considered the UAVs as an additional
resource that can be used to improve the MEC and user’s experience.
However, there is a limited body of work that considers the UAVs
as a UE that needs computational power to perform a task. In this
paper, we consider the case where UAVs have a limited power
but have access to different spectrum bands. Hence, they need
to optimize the energy usage by choosing an optimal channel to
offload their computation tasks to a central server.

3 SYSTEM MODEL

We consider a network with N MEC servers and K UAVs. Each
UAV is equipped with C different radio, and can communicate with
MEC servers through different channels. The area covered by the
network is a R X R square. The MEC servers and UAVs are located
randomly in this area, and the network operates in a time-slotted
fashion, where the duration of each time interval is denoted by T.
Each UAV is tasked to perform a mission with high computations
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Figure 2: System model.

(e.g., target detection and tracking). Each mission is composed of
different sub-tasks that would appear over time. The UAVs can
either compute the tasks locally or offload the tasks to one of the
MEC servers. In case of offloading to a MEC server, the UAV needs to
communicate with a MEC server using one of the C communication
channels available to it.

Mission and Task Arrival: Each mission is composed of mul-
tiple tasks that need to be completed over time. At a time instant
t,each UAV j € {1,..., K} needs to perform a set of computation
tasks denoted by M;(t). We assume each mission has a different
task arrival rate A;, and model the number of incoming tasks at
time ¢ using a Poisson distribution with rate A;; i.e.,

IM;(£)] ~ Pois(A)),Vj € {1, ..., K}, VL. 1)

The tasks, after arrival, are buffered in a queue and served on a
first-in-first-out basis. The size of tasks, which is in bits, follows a
uniform distribution in interval (0, Bpax).

Energy Consumption: At the beginning of the mission, all
UAVs start from a full energy level of Epax, and then gradually con-
sume energy over time until depletion, in which case the system’s
lifetime is over. We use E;(t) to denote the energy level of the user
i at the beginning of the time interval ¢. At each interval, each user
either stays idle, does local computation of tasks, or offloads some
tasks to its serving MEC server using one of the available channels.
Denoting the action taken by the user j at time interval t by aj ;,
the energy level of the user evolves over time as follows:

Ej(t) —€
Ej(t + 1) = Ej(t) - Ej,local(t) —€
Ej(t) — Ejoffload () — € if aj; = offloading.

ifaj; =1idle,

if aj; = local comp. ,

where € denotes the unit stand-by energy consumption for each
user at every time interval.

System Lifetime: We assume that the system with K UAVs
crashes once at least one of them runs out of power. The time that
the first UAV depletes its battery leads to the definition of the system
lifetime, denoted by LT, as follows:

LT =max {t | Ej(t) > 0,¥j € {1,..,K}}. )

Having defined these metrics, our goal is to maximize the system
lifetime as much as possible.

Computation Model: As mentioned above, each UAV can ei-
ther compute its incoming tasks using its local processor or offload
it to a MEC server. For the local computation, We adopt a similar
model to [Chen and Wang 2018; Naderializadeh and Hashemi 2019],
where the UAV first computes its maximum feasible computing
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power at any interval, and uses that to compute the bit budget. To
be precise, for user j € {1,..., K}, the maximum power spent for

local computing at time interval ¢ is calculated as P;nax(t) = E’T(t)
Then, the maximum feasible CPU frequency is computed as:
. 3 P Jj (t)
st =min 70, 20 ®

where 12X  denotes the absolute maximum CPU frequency, and
Jj,local

represents the effective switched capacitance. Then, the maximum
number of bits that can be computed by user j at time ¢ is given by:

T'x j?ggal(t)
max _ >
B = | —— |, @

where L; denotes the number of CPU cycles per bit at user j. The
user then checks its task buffer, and computes the tasks at the head
of the queue one by one, as long as the total number of computed
bits does not exceed B;{‘ﬁ)"cal(t). Note that if the size of the first
task is already larger than B]‘f“’l‘:;zal(t), then the user remains idle
and does not do any local computation at that step. We denote the
effective consumed energy for the local computation of user j at
time interval ¢ by E; jocal (£)-

Communication Model: The UAVs also can compute their in-
coming tasks by offloading them to a nearby MEC server. We assume
each UAV, at each time instance, is associated with a MEC server
that has the strongest long-term channel gain to it. We denote by S;
the MEC server to whom the UAV j is associated. However, since
we assume that each UAV is equipped with C different radios, the
association is done for each channel.

For the UAV j to offload its computation tasks to the server S;
at a time interval ¢, it first calculates its maximum feasible transmit
power (i.e., P;.“ax(t)) based on its instantaneous energy level. Then,
it uses the maximum feasible power to send the computation task
to the MEC server. The maximum uplink achievable rate is:

RIX(1) = W, (1) log, (1 + Bs,.j(1) min | PP 1), P
where Ws, j(t) denotes the amount of bandwidth allocated to the
uplink transmission between user j and server S; at time interval
t. Note that the bandwidth of different channels are different, and
the DON agent dynamically selects the optimal channel. More-
over, fis,, j(t) denotes the received signal-to-noise ratio (SNR) from
user j to server Sj, which depends on the selected channel. In this
case, P;"%’: is the maximum transmit power of user j. The uplink
transmissions of users to their respective MEC servers at each time
interval may share the spectrum using multiple access techniques,
such as FDMA or TDMA. Therefore, the maximum number of bits
that user j can transmit to server S; at time ¢ is obtained as:

(1) = |Tx RI(r) | 5)

Similar to local computation, the user offloads tasks from head of its
task buffer whose total number of bits does not exceed BTgéloa d(t).

max
j,offload

We denote the effective consumed energy by user j to offload its
tasks to its associated server at time interval ¢ by E; oioad ()-
Channel Model: As mentioned before, each UAV is equipped
with C radio across different spectrum bands. Each channel has a
specific center frequency and bandwidth. We consider an urban
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Figure 3: (a) System Lifetime learning curve (b) Task Completion learning curve. The DQN agent learns the optimal policy for
both objectives (increased system lifetime and decreased task completion time) almost after 25 episodes of learning.

macro environment, and adopt the path loss model presented in
[38.901 2020], Table 7.4.1-1. In this model, the line of sight (LOS)
pathloss is calculated as follows:
PL;
PL,

if 10 < dyp < dpp,

PLUMa-LOS =
UMa-LOS { if dgp < dopy < Skm,

where dgp = 4hpshygf:/c such that hgs and hyg are effective
antenna heights at the UE and BS, f- is the carrier center frequency,
and ¢ = 3 x 108m/s. In this channel model, dyp and dsp are the 2D
and 3D distance between UE and BS, respectively. Also, we have:

PL; = 28 + 221og,,(d3p) + 20 log;, (f2),
PL, = 28 + 40log; (d3p) + 201og( (fe) — 9logy (d5p + hirp).

Furthermore, we obtain the Non-LOS path loss as follows:

PLyma-NLOS = max(PLyma-10S, PLysa—NLOS)>

where

PLyyranLOs = 13:54 +39.081og o (d3p) + 20 1log ;o (f)
- 0.6(hyg — 1.5).

Our channel model also incorporates the Rayleigh short term fading,
as presented in [Li and Huang 2002].

4 PROPOSED DEEP REINFORCEMENT
LEARNING APPROACH

In order to choose the best communication channel, we propose
to employ a DQN agent, as shown in Figure 2, with each UAV. In
this case, the DQN agent decides whether it is best to stay idle,
perform the task locally, or offload it to one of the MEC servers.
The DQN agent also decides, in case of offloading, to choose which
communication channel.

Observations and Actions We consider an episodic scenario,
where at the beginning of each time step, the UAV is able to observe
its energy level, average waiting time for tasks, task queue length,
and channel bit rate for all channels. Then, the DQN agent decides
which channel results in a lower energy consumption, and selects

that channel to offload computation tasks to one of the MEC servers.

Rewards: As mentioned in Section 3, our goal is to maximize
the system lifetime and amount of completed tasks (i.e., minimum
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completion time). The system lifetime is a function of users’ energy
level. Hence, minimizing the amount of energy consumed by each
user at each time step leads to an improved system lifetime. The
amount of consumed energy at each user is available at the user-
side and the DQN can use this measure to maximize the system
lifetime, but since RL algorithms are reward maximization problems
by design, we define the reward function as the number of computed
bits divided by the consumed energy, i.e.,

bj(t)

TR —Ej(t+1)

where b;(t) is the number of completed bits corresponds to mission
of UAV j at time ¢.

5 NUMERICAL RESULTS

In this section, we present our simulation results to demonstrate
the efficacy of the proposed method. We consider a network area of
size 1000m x 1000m. Each UAV is connected to this network through
four different channels with frequencies and bandwidths presented
in Table 1. We assume a time interval length of T = 100ms, and
at the beginning of each episode, the energy level of each user is
set to 1J. Each UAV communicates with the base stations at the
maximum transmission power of 27 dBm, and the channel’s noise
variance is set to be —174 dBm/Hz.

Band ID | Center Frequency | Bandwidth (MHz)
1 600 MHz 10
2 850 MHz 20
3 2.4 GHz 40
4 5.9 GHz 100

Table 1: Center frequency and bandwidth of all available
channels. Given the current state, the DQN agent of each
UAV optimally selects a channel at each time slot.

We assume that all the UAVs are performing the same mission.
Hence, they have the same task arrival rate. Thus, we set the mean
task arrival rate to be 10, the task length to be 1 KB and the unit
stand-by energy is set to € = 1077, The CPU frequency of servers
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Figure 5: Channel selection distribution for different num-
ber of users. As the number of users increases, the DQN al-
locate the channel to users more uniformly.

and UAVs are set to be 3 GHz and 1 GHz, respectively, with re-
spective cycles per bit of 1000 and 500. The effective switched
capacitance is set to x = 10727,

Similar to [Naderializadeh and Hashemi 2019], the DQN agent
is equipped with a 2-layer neural network with 32 nodes per layer
and tanh activation function for the hidden layers. The discount
factor of the DQN agent is set to y = 0.9, and it uses a softmax
policy during the training process. The parameters of the neural
networks are updated at the end of each episode by taking a batch
of 64 random samples from the buffer. The learning rate also starts
at 5 1073 and is cut in half every 100 episodes.

Figure 3 shows the moving average of the system lifetime dur-
ing the training process of the DQN agent. From the results, we
note that the implemented DQN agents converge after around 25
episodes of learning. Moreover, Figure 4 shows that the average
system lifetime decreases as the number of UAVs increases, as ex-
pected. Also, the overall system lifetime slightly improves with 4
MEC servers. Finally, Figure 5 presents the fraction of UAVs that
select a specific channel. From the result, one can notice that as
the number of users increases, the DQN agents learn to uniformly
select the channels. In this way, channel congestions are avoided.
We note that our preliminary results on channel selection can be
extended in several directions by, for example, incorporating more
realistic spectrum sensing and sharing models.
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6 CONCLUSION

In this paper, we considered a network of UAVs such that each of
them is performing a computationally heavy mission. This network
is equipped with multiple MEC servers as well, and the UAVs can
communicate with the MEC servers through different channels. In
order to save their energy for mission completion, they need to
learn which channel provides a higher bit rate with a given transmit
power. Our proposed DRL framework based on DQN agents enable
each UAV to observe the channel bit rate and UAV’s task queue
status, and then makes a decision to offload its task to a MEC
server using one of the channels or locally perform the task. We
evaluated the performance of our method through simulation, and
our numerical results demonstrate the effectiveness of the proposed
method in increasing the system’s lifetime.
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