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Abstract.

Spectral bias is an important observation of neural network training,
stating that the network will learn a low frequency representation of
the target function before converging to higher frequency components.
This property is interesting due to its link to good generalization in
over-parameterized networks. However, in low dimensional settings,
a severe spectral bias occurs that obstructs convergence to high fre-
quency components entirely. In order to overcome this limitation, one
can encode the inputs using a high frequency sinusoidal encoding.
Previous works attempted to explain this phenomenon using Neural
Tangent Kernel (NTK) and Fourier analysis. However, NTK does
not capture real network dynamics, and Fourier analysis only offers
a global perspective on the network properties that induce this bias.
In this paper, we provide a novel approach towards understanding
spectral bias by directly studying ReLU MLP training dynamics.
Specifically, we focus on the connection between the computations of
ReLU networks (activation regions), and the speed of gradient descent
convergence. We study these dynamics in relation to the spatial infor-
mation of the signal to understand how they influence spectral bias.
We then use this formulation to study the severity of spectral bias in
low dimensional settings, and how positional encoding overcomes
this.

1 Introduction

In the last several years, neural networks have increasingly been
employed to provide a way to learn representations that generalize
well in dense, low dimensional domains. Specifically in the field
of computer graphics, multi-layer perceptrons (MLPs) with ReLU
activations have been vital for applications such as neural radiance
fields (NeRF) [15] and shape occupancy [14]. These networks are
referred to as coordinate based MLPs, since they input dense, low
dimensional coordinates, and regress the corresponding representation
of color, shape, or density for various visual signals. For simplicity,
we define a coordinate based MLP as a standard ReLU MLP whose
task is regressing any low dimensional signal (e.g. a 1D sinusoid, 2D
image, or 3D scene), where inputs v € R? (typically d < 3) are
referred to as coordinates. Coordinate based MLPs are intriguing due
to their severe spectral bias, meaning they are practically incapable
of learning high frequency target signals [15]. This limitation can be
overcome through a positional encoding v(v) € R2¢L of coordinates
comprised of high frequency sinusoids:
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Figure 1: Visualization of the large spectral bias induced by dense
low dimensional 2D coordinates (a), which is overcome by a high fre-
quency positional encoding (b-c). For this task, the coordinate based
MLP is tasked with regressing the RGB value corresponding to the
2D pixel location, or its sinusoidal encoding. Coordinate based inputs
have difficulty converging to the high frequency components of the
image, and can only generate a smooth, low frequency representation.

y(v) = [sin(207rv),cos(207rv), e ,sin(2L7rv),cos(2L7rv)] ,

where L € N determines the maximum frequency as well as encoding
dimensionality [25, 22]. This behavior raises two important questions:
What properties of neural network training dynamics induce spectral
bias, and why does it become so severe in dense, low dimensional
settings?

Spectral bias is the behavior such that neural networks learn a
simpler, lower frequency representation of the target function before
converging to the high frequency components, or finer details (see
Figure 1 for an example). This phenomenon is of interest due to its
impact on generalization, since it is believed that an implicit regular-
ization biased towards lower frequency solutions avoids overfitting
in over-parameterized networks [21]. While spectral bias is generally
believed to aid in generalization, in the coordinate based regime it
becomes so severe that the network will essentially underfit the target
signal.

Further understanding the nature of spectral bias will be crucial
in determining its impact on generalization. So far, Neural Tangent
Kernel (NTK) [10] and Fourier analysis have been the primary tools
for analyzing spectral bias [25, 21]. While NTK models gradient
descent dynamics via a kernel method (whose kernel matrix becomes
a constant in the limit of very wide layers), the dynamic properties of
the real network are not accurately captured. On the other hand, the
Fourier decomposition of a ReLU network is bounded by the total
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number of linear regions as well as its Lipschitz constant [21], which
does provide real network insights. Spectral decay rates of parameter
gradients have been found as well. However, this only provides a
global perspective on the network properties, mostly through upper
bounds, thus the local dynamics of the network that induce spectral
bias have yet to be demonstrated. For example, while the total number
of linear regions in the network gives a measure of expressive power,
it is not necessarily the case that the network will utilize most of these
regions, especially if there is a dense sampling of inputs.

In this paper, we take a different approach towards understanding
spectral bias. Our contributions are as follows:

e We develop a novel framework for understanding spectral bias
through real network training dynamics, which incorporates ReLU
network computations, gradient descent convergence, as well as
the spatial information of the signal. Specifically, we relate the
network’s expressive capacity (activation regions) with the abil-
ity to speed convergence of gradient descent, through a metric
termed gradient confusion [24]. We find more confusion (slower
convergence) when expressive power between inputs is limited,
and less confusion (faster convergence) when expressive power is
enhanced. This results in slower convergence to the local details
of the signal, where inputs are typically restricted to the same or
nearby activation regions.

e We use this formulation to explore the severity of spectral bias in
the coordinate based regime, and how positional encoding over-
comes this. We find that positional encoding greatly enhances ex-
pressive capacity across the signal, resulting in faster convergence
to high frequency components. We provide additional analysis as
well, by studying the unique properties of the activation regions as
encoding frequency increases, and exposing the dying ReLUs that
occur in the low dimensional setting.

The paper is structured as follows. Section 2 provides related work.
In Section 3, we define activation regions and explore how density
restricts the expressive capacity of the network. Section 4 discusses
gradient confusion, and connects confusion to the network’s activa-
tion regions. In Section 5, we analyze the properties of the activation
regions induced by higher frequency encodings, and Section 6 demon-
strates how dense coordinates turn off ReLU neurons during training.
Section 7 is a conclusion which details future directions for this ap-
proach.

2 Related Work

In [21, 3], it was shown that neural networks have a bias towards
learning low frequency functions first, referred to as spectral bias,
and that a sinusoidal mapping can allow for higher frequencies to
be learned faster. This method was adopted by NeRF [15] in order
to speed converge of high frequency components during novel view
synthesis, since a large spectral bias was discovered. As a consequence
of this, the relationship between coordinates and positional encoding
was analyzed by the same authors using NTK [25]. They found that
the eigenspectrum of the NTK decays rapidly with dense coordinates,
and widens for positional encoding. This allows for faster convergence
along the directions of the corresponding eigenfunctions. Our work
can best be seen as an extension of [25], however we focus on real
network dynamics.

Aside from its severity in low dimensional settings, the nature of
spectral bias has been studied from a theoretical perspective. [21]
provide the first rigorous exploration of spectral bias using Fourier

analysis. In [4], it was shown how the eigenfunctions of the NTK have
their own convergence rate given by their corresponding eigenvalue,
using inputs with uniform density on S*. The authors in [3] also
utilized NTK to give convergence rates for inputs of non-uniform
density in S*. There has been a line of work referring to spectral
bias as the F-principle [27], in which Fourier analysis was utilized
for high dimensional inputs with soft activations. Other works have
attempted to compute spectral bias and determine convergence rates
as well [11, 23]. Note that previous works have largely focused on
gaining insights from MLPs performing regression based tasks.

Our analysis of spectral bias utilizes activation/linear regions. Ex-
ploring the complexity of functions computable by piece-wise linear
networks initially explored in [19]. This approach was expanded upon
in [16], where upper and lower bounds for the maximal number of lin-
ear regions was given, and shown to be exponential with depth. In [20],
activation regions were defined, and bounds were computed by uti-
lizing input trajectories x(¢) across the regions. More recently, [8, 9]
attempted to compute practical bounds for the number of activation
regions, which was found to be independent of depth. [29] provides
useful experimental quantities for studying the properties of linear
regions in a more practical manner.

In this paper, we relate expressive capacity to the correlation of
gradients during training. We specifically focus on gradient confu-
sion [24], which was found to be higher in deeper networks, making
them more difficult to train if their width does not increase concur-
rently. Other works have utilized correlations between gradients in
different settings as well [2, 7, 28].

3 Expressive Power
3.1 Experimental Setting

We begin our study by exploring activation regions, and providing
experimental details. For all results in this paper (unless otherwise
stated), we train a four layer MLP with 512 hidden neurons on the
image regression task. The network learns to regress the RGB values
corresponding to the 2D pixel locations (z;, y;) using the MSE loss.
We average results over five natural images from the div2k dataset [1]
(512x512 images). Regressing these images has been a common
benchmark in recent works on positional encoding [25, 6]. Results
averaged over five 1D sinusoids are shown in the Appendix where our
findings hold. We use the Adam optimizer [12] with a learning rate of
.001, and mini-batches of size 8192. Experiments are conducted on
an NVIDIA A5000 GPU.

In addition to the coordinate based regime, we also conduct the
same experiments on real world data for both an MLP and a CNN
(only Section 4). We use MNIST [5], Fashion MNIST [26], CI-
FARI10 [13] and CIFAR100 [13]. The MLP is the same size, and
more details on the CNN architecture (which mainly follows [29])
and the experimental setup can be found in the Appendix. We show
results for the classification task simply to demonstrate that the be-
havior is similar to the coordinate based regime, where spectral bias
can be easily interpreted. However, spectral bias has been largely
unexplored thus far in the classification setting (see Related Work).
Because of this, we do not make strong claims on the spectral bias in
classification, since a more in-depth analysis is required. Instead, we
discuss our results which may be valuable for future works.

3.2 Activation Regions

We analyze the expressive power of a neural network with dense and
uniform inputs through its activation regions. We begin by defining
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Figure 2: Visualization of the regions in which each input belongs to (a-b) (colored according to unique region) at the beginning of training.
Many coordinates lie in the same activation regions, but positional encoding allows for each input to lie in a unique activation region. In (c), we
show the training losses of each method, and in (d) we plot the number of unique activation patterns created as training progresses. We only
focus on the activation patterns utilized for the given dataset (512x512 total regions), and demonstrate how coordinate based inputs and low
frequency encodings are unable to map each input to a unique activation region throughout training.
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Figure 3: Matrix of coordinate distances (a) and encoding distances
(b-c) for different frequencies. Positional encoding induces a kernel
with a strong diagonal since it is stationary.

activation regions and patterns. Let fp : R™» — R™°ut be a continu-
ous piece-wise linear function given by a ReLU network containing
L hidden layers with N hidden neurons per layer. The network is de-
fined as the composition of affine transformations f;(z) = W'z + b’
with ReLU activations o = max(0, f;) such that

fo = fowwoogofrooo...o0o0 fi(z),

where 6 denotes the vector of trainable parameters. Each neuron
2t (z) = W'z + bl composed with o denotes a hyperplane equation
with the scalar determined by the bias. The collection of these hy-
perplanes in the first layer gives a hyperplane arrangement in R"»,
splitting the input space into pieces that compute distinct linear func-
tions. As the image of each distinct linear function in the preceding
layer [ — 1 is uniquely partitioned by the following neurons z} (), the
N — 1 dimensional hyperplanes in layers { > 1 will appear to bend.
Overall, this leads to a ReLU network partitioning the input space
into convex polytopes on which unique linear functions are computed.
One way to evaluate these polytopes is through activation regions,
which are determined by the network’s activation patterns, defined as

Definition 1 (Activation Pattern). Let fy be a ReLU network, and
z!(x) denote the pre-activation of a neuron in the Ith layer. Then,
an activation pattern A of the network is a vector in {0, 1}#neurons
composed of neuron activations such that 0 is assigned if z(z) < 0
and 1 if 2! (x) > 0.

Definition 2 (Activation Region). For a ReLU network fy, the acti-
vation regions R of fy are the sets of input samples that correspond
to the same A,

R(f,A) = {z € R"" | Ly+(ReLU(f'(2))) = a,
Viel,.. k Va € A}

where a; is the activation pattern of layer /.

Analyzing activation regions are important because they provide a
measure of the expressive power of the network, or the complexity
of functions it can compute. In [9], a realistic upper bound on the
maximum number of activation regions created by a ReLU network
architecture was given as

#Regions in F intersecting C
vol(C)

(TN)nin

nin!

ey

where N is the number of neurons, 7" is a constant, and C is a cube in
input space.

Equation (1) is determined by the number of neurons and the input
dimension. Therefore, the dimensionality of the inputs themselves
show that the network with positional encoding should have more
expressive capacity. However, the density of input sampling is a
major factor as well, therefore we also analyze how the network
utilizes its activation regions across the signal, since focusing solely
on the total number of regions would not provide insight on the local
dynamics of the network. We can define the set of interest on a dataset
D = {®i,y:i}i=1, given in terms of the corresponding activation
patterns as

Lp = {1g+ (ReLU(f'(2))) |z € D,VI €1, ..., k},

equipped with the hamming distance ", |a; — bi|, fora,b € Lp
to determine their distinctiveness. We later use hamming distance
as a proxy for determining expressive power between inputs (higher
distance, more expressive power).

3.3 Comparisons

In Figure 2, we get a glimpse of the limitations imposed by dense, low
dimensional inputs. The number of activation regions utilized with
coordinates is lower than the number of elements in the dataset (Fig.
2 (a,b)), meaning many inputs will be regressed using the same linear
function. This restriction holds throughout training (Fig. 2(d)). On
the other hand, positional encoding can easily map each element to
a unique activation region using the same architecture. Overall, we
can see that coordinate based inputs have very little expressive power
during training in comparison to positional encoding.

The reasoning for this reduced expressive power is a result of both
input density and a lack of activation regions in low dimensions. Co-
ordinates impose a grid over a subset of R? in which the resolution,



given by their spacing, is very fine-grained. Therefore, fitting enough
neurons in the first layer such that a substantial amount of hyper-
planes can separate each input becomes difficult. If the input to layers
[ > 1 are restricted to the images of similar (or the same) linear
functions across the dataset, then this severely restricts the overall
capacity of the network even as the depth increases (see Appendix).
With positional encoding, the density is alleviated since the distance
A = ||v(z:) — v(z;)]| for each z;, z; is scaled by the frequency,
which simultaneously raises its dimensionality and generates more
activation regions. The density of inputs can be interpreted through
the induced kernel function, which is known to be stationary for posi-
tional encoding [25]. This means that the similarity between inputs is
only dependent on their distance, inducing a strong diagonal that is
missing with coordinate based inputs (Figure 3).

For intuition, we can also relate the density of inputs to the fre-
quency components of the target function. Higher density results in
a target function containing higher frequency components, and vice
versa. Thus, positional encoding can also be viewed as generating a
lower frequency function, which better disperses inputs across avail-
able activation regions. This is not possible with the fine-grained
sampling of coordinates, as shown in Figure 2.

4 High Gradient Confusion

In [24], the effect of network architecture on speed of convergence
was modeled using gradient confusion, a measure determining the
correlation of gradients for differing inputs. It was shown that lower
confusion during training can speed convergence of SGD, or make
training the network easier. Confusion occurs when two objective
functions L£(fo(z:),y:) and L(fo(x;),y;). ¢ # j, have gradients
such that (VL(fo(xs),v:), VL(fo(x;),y;)) < 0. This creates a
disagreement on the direction the parameters need to move, slowing
down convergence. Convergence rates of SGD were given through
the confusion bound 1 > 0, given as

(VL(fo(wi),yi), VL(fo(x5),y5)) > —n

for all ¢ # j and fixed . We focus on this metric since we are
interested in the speed at which gradient descent converges and its
relation to the spatial information of the signal.

4.1 Intuition for Higher Confusion

In this section, we aim to build intuition as to why limited expres-
sive power will induce higher amounts of confusion when the target
values oscillate rapidly. Assume we are regressing a 1D signal, and
let f A be a linear function given by a ReLLU network corresponding
to an activation pattern A. Assume two dense inputs z;, z; € [0, 1]
belong to the same R(f,.A). We can then write z; = cox;, and
sgn(wfl)T(cﬁfl o 4 b)) = sgn(wgl)Txifl + b%) must hold
for all neurons, where ¢’ is a vector of positive values. Therefore,

(Vof* (@), Vst (@) =

<V0fA(CEi)7 do VefA(xz‘)> >0,
)

where d € R#"°8" are the positive values that scale the hidden
outputs.

We will now evaluate using Mean Squared Error (MSE) loss

N 2= 1)

We have the gradient of MSE with respect to the parameters for a
single input x as

VoL(f*(2),y) = —2(y — f(z)) Vo (2).

From (2), we can see that confusion will be directly induced by
residual y — f*(x). If y; is highly oscillatory for each z; € R(f,.A),
then confusion will occur in any situation where y; > fA(mi) and
y; < f?(x;). Since the direction of the gradient update for each
weight is essentially determined by the residual, confusion can only
be reduced if the target values change linearly or possibly if constant.

Now, assume we have inputs z;,z; € [0, 1] such that they are
regressed by two separate linear function f* and % of patterns A
and B. Let S = {w! | A}, B! = 1} denote the set of commonly
activated weights between layers. The inner product of the gradients
will only depend on the parameters in S since all other weights will
cancel out due to ReLU

(VLA (@), 5i), VLS (25),55))-

While the residual of VgL may still be highly oscillatory, it is not
necessarily the case that (Vs f4(z;), Vs f5(z;)) > 0, as backpro-
pogation will utilize weights w! ¢ S, the number of which is influ-
enced by the Hamming distance between activation patterns. We can
view this as the network utilizing information from distinct activation
regions when optimizing shared weights. Essentially, the network can
configure the activation regions such that updating shared weights in
the same direction can be beneficial for minimizing the loss. In this
case, the impact of the residual in determining the gradient directions
is largely reduced, while the directions for inputs restricted to a single
region (or nearby regions) will be highly influenced by the target
values.

4.2  Spectral Bias

The relationship between expressive capacity and confusion is demon-
strated by analyzing the confusion densities and Hamming distances
in Figure 4. The Hamming distance is a measure of the expressive
power between inputs, as it quantifies the dissimilarity of their acti-
vation patterns. We compute both confusion and Hamming distance
for inputs sampled within local regions of input space and globally
(spaced out intervals) across input space, which should generally
correspond to the high and low frequency components respectively
(in the coordinate based regime). The pair-wise gradient correlations
between inputs at different stages of training are then calculated using
cosine similarity, and their densities are plotted. A wider density or
higher concentrations in the negative range indicate more confusion,
while a density more centered around zero or positive values suggests
less confusion. This corresponds to orthogonal or positively correlated
gradient directions between inputs.

In Figure 4, we display three key aspects of our observations. More
experimental details are explained in the caption of Figure 4. We first
focus on the coordinate based regime as it directly relates to spectral
bias:

1. Both positional encoding and coordinates are less effective in rep-
resenting high-frequency components than low-frequency com-
ponents, as measured by the lower Hamming distances between
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Figure 4: Hamming distances and confusion densities in the coordinate based regime as well as the classification setting. For the coordinate
based regime, we sample inputs in 100 different 50x50 local regions of the image, as well as 50k distant inputs. Confusion and Hamming
distances are computed between pairs in their respective samples. This amounts to 50k pairs locally and globally. The same results are conducted
for an MLP and CNN on various classification datasets, where the local pairs are the kK = 25 nearest neighbors of a randomly sampled input
(which may likely contain mostly the same labels for certain datasets), as well as the k = 25 nearest neighbors that are strictly of a different
class. The distant pairs are the k£ = 25 furthest inputs to a given sample. Each experiment uses a total 62.5k pairs sampled throughout the dataset.

We show 1000 epochs for coordinates, and 100 for classification.

activation patterns for locally sampled inputs (Fig. 4(a)) in com-
parison to globally sampled inputs (Fig. 4(b)). As a result, during
training, the model gets confused more often when dealing with
high-frequency components than low-frequency components (Fig.
4(c)-(d)).

2. Positional encoding endures the least amount of confusion for
the high frequency components due to its enhanced expressive
capabilities (Fig. 4(a)), which suggests faster convergence.

3. Coordinates generate a large disparity in the quantity of confu-
sion between input samples, which does not occur with positional
encoding.

Overall, these results demonstrate how each input will likely have
its convergence obstructed by its nearest neighbors, caused by the
similarity in their activation patterns which induces higher concen-
trations of confusion. In contrast, distant inputs sampled globally
across the signal suffer less confusion since more expressive power
can be utilized, resulting in harmonious gradient updates. Thus, the

network converges faster to the overall structure of the target func-
tion than to the local details, resulting in the observed low-frequency
representations. Positional encoding allows the network to utilize its
enhanced expressive power in an effective manner, granting quicker
convergence to the high frequency components. Moreover, the signifi-
cant disparity in confusion when using coordinates (between varying
frequency components) can be attributed to a larger spectral bias.
For the classification tasks, a similar behavior occurs for both ar-
chitectures. The nearest neighbors induce more confusion than the
distant inputs, with neighbors of strictly separate classes inducing the
most confusion. The Hamming distances between activation patterns
follow accordingly. We reiterate that, while our method provides in-
sight on the spectral bias when regressing signals (slower convergence
to rapidly changing local details), directly relating these results to
the classification setting should require a deeper analysis. So far, the
authors of [21] have utilized a binarized version of the MNIST dataset
(only two labels) with increasing label noise to demonstrate a spectral
bias, but this setting is limited compared to multi-class classification,
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Figure 5: Cosine similarity between hyperplane normals during train-
ing across layers. The normal to each hyperplane is simply given as
the corresponding weights (Conducted on a single image, holds for
other images).

and the objective was MSE. In [27], spectral bias was analyzed in the
classification setting using what they defined as response frequency,
given through the non-uniform discrete Fourier transform (NUDFT)
on a dataset {(zi, ;) } of images and labels. In this case, we can
potentially relate the high frequency components of the dataset to
the nearest neighbors of different classes, where confusion is con-
centrated. Further comparing our results to the methods utilized in
previous works may provide insight on the properties that induce
spectral bias in the high dimensional classification setting.

5 Encoding Frequency and Activation Region
Properties

We now explore the distinct activation region dynamics induced by
higher frequency positional encodings. Doing so can give more in-
sight into the distinct solutions the network discovers, and we utilize
experiments inspired by previous works [8, 29, 18, 17]. We start
by analyzing the correlation between hyperplane directions, given as
V. z(z), by taking the cosine similarity between all weights (Figure
5). We find that higher frequency encodings allow for an increase in
orthogonal hyperplane directions in the beginning of training (higher
dimensional), then become increasingly parallel as training progresses.
Specifically, Figure 5 demonstrates that hyperplanes are less nega-
tively correlated in the first layer as the encoding frequency increases,
which affects the following layers accordingly.

We additionally find that activation regions will expand (or increase
in volume) with encoding frequency later in training, which may
cause a reduction in the distinctiveness between activation patterns
across the dataset. This reduction is shown in Figure 4 for higher
frequency encodings (L=8 and L=16), as there is a large dip in the
mean Hamming distance. Notice that the low frequency encoding
(L=4) begins to contract the Hamming distances as well, but at a
much slower rate. To further demonstrate that an increase in encoding
frequency results in wider activation regions, we visualize 2D slices
of the activation regions for a trained network in Figure 6, where the
distinction is shown.

First Layer

Four Layers

Figure 6: 2D slice of activation regions for high and low frequency
encoding after 2500 epochs. Images were found by moving along a 2D
plane (all other dimensions fixed) at the origin, with "Low’ denoting
a 2D plane along the dimensions of the low frequency features of the
encoding, and "High" the high frequency features. Visualization done
on single image.

Lastly, in Figure 7 we plot the distance of each input to the nearest
boundary, given as

d(xz, By) = min_|2(z) — bs|/[|V2(2)]],
z(z)Ef

which was originally shown in [8]. This distance measures the sensi-
tivity of neurons to the given input samples, or in other words their
sensitivity to boundary transitions. Note that this distance may be
influenced by the size of the regions, but does not provide a direct
measure. Rather, it is possible that areas of input space corresponding
to wider activation regions would suggest a low transition density
in this vicinity (relative to architecture and input size), which is a
separate sensitivity metric [18].

In Figure 7, the higher frequency encodings first have a larger
contraction of this distance, then rapidly increase it during training,
indicating a shift from high to low sensitivity. This measure is inter-
esting as it was used in [8] for the MNIST dataset, where a similar
behavior was found. They discovered that the network will quickly
contract the distances, which is correlated with better generalization
performance towards the end of training. In this setting, we also notice
an increase after this contraction which is larger for higher frequency
encodings.
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Overall, networks using higher frequency encodings tend to find
solutions in which the hyperplanes are highly correlated, the volume
of the activation regions increase, and the sensitivity of neurons to
the input samples is reduced later in training. These properties may
induce faster convergence to the target signal as shown in Section 4,
which lower frequency encodings cannot accomplish. However, they
may also be linked to worse generalization performance, since higher
frequency encodings are known to overfit [25]. While connecting each
of these distinct properties is difficult due to the complex dynamics of
the regions, doing so may provide insight towards the generalization
of positional encoding in future works.

6 Dying ReLU

Although coordinate based networks slowly increase the number of
activation regions throughout training as shown in Figure 2 (d), there
is a surprising alternative that is simultaneously occurring. That is, the
network is increasingly shutting off ReLU neurons during training,
limiting its full expressive potential while simultaneously attempting
to utilize different linear functions with available neurons. We believe
this is due to the exponential increase in parameter norms that occur
when training on high frequency target functions, which can cause
issues due to the density of the data. Note this only occurs with
coordinates, and not with positional encoding.

We computed the parameter norms [[~_, ||[W *)|| across layers,
where || - || is the spectral norm found by the maximum singular value,
displayed in Figure 8. This norm represents the upper bound of the
Lipschitz constant L of the network, and it may be slightly counter-
intuitive to see that this bound is higher for the network with a larger
spectral bias. In this setting, it may be the case that larger parameters
can easily map coordinates to one side of the bias threshold, causing
it to be inactive for the rest of training. We can see some intuition
for this idea from Figure 8 (d). The number of dead ReLU neurons
decreases as the normalizing interval increases, meaning once the
sampling becomes less dense there are more active neurons. While
this may be the case, there is still the overall trend of an increasing
amount of dead neurons, which displays another limitation of ReLU
networks in this dense, low dimensional setting. Additionally, this
seems to be an issue at initialization, which can perhaps be reduced
with proper weight initialization, or other potential measures.

7 Conclusion

In this paper, we provided a thorough study of spectral bias in the
coordinate based setting by using a direct model of training dynamics.
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Layer 2 Layer 2
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Figure 8: Spectral norm for both positional encoding (L=8) (b) and co-
ordinates ([0,1]) (a) throughout training (a-c), along with the amount
of dead ReLU neurons during training for coordinates (d). There are
no dead ReLLU neurons for positional encoding.

This analysis provides the first look into the properties of the network
that induce spectral bias without the use of NTK or Fourier analysis.
We found that convergence of gradient descent in local regions of
input space, which utilize less expressive capacity for neighboring
inputs, is slower in comparison to inputs sampled globally across the
signal. This results in the high frequency components of the signal
being learned after a low frequency representation is achieved, with
the severity of spectral bias depending on how the network assigns
inputs to activation regions. Positional encoding is able to enhance
expressive capacity overall, which can result in faster convergence to
the high frequency components. In addition to this, we explored the
properties of the activation regions as encoding frequency increases,
which gains insight into the differing solutions the network arrives
at. Another limitation of ReL U in this low dimensional setting comes
from the dying ReLUs, which are most likely caused by the density
of inputs and the exponential increase in parameter norms. Lastly,
we show that the same general behavior exists in the classification
setting with different architectures, which may provide insight for
future works which attempt to formally analyze and measure spectral
bias in more complex settings. It is also possible that a method such
as ours can overcome the computational burdens of previous methods
in these complex settings as well, such as Fourier analysis in high
dimensional settings.
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