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Abstract

This paper studies the sample complexity of learning the £ unknown centers of a balanced Gaussian
mixture model (GMM) in R with spherical covariance matrix o21. In particular, we are interested
in the following question: what is the maximal noise level o2, for which the sample complexity
is essentially the same as when estimating the centers from labeled measurements? To that end,
we restrict attention to a Bayesian formulation of the problem, where the centers are uniformly
distributed on the sphere v/dS%~'. Our main results characterize the exact noise threshold o>
below which the GMM learning problem, in the large system limit d, k — oo, is as easy as learn-
ing from labeled observations, and above which it is substantially harder. The threshold occurs at
lo%flk = % log (1 + %), which is the capacity of the additive white Gaussian noise (AWGN) chan-
nel. Thinking of the set of k centers as a code, this noise threshold can be interpreted as the largest
noise level for which the error probability of the code over the AWGN channel is small. Previous
works on the GMM learning problem have identified the minimum distance between the centers as
a key parameter in determining the statistical difficulty of learning the corresponding GMM. While
our results are only proved for GMMs whose centers are uniformly distributed over the sphere, they
hint that perhaps it is the decoding error probability associated with the center constellation as a
channel code that determines the statistical difficulty of learning the corresponding GMM, rather
than just the minimum distance.

1. Introduction

Gaussian mixture models (GMMs) are widely used in statistics and machine learning. Here, we con-
sider the simplest case of a spherical, balanced d-dimensional GMM with k-components. Specifi-
cally, for centers X = (X1,..., X) € R?** and variance o2, the corresponding GMM, denoted
by GMMy x(Xk, 02), is described by the probability distribution Y ~ GMM_ (X, 0%):

Y =X,+0Z, (~Unif([k]), Z ~N(0,I), (1)

where [k] = {1,...,k}, and ¢ € [k] will sometimes be referred to as the label of Y and is statisti-
cally independent of Z. Our focus is on the classical GMM learning problem, where one observes n
independent samples Y7, ..., Y, ~ GMM, (X}, 0?), and wishes to recover the unknown centers
X}, (throughout, we always assume that the number of centers k and the variance o2 are known).
This paper is devoted to studying the fundamental information-theoretic limits of the GMM
learning problem, namely, the sample complexity: what is the smallest number of samples n one
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needs to collect in order to recover the centers (to within some prescribed precision)? The main
difficulty in learning the GMM centers is that the samples are unlabeled, and the sample complex-
ity is clearly lower bounded by that of the “genie-aided” setup where each sample is labeled. For
sufficiently small noise levels the measurements can be accurately clustered, and the problem is as
easy as in the “genie-aided” case, while for large enough noise levels reliable clustering is impossi-
ble. The main question we seek to answer here is: what is the critical noise level below which the
problem is as statistically easy as in the labeled case, and above which it is significantly harder?
Past works have shown that the separation between the centers X1, ..., X has a decisive effect
on the statistical difficulty of the problem. Let A(X}) = minj<;<j<i || X; — X} be the minimal
separation between any two centers. The seminal paper Regev and Vijayaraghavan (2017) has
accurately identified the scaling of A(X), in the large system limit &k, d — oo, under which one
can estimate the centers (say, to within a small constant precision) using only n = poly(k, d) many
samples. They show:' 1) Upper bound: If A = Q(o+/logk) then the centers may be estimated
with n = poly(d, k) samples; 2) Lower bound: For any (k) = o (0+/logk), the class of GMMs
with minimum separation A > o+y(k) is not learnable (in a minimax sense) from n = poly(k, d)
samples. The upper bound was recently improved by Kwon and Caramanis (2020), who showed
that when A = Q(ov/log k), in fact n = O(c%k - polylog(k)) samples suffice; this almost matches
(up to polylog(k) factors) the sample complexity for the labeled case. Stated differently, the results
above identify the critical noise level scaling for the minimax estimation problem as o2 ~ %.
The goal of this paper is to develop a finer grained understanding of the exact critical noise level
o, rather than only its scaling. To tackle this ambitious question, we make two modifications with
respect to the setup studied in Regev and Vijayaraghavan (2017) and Kwon and Caramanis (2020):
1) Rather than studying the minimax setting with respect to all sets of centers X'j, with a given
A(X}), we take a Bayesian approach and assume X, ~ (Unif(v/dS9~1))®*; 2) We consider a
“more forgiving” loss function, which measures the average error in the center reconstruction rather
than the maximal error. The rationale behind these modifications will be clarified in the sequel.

Under this setup, we show that the the critical noise level is precisely characterized by the
equation % log (1 + %) = 105’“ , which is, by no accident, the noise level below which a “typical”
constellation X', constitutes a good error correcting code for the AWGN(o?) channel (additive white
Gaussian noise, with noise variance o). Our analysis relies explicitly on the decodability properties
of X, when thought of as a channel code. This is a “global” property of the constellation, compared
to the minimum distance (note that it is well-known that at high coding rate, the minimum distance
of a code is not entirely predictive of its error probability, see e.g. Barg and Forney (2002)). Re-
garding the minimum separation, we remark that, as is to be expected, our results are consistent with
Regev and Vijayaraghavan (2017) regarding the required scaling of A(Xy) for statistically-efficient
learning. Classical results on sphere packing, e.g., Kabatiansky and Levenshtein (1978), imply that
if log k/d is finite, “typical” constellations under X, ~ (Unif(v/dS%~!))®* have minimal separa-
tion A(X}) = O(V/d). Thus, 1) When logk/d = ©(1) the critical noise level is at 0% = O(1),
so in terms of minimal separation, A(X},) /o = ©(v/d) = ©(y/logk); 2) On the other hand, when
log k/d = o(1), the critical noise level is 02 = ©(d/ log k) and so A(X},) /o = O(y/logk).

Finally, our results hint at the possibility of a deeper connection between channel coding and
statistical inference: the decodability properties of the set of centers X (as a channel code) may

1. We restrict our attention in this discussion, and throughout the paper, exclusively to an asymptotic regime where
d, k — oo together with limsup, ;,_, % < oo.



determine, to an extent, the statistical difficulty of learning the corresponding GMM. The present
paper takes a modest first step towards showing such a connection, establishing it for the special
case of spherical random codes, whose typical instances posses strong symmetry properties.

1.1. Formal Problem Formulation

As mentioned before, we study the large system behavior of the sample complexity under a uniform
spherical prior on the centers. Denote the (random) centers by

ok
Xy = (X1, ., X)) ~ (Unif(\/&sd—l)) . )
Note that we scale the problem so that || X;|| = +/d for all i € [k]. We observe n measurements,
Yy, ..., Y,, sampled from the GMM distribution whose centers are X'j:
Vi Yo | X K5 GMMy (X, 0%), 3

see also (1). Per standard terminology in signal processing, 1/02 may be interpreted as the “signal-
to-noise ratio” (SNR) per coordinate. Suppose that X = (X7,..., X}) is an estimator of X,
computed from the measurements. The model admits the following Markov chain structure:

Xp = (X1, Xp) — (Vi Ya) — X = (X1, Xa). 4)

At this point it is instructive to think about the much simpler estimation problem, where each mea-
surement Y; is observed with its label ¢; € [k], and every center is observed exactly n/k times.
For this problem, the optimal mean squared error (MSE) in the reconstruction of each center is
d'E|| X; — X;||? = ko?/n (to leading order in k/n), and is attained for example, by the sample
mean. In the GMM estimation problem the samples are not labeled, and furthermore, the number
of times each center appears in the measurements is a Binomial(n, 1/k) random variable. While
the mean of this random variable is indeed n/k, some centers will appear fewer times. In particular,
when n = o(k log k) some of the centers are likely to not appear even once (coupon collecting). To
circumvent the issues arising due to this effect, and focus our study on the problem of dealing with
the lack of labels, we measure the discrepancy between X', and X5, by the loss function

Lavg (X, Xy) = Zd Ldist? (X, Xp) == Z mln 7YX — X2 (5)
1=1 -

In words: the average normalized squared distance between a center X; and the list X, As we shall
see, under this loss function it is possible to obtain a risk of ko /n for o below the critical noise
level and n/k large enough. In contrast, the more restrictive max-loss function Lmax (X, X k) =
maxi<;<k d_ldistz(Xi, X x) considered in much of the prior work, does not decay with n in the
regime n = o(k log k), regardless of the noise level, due to the non-uniform empirical distribution
of the center indices. Under ﬁavg, on the other hand, to achieve ¢ error, it suffices to estimate only
a fraction 1 — O(e) of the centers within error O(g), having the remaining centers incur an error
O(1). Thus, the effect of non-uniform label empirical distribution is bypassed by this loss function.

Under our formulation of the GMM learning problem, the goal is to construct an estimation
rule X}, : (RY)™ — RI¥K (“algorithm™) so to minimize the risk: ELavg (X%, ft‘k(Yl, L Y).
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Importantly, the expectation is taken over the randomness in both the sample generating process
given the centers (3), as well as the center prior distribution (2), whose joint distribution adheres to
the Markov chain structure in (4). We study the information-theoretic limits of the aforementioned
problem. Consider the minimum attainable risk over all estimation laws X

R, = gfl@ﬁavg(xk,i’km, L Y). (6)
k

For a fixed precision level € > 0, define the sample complexity,
nt =ni(d,k,0*) =min{n : R, <¢e} . 7

Importantly, (6) and (7) make no assumptions about the computational difficulty of implementing
X (RY)™ — R, and in particular are not restricted to computational efficient algorithms
(poly(d, k) runtlme). Throughout, computational considerations shall be completely neglected.

1.2. Main Results

As our analysis relies on viewing the centers as a code for the AWGN channel, the problem’s rate

log k
Rk := 8
d,k 7 (®)
and the decreasing function C : (0, 00) — (0, 00)
1 1
2
Clo )zilog (1—1—02) , 9)

characterizing the AWGN(o2) channel capacity, will play a key role. Throughout the paper, we
couple the noise level o2 to k and d by the parameter 3 € (0, c0) via the equation

Rax = C(Bo?). (10)

When 8 > 1, the rate is smaller than the capacity; when 8 < 1, it is larger. This parametrization
will turn out particularly useful in the statement of the results and their derivations.
We restrict attention to the large-system limit, where d, k — oo, and denote the limiting rate by

R = lim Ry € [0,00). (11)
d—00

We distinguish between two asymptotic regimes:

. (Positive Rate, R > 0): 02 € (0, c0) is a fixed constant. In particular, k = e®(d).
. (Zero Rate, R = 0): 0> — co. So that also k — oo, we also require impose o = o(d).

We remark that, since we are interested in estimation to finite precision € in Theorems 1 and 2 below,
the asymptotic regime log k = w(d), namely when the number of centers k is super-exponential in
d, becomes rather uninteresting. Indeed, for super-exponential k£ one may si })ly take X, to be
some fixed v/ed-net of the sphere v/dS?~!, which can be of size (O(1/¢)) 42 < k. Clearly,
[,avg(X ks X ) < ¢ for any X', so under such asymptotics n} = 0 exactly.

Our first main result states that when the rate is below the channel capacity, X', is learnable at
essentially the same sample complexity as in the labeled case.



Theorem 1 Suppose that 3 > 1. Then

*

—2R : : Ne
<lim lim ——— <1. 12
¢ = E0ahe (0%k/e) (12

Theorem 1 implies that when the rate is below the channel capacity, for every fixed and small
precision € > 0, and for d large, the sample complexity scales like n = Co2%k/e, where C €
[e~2R 1]. Remarkably, when k is sub-exponential in d (R = 0) the pre-factor C' is precisely 1. Thus,
the sample complexity of the GMM learning problem is exactly the same as that of the labeled case,
up to lower order terms in 1/, and asymptotically (d — oo) vanishing correction terms.

Our second main result states that above the capacity, the sample complexity is super-linear:

Theorem 2 Suppose that 3 < 1. Then for any fixed sufficiently small £ < €¢(R),
*

n
li £ = o00. 1
Jm e = a3

Moreover, the following quantitative bounds hold for all sufficiently small £ < €o(R):

n* log k
— =1 — . 14
o2k AR <\/ log log k) (14
n* ) log k d
=0 . 15
o2k &b (mm {\/log log k’ \/log k }) =

Theorems 1 and 2 together reveal a dichotomy: precisely at the channel capacity (8 = 1), the
large-system behavior of the sample complexity undergoes a phase-transition, from a linear growth
in o2k, as in the labeled case, to super-linear growth.

1. If R > 0 then

2. IfR=0then

1.3. Prior Art

The problem of estimating the parameters of a Gaussian mixture model has a long and rich history,
going back to the pioneering work of Pearson (1894). We briefly mention some pointers to the
literature, though we emphasize that the list below is not exhaustive by any means.

The first work to highlight the importance of minimum separation in learning GMMs is Das-
gupta (1999), who gave a poly-time algorithm assuming (in the spherical balanced case) A =
Q(a\/&). Subsequent works have gradually improved upon the required bound on A. Early in-
carnations include Arora and Kannan (2001); Vempala and Wang (2004); Achlioptas and McSh-
erry (2005); Dasgupta and Schulman (2007); Kannan et al. (2008), which culminated in a bound
A= Q(akl/ 4) as sufficient for estimation in polynomial time. This barrier was broken only fairly
recently Diakonikolas et al. (2018); Hopkins and Li (2018); Kothari et al. (2018),who have shown
that separation A = Q(ok”) suffices for polynomial-time learnability, for any constant y > 0.

As for statistical lower bounds, it is known that in the absence of a separation condition,
n = exp(k) samples are generally necessary to learn the parameters of a GMM Moitra and Valiant
(2010); Hardt and Price (2015). The work Regev and Vijayaraghavan (2017) has shown that
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separation A = Q(o+/logk) is a sufficient and necessary condition for learning GMMs with
n = poly(k,d) samples; the algorithm they proposed to prove their upper bound has exponen-
tial runtime. Kwon and Caramanis (2020) have recently improved their upper bound on the sample
complexity, and have show that in fact n = O(o?k - polylog(k)) samples suffice, which almost
matches the trivial lower bound of n = Q(o2k). Their analysis consists of two components : 1) An
exponential-time initialization scheme, that finds points sufficiently close to the true centers, based
on the results of Ashtiani et al. (2018); 2) New local convergence and finite-sample guarantees for
(a slightly modified version of) the well-known Expectation Maximization (EM) algorithm. To our
knowledge, the problem of learning A = Q(c+/log k)-separated GMMs in polynomial time, or
proving that this cannot be done (the existence of a computational-statistical gap) is still open.

Another line of work circumvents the minimal separation requirement, by instead restricting
attention to “typical” problem instances, an approach much in line with the results of the present
paper, and in the context of learning GMMs dates, to the best of our knowledge, to the study Srebro
et al. (2006). In the papers Hsu and Kakade (2013); Bhaskara et al. (2014); Goyal et al. (2014);
Anderson et al. (2014); Anandkumar et al. (2014); Ge et al. (2015), it is shown that when the
center configuration satisfies certain algebraic non-degeneracy conditions, methods based on tensor
decomposition may be used to recover the centers; such non-degenerate configurations are highly
abundant when d is large relative to k, specifically k& < d°().

Lastly, a different line of work considers learning GMMs by means of density estimation, that
is, given samples Y7, ..., Y, one has to construct a density f which is close to GMM 1, (X, 02)
in, e.g., total variation distance. This problem may be considered in either in the setting of proper
learning (f has to be a k-component GMM) or improper learning (no such restriction), see for
example Feldman et al. (2006); Kalai et al. (2010); Chan et al. (2014); Suresh et al. (2014); Li and
Schmidt (2017); Diakonikolas et al. (2019); Ashtiani et al. (2018). For well-seaprated spherical
GMMs, A = Q(o+/log k), guarantees for proper distribution estimation may be translated to error
bounds on the centers, see Regev and Vijayaraghavan (2017); Kwon and Caramanis (2020).

Our proof program closely follows that of Romanov et al. (2021), which studied the sample
complexity of the multi-reference alignment (MRA) problem. MRA is a particular instance of a
GMM, with exactly k = d components corresponding to different shifted versions of the same
signal. While, similarly to Romanov et al. (2021), the proof of our lower bound uses the mutual in-
formation method Polyanskiy and Wu (2014), here the mutual information is upper bounded using
the I-MMSE relation rather than the Fano-based argument of Romanov et al. (2021). More impor-
tantly, the proof of the upper bound here requires overcoming several significant hurdles not present
in the MRA model. In particular, while in MRA we always have &k = d, in the GMM problem
k may be much greater, and even exponential in the dimension. Furthermore, in MRA there is a
single signal to be estimated and all measurement are informative for its estimation. Here, on the
other hand, many centers must be estimated, which significantly complicates the first step of our
reconstruction algorithm with respect to that used in Romanov et al. (2021).

Paper outline. In Section 2 we provide brief background on channel coding and random spherical
codes, which shall be used in the analysis to follow. In Section 3 we outline the proof of the lower
bound in Theorems 1 and 2. In Section 4 we outline the proof of the upper bound in Theorem 1. To
keep within the space constraint, most of the technical details are deferred to the Appendix.



2. Background on Channel Coding

A key message of this paper is the following: the centers X', are learnable at linear sample com-
plexity exactly in the regime where the constellation Xy, = (X7, ..., X}) defines (with high prob-
ability) a good codebook for the AWGN channel with noise variance o2. Throughout the analysis,
the connection to the decoding capabilities of X', will be instrumental. In this section, we briefly
survey the required background from information and coding theory. We refer the reader to Cover
and Thomas (2012), Gallager (1968) and Polyanskiy and Wu (2014) for a comprehensive treatment.

A coding scheme for sending log k nats over the d-dimensional AWGN channel consists of a
codebook and a decoder. The codebook is a set of k codewords C = (C1, ..., Cy) € R¥F, where
codeword C; encodes message 1 < i < k, and all codewords satisfy ||C;||? < d. The code’s rate
isRgr = %. The decoder Dec : RY — [k] is a mapping from channel outputs to messages. It is
often convenient to allow the decoder to output symbols in [k] U {#}, where the special symbol #
corresponds to a declared decoding error.

The decoding error associated with message i € [k], for a given a codebook-decoder pair, is

P.i(c%C,Dec) = Pr (i # Dec(X; + 02)) , (16)
and the average error over all messages is
k
1
Pe,avg(0°|C, Dec) := - z; P.;(c?|C,Dec) = erilfr([k]) (0 # Dec(X;+0Z)). (17)

For a given codebook C, the optimal decoder, in the sense of smallest average error, is clearly given
by the maximum a posteriori probability (MAP) rule
DecOpt(Y) = argmax Pr({ =i |Y,C) = argmin |Y — C;||?, (18)
i€ (k] 1<i<k
where ties are broken arbitrarily. Accordingly, we define the error of the codebook C, and the
corresponding individual errors as

pave(02|C) = Pe qg(0?|C,DecOpt),  p;(c°|C) = P.;(c7|C, DecOpt) . (19)

In communication theory, one is interested in designing coding schemes with large rate and
small error probability. We say a rate R € (0, 00) is achievable if there exists a sequence (d — 00)
of codebooks C € R%** such that limy_,o Rax = R and limy ,o p(0?|C) = 0. Shannon’s
celebrated channel coding theorem gives a precise characterization of all the achievable rates:

Theorem 3 (Channel coding theorem, AWGN channel) Fix o2, and let C(-) be given in (9).

1. (Achievability). Any rate R < C(c?) is achievable.
2. (Converse). No rate R > C(o?) is achievable.

The achievability part of the channel coding theorem is typically proved using a random cod-
ing argument with respect to the ensemble of i.i.d. Gaussian codebooks. However, it can also
be proved using the ensemble of random spherical codebooks, C = X} = (Xq,...,Xj) ~
Unif (\/&8 d=1)®k " In fact, the latter ensemble results in a favorable decay of the error probability
with d, Shannon (1959). We denote the decoding error, averaged over the codebook ensemble, by

pave(0?) = Elpave(0?|X1)] € Elpi(0?] X)), (20)

where (x) holds since each X; has the same distribution.



ROMANOV BENDORY ORDENTLICH

Proposition 4 Let 3 > 1 be fixed. Suppose that d, k — oo, with Ry, = C(B0?), so that either: 1)
o? fixed;or 2) w(1) = 0 = o(d). Then limy_,s pavg(c?) = 0.

While Proposition 4 is well-known when o? is fixed (positive rate) Shannon (1959), the case of
w(1) = 0 = o(d) has not been mainstreamed. We provide a self-contained proof of Proposition 4
in Appendix, Section A, since it will serve as the baseline for the derivations that follow.

3. Proof of Lower Bounds

Our proof of the lower bounds in Theorems 1 and 2 uses a standard framework for proving estima-
tion lower bounds (e.g., (Polyanskiy and Wu, 2014, Chapter 28)).

Suppose X=X k(Y1,...,Y,) attains ELayg (X, X k) < €. Consider the Markov chain (4).
By the data processing inequality (DPI) (Polyanskiy and Wu, 2014, Theorem 2.5),

(X X)) < I(Xp Ya,...,Y). @21)

We lower bound the LHS of (21) in terms of € and upper bound the RHS in terms of n and 2.
Starting with I(Xy; X},), clearly,

I( Xy Xy) > min I(X}; D), (22)

Pp|x, :ELavg (X, D)<e

where we minimize the mutual information (MI) over all conditional distributions of random vari-
ables D = (Dy,..., D) € R¥* under the expected loss constraint ELayg (X, D) < . The
minimization (22) is an instance of a rate-distortion problem, typically encountered when studying
the information-theoretic limits of lossy compression (Polyanskiy and Wu, 2014, Chapter 25).

One complication that arises when attempting to solve the optimization problem in (22) is
that the distortion measure, Layg(X), D) = Zle min; << || X; — D;||* is somewhat non-
standard. If instead we had used the quadratic loss, 5[ X} — D||% = 4 Zle | X; — D;]|?, the
resulting optimization problem would essentially lend itself to the classical problem of computing
the Gaussian quadratic rate-distortion function (RDF), which admits the solution % log(1/¢).

The loss Layg differs from the standard quadratic loss in that it allows for £k additional degrees
of freedom: every i € [k] is matched to the best index j; = argmin ¢ | X; — Dy, ||. Since the
entropy of the k-tuple (j1,. .., ji) is at most k log k nats, the RDF for Layg must be at most & log k
nats away from the RDF for the standard quadratic loss. We prove in Appendix, Section B.1:

Lemma 5 Consider the Markov chain (4), with ELgyg (X, ft’k) < e. For universal co > 0,
I( X X)) > % log(1/¢) — dklog (1 + co(ed)_1/2) —klogk.

Next, we upper bound I (X; Y71, ...,Y,), starting with a trivial bound. Let £ = (¢1,...,¢,) be
the random labels, such that Y; = X, +0Z;. By the DPL I(X;Y1,...,Y,) < [(X);Y1,..., Y5, 0).
Now, given £, the mapping X', — (Y7,...,Y,) simply corresponds to k parallel Gaussian chan-
nels, each used on average n/k times. Thus, as we formally prove in Appendix, Section B.3,

Lemma 6 The following holds:

dk
[XYi,. o V) S I(X Y, Yo ) < Tlog (145 ) (23)
g



Consequently, combining with (21) and Lemma 5,

Lng —2R_—1
Jim gz 2 e
The bound (23) misses a crucial aspect of our problem: the observations are not labeled. We next
derive a bound which does capture this effect, though at the loss of the “correct” dependence on n.
Observe that Y7, ..., Y, are conditionally independent given X';. That is: the “channel” map-
ping the set of centers to samples is memoryless. It is an elementary fact (Polyanskiy and Wu, 2014,
Theorem 5.1) that in this case, the MI is subadditive

(X Y1, ) <Y I(XsYs) =n- (X Y). (24)
=1

While this bound fails to correctly capture the dependence of I(Xy; Y7, ..., Y;) onn whenn/(ko?)
is large, it does suffice for establishing the phase transition of the sample complexity that we seek
here. We proceed to bounding the single-sample MI, I(X;Y ), a much more manageable object.
Let ¢ ~ Unif([k]) be the random label of Y. Using the MI chain rule both ways,

(X, YY) = 1(Xi Y) + I(GY[Xy) = [(GY) + I( X Y|()

Now, I(£,Y) = 0 (since {X;}¥_, are identically distributed, so Y~ does not depend on ¢). Sim-
ilarly, I(4;Y|Xy) = Hl|Xg) — H|X,Y), and H(¢|X) = H({) = logk Furthermore,
I(X}; Y |0) = I(Xp; Y |€) < C(0?)d, as the AWGN channel capacity C(o2) upper bounds (X ; X +
0 Z)/d for any random variable on R? with second moment E|| X ||> < d. Combining these equali-
ties and estimates and rearranging, we obtain

I(X};Y) < C(o*)d —logk + H(¢|X},Y). (25)

In light of (25), it remains to estimate H (¢| X, Y ), to be interpreted as the remaining uncer-
tainty in a message £ that is sent across the channel, given the output Y as well as the known
codebook X'j. To that end, consider the non-increasing mapping 5 — ¢(5) = H(¢|X,Y) (recall
that larger 3 corresponds to smaller o). Since a typical realization of X’ results in a code whose
error vanishes when 5 > 1, Fano’s inequality implies that ¢ () |/8>1 = o(log(k)). Thus, for § < 1,

we have that p(5) = — fﬁlH ¢'(s)ds + o(log(k)), for any 6 > 0. Using the -MMSE formula
Guo et al. (2005), a remarkable connection between information and estimation under Gaussian
channels, the derivative ’(3) can be expressed as the minimum MSE (MMSE) in estimating X,
from Y. Finally, we upper bound the MMSE by the optimal MSE for linear estimation, resulting
in the following lemma, whose full proof appears in Appendix, Section B.4. We denote by C~! the
inverse of (9), and by hy(p) = plog % + (1 —p)log ﬁ the binary entropy function.

Lemma 7 Suppose that 8 < 1, so that Ry = C(B0?) > C(0?). For § > 0, denote the corre-
sponding noise level by 03(8) = C (1 + 6)Rqy) and let e(6) = pavg (C™ (14 0)Rq,x)) be the
ensemble average decoding error, (20), over the AWGN(O’%) channel. We have that

H({|Xy,Y) <logk — C(0?)d + hy(e(8)) + (5 + e(8)) log k,
and consequently, using (25),

I(X;Y) < hy(e(d)) + (6 +e(d)) logk . (26)
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As mentioned above, when 5 < 1, e(d) = o(1) for all fixed 6 > 0, by Proposition 4; conse-
quently, [(X;Y) = o(logk). Combining this with (21), Lemma 5 and (24), assuming suffi-
ciently small e = Or(1), we establish (13):

ne d yplow( L. 4 L
T > C(e,R)- o (I( X Y)) =w <a2 logk> =w <G2C(ﬁa2)> =w(l). @27

One can get quantitative bounds by carefully setting § = o(1), as we do in Appendix, Section B.5:

Lemma 8 Suppose that § < 1. For small enough fixed ¢ < £y(R):

n: log k
>C R/ ————. 28
o2k — (.8, )\/ loglog k (28)
2. (Zero rate). If R = 0 then

n; ) log k d
> . 2
o2k — Cf(e, B) min {\/log logk’ \/log k } 29

Proof (Of Theorem 2). Directly follows from Lemma 8. |

1. (Positive rate). If R > 0 then

4. Proof of Upper Bound

In this section we prove the upper bound of Theorem 1, assuming the rate is smaller than the capacity
(8 > 1). The proof is constructive: we propose and analyze an algorithm (which runs in exponential
time), whose output X & satisfies IEEan(X ks X k) < €. It consists of two steps, each using different
measurements: Step I is allocated N samples, while Step II uses the remaining N = n— N samples.

Step I consists of a brute-force search over an exponential-sized set of candidate centers. Let
er > 0 be a given precision level, and fix 7 a y/erd/2-net of the sphere VdS? 1. For each
candidate X € T, we use the measurements Y7, ..., Yy allocated for this step to essentially solve
a composite hypothesis testing problem, distinguishing between two alternatives: 1) X is \/ed /2-
close to some center X;; 2) X is ved-far from all the centers. We show that for “typical” center

configurations X, if N = UQkIOg(E# then the test correctly throws away all the far points, and
I

retains most of the close points. Since the true centers X, ~ Unif(v/dS4~1)®* are (w.h.p.) Q(v/d)-

separated, the remaining points in 7, that have not been discarded, may be clustered into at most &k

parts. Step I concludes by returning a list X’; containing one representation of every cluster.
log(1/e1)

The dependence of Step I on the precision is sub-optimal: NN has to scale like === instead
I

of 1/e1. This sub-optimal rate is mended in Step II. We show that there is a constant precision
level €, that depends on R, 8 > 1 (namely, how much the rate is smaller than the capacity) so that
whenever €1 < gp, one can construct a mismatched decoder, using X1, that consistently decodes
messages encoded by the true codebook X'i. In other words: given a measurement Y = X, + o027,
one can consistently estimate the unknown label ¢ (up to a global re-labeling). In Step II we observe
N = n— N new measurements, and cluster them according to their decoded label. For every cluster

10



i € [k], we compute the corresponding sample average A;, and project it onto the ball 5(0 ,V/d)
to get our final estimate X; = = P(A;). Since each label i witnesses, on average, N /k measure-
ments, the MSE is, to leading order, d 'E|| X; — X;||2 = o°k/N. Thus, using N = C(R, 8)o°k
measurements for Step I, and N = ok /e Step II, yields a list X with ELavg(Xk, X k) < e

In the remainder of this section, we provide the full details of the strategy outlined above.

4.1. Step I: Brute-Force Search

Let e € (0,1/2) a precision parameter. Let 7 be a fixed \/e1d/2-net of VdS? 1 such that
VX € VdS¥'3X e T with || X — X||> < £1d/2 . By standard estimates, e.g. (Wainwright,
2019, Example 5.8), we can assume that |7 | < eCdlog(1/e1) for some universal C' > 0. Our goal
is to devise a procedure that, given N samples Y7,..., Yy ~ GMMg (X}, 02), will allow us to
discard all candidates X € 7 that are V/erd-far from all the centers X1, ..., Xj, while keeping
enough candidates X that are Verd-close to some center; ideally, at least one candidate close to
almost every X;. Denote the sets, Hciose; Hiar C R?

N N 1 ~ N
Hlose = {X : dist? (X, Xy) < 251d}, Hriar = {X s dist? (X, X)) > 5Id} . (30)

We would like a test that, with high probability: 1) rejects all X € Hpar N T3 2) accepts most of
X € Hcjose N T Note that since 7 is a /2 1d/2-cover, then for every 1 < i < k, there is some
X € Hciose N T such that in fact HX — X;||? < e1d/2.

As afirst step, we consider a “local test” Test : R x R? — {0, 1}, that takes a candidate XeT
and a single sample Y ~ GMM 1., and outputs a decision € {0, 1}. Consider the quantities:

qclose(Xk, T) = min  Pr(Test(X,Y) = 1|X}),
X eHcloseNT
. (€2
qrar(Xk, T) = max Pr(Test(X,Y) = 1|Xy) .
XG’HFMHT

For a local test Test : RY x R? — {0, 1}, a cover T, and v > 0, define

k 1
gTest,’T,V = {Xk € (\/ng_l) : quose(Xk7T) > 5]?_1, qFar(XkaT) < Qk_l_y} . (32)

We construct a local test with the following properties.

Lemma9 Assume that 3 > 1, and fix a cover T of size |T| < e“¢ log(1/e1) " There are positive
constants €, ¢, that depend on R, 3, and a local test, Test : R x R? — {0,1} (that depends on
d, k,c?) such that for every fixed 1 € (0, ¢¢)

lim Pr (xk ¢ STesthE?) = 0. (33)

We propose a local test Test based on the capacity-achieving decoder used in the proof of Proposi-
tion 4. Due to space constraints, the details are deferred to Appendix, Section C.1.
Note that if qpar(Xk, T) < dciose(Xk, T), as is the case for X}, € Etest, 7,1, then by observ-

ing the statistics of the N local test outputs {Test(X Y;)},, which are i.i.d. Bernoulli random

Jj=1

11
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variables, one can distinguish between X e ,Z'[Close and X € Har with error probability vanishing
in N. In particular, consider the candidates X & 7 that pass the following threshold-based test

N
N A 1
Toose =3 X €T > Test(X,Y;) > Zk;—lN . (34)
=1

Lemma 10 Fix any Xy € Eregt 102 and suppose that

log(1
N> cla%ogg“) + Ooklog(1/9), (35)

I
where C1 = C1(R, B), Co > 0 is a universal constant and ¢ € (0,1). Then wp. 1 — ¢ — ogRr(1)
over Y1,..., Y, ~ GMMy (X}, 02), the following event holds:

1. (No far candidates). Tcose N Hiar # 0.
2. (Most centers have a cluster). There is T C [k] with |Z| > (1—)k and max;er dist?( X, Torose) < 1d.

The proof of Lemma 10 appears in the Appendix, Section C.2.

To conclude step I, note that if the minimal distance between centers is > 41/e;d, then two
candidates that are \/c1d-close to different centers are necessarily 2+/c1d-far from one another.

Let X be any 2+/c1d-separated subset of 7(ose Of maximal size. We prove in Appendix,
Section C.3 that with high probability, X'}, indeed has ©(1/d) minimal distance, and so:

Lemma 11 Assume that f > 1, e1 < eo(R, ) is small enough, and N satisfies (35). W.p.
1 — ¢ — 0gre (1) overboth Xy ~ Unif (vVdS™1)®* and [Y1, ..., Yy, | Xk] ~ GMMg (X, 02),
the following event holds:

1. i’lisalistofsize(l—go)kSmgkz. . .
2. Thereis T C [k] with |Z| = m so that for every i € I, there is a unique X € Xy such that
|1 X; — X||? < erd.

4.2. Step II: Clustering and Averaging

Upon the successful completion of Step I, Lemma 11, we have produced a partial codebook X of
size m > (1 — p)k. Moreover, there is a large subset of messages Z C [k], |Z| = m such that for all
i € T, the true, unknown codeword X; is /e1d-close to a unique codeword X 1 of X 1. Provided that
e1 < e0(R, ) is small enough (but constant), it turns out we can construct a “mismatched decoder”,
using X1, that can consistently decode measurements Y = X, 4+ 07 in the following sense: 1)
If ¢ € 7 then, up to a global relabeling, the decoder returns the correct label ¢; 2) If ¢ ¢ Z, the
decoder consistently returns an error symbol #. Due to space constraints, we defer all the details to
Appendix, Section D.1.

In Step II we are given N = n — N new measurements. We use X1, the codebook from Step I,
to decode the corresponding labels; measurements for which the decoder returns # are discarded.
We end up with m clusters, and for each cluster [ € [m] we compute the corresponding sample
mean A;. Finally, we return the list X, = (X1, ..., X}) such that X; = P(A;) for I € [m], P(-)
being the projection onto the ball 5(0,v/d), and X; = 0 form +1 <1< k.

The following Lemma bounds the error of the entire end-to-end procedure, including both Step
I and II. The details are deferred to Appendix, Section D.3.

12



Lemma 12 Assume that 8 > 1 and € < €o(R, 3) is small enough. Suppose that

1. Step Iis run with N > Co?k + Cklog(1/¢) measurements,
2. Step Il is run with N > %‘2 + C’El% log(1/y) measurements,

where C' = C(R, 3) is constant and ¢ € (0,1) is a parameter. Then

lim ELavg(Xy, Xi) < -+ 120.
d—o0

_ &
1—¢el/

Proof (Of Theorem 1). The claimed lower bound follows from Lemma 6. The upper bound follows
by setting, e.g., ¢ = £? in Lemma 12, noting that as ¢ — 0, o7 =€t o(e). [ |
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Appendix A. Proof of Proposition 4

As mentioned in the main text, the proof amounts to analyzing a certain sub-optimal decoder for the
codebook X . While the decoders, and their analysis, are not new, we nonetheless provide all the
details here as a “warm-up” for things to come.

We consider two different families of decoders, depending on whether one operates in the zero
or positive rate regime.

A.1. Rate Zero (R = 0)
The decoder. Observe that for a spherical code, the MAP decoder (18) reduces to

DecOpt(Y') = argmaxd~ (Y, X;) . (36)
1<i<k

For the analysis, we consider a sub-optimal decoder, based on thresholding the correlation in (36).

When Y = X; + 0Z, clearly, E[d"1(Y, X,)] = 1, while for j # i, E[d"(Y, X;)] = 0.
Fix thresholds 0 < 77 < 7. Consider a decoding rule DecCORR,, ,,, : R? — [k] U {#} so that
DecCORRy;, 1, (Y') = i if and only if both of the following hold:

1. d71<Y,Xi> >1-— .
2. Forall j #4,d Y Y, X;) <1—ne.

Note that since 177 < 72, at most one index 1 < ¢ < k can satisfy the above. If no such ¢ exists, we
set DecCORR,;, 1, (Y) = #.

Analysis. We proceed to bound the error of the decoder DecCORR;;, ,.

By symmetry of the codebook generating process, the error probability (averaged over the en-
semble) does not depend on the particular transmitted message (index). For convenience, through-
out this section, we always assume, without loss of generality, that the transmitted message is
¢ = i (and implicitly condition on this event). Thus, the value at the receiver end of the chan-
nelisY = X, +o0Z.

Lemma 13 Conditioned on any X}, € (v/dS?—1)F,
_ g
Pr(dNY, X;) <1-m|X;) <e 2027,

Proof d (X, +0Z,X;) <1 — 1 isequivalentto d~ (0 Z, X;) < —n;. Since Z ~ N(0,1),
we have {0 Z, X;) ~ N(0,0?/d), and the bound follows immediately. [

Lemma 14 For fixed n1 > 0, define the set

_ _ 2log(k —1) 7
X; =< X € (VdSTHF maxdlxi,x<\/+1 .
{ k€ eyt X Xg) < d o2

2
For X ~ Unif(vAS®): Pr(X), ¢ X;) < ¢ 302%
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Proof By the standard tail bound Lemma 35, for ¢ > 0, Pr(d~1(X;, X;) > t) < e~4*/2 Taking
a union bound over (k — 1) choices for j # i, Pr(max;; d~*(X;, X;) > t) < e~ %*/2+los(h=1)

2
Now set t = 1/ 2198(k=1) logfik_l) + I [ |

02"

2
Lemma 15 Suppose that 1 — ny > \/%‘f_l) + 5+ \/%.l(k_l). Then

2
2
log(k— o2 log(k—
—§<1—W2—ﬁ/2g’511)+(2§—’/w> 2
< é

Pr <maxd_1<Y,Xj> >1—1n +e 22, (37)

J#i

Proof Fix X € X;, where the set X; is from Lemma 14. Writing Y = X; + ¢ Z, we note that

_ 2
Pr<m§xd (YX>>1—n2‘Xk><Pr<m2xd a(ZX>>1_772_\/21()<‘€$51)+7712|Xk>.
J7F J7 g

Now, each d~'0(Z, X ) is Gaussian with mean 0 and variance 02 /d. By a standard bound on the

maximum of Gaussian random variables, Lemma 41, E[max;«; d'0(Z, X;)] < %‘l(k_l).
By the Borell-TIS inequality, Lemma 42, we obtain the first term of (37). The second term is just
the bound on Pr(X}, ¢ X;) from Lemma 14. [
Proof (Of Proposition 4, case R = 0.)
Combining Lemmas 13 and 15, for every 1, 12 satisfying
2log(k —1 2 202 log(k — 1
0<n1§n2<1—\/g(d )+Z§—\/g; ) (38)
the decoder DecCORR,,, ,;, attains average error
2
_d <1—772— /210g&k—1)+;17§_ /252 lo§(k1)> 2 :
Pr (i # DecCORR,;, 1, (X; +0Z)) <e +2e 207
(39)

To prove the proposition, it clearly suffices to show that when R;, = C(Bo?), B > 1, then
— 2 —
210g51k 1) + % + 202 103([@‘ 1)

since 02 = w(1), the first term is o(1). As for the second term,

2
20 log < \/202Ry; = /202C(Bo?) < \/1/B < 1,

where we used C(s) = §log(1 +1/s) < 1/(2s).

is at most a constant, which is strictly smaller than 1. Indeed,
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A.2. Positive Rate (R > 0)

Remark. The analysis of the previous section (R = 0) unfortunately fails in the positive rate
regime, where o is constant. To have any hope of finding 7; < 7, that satisfy condition (38), it is
necessary that (taking 1y, n2 — 0)

_ 2 _
\/QIOg(Cl;: 1)+\/2a logd(k: 1)§1'

Since log(k — 1)/d = Ray — O(d™!), this constrains the rate as Ry < \/5(1—&-0) +O(d™1). For

small o, this bound is ~ 1/+/2, while C(30?) ~ log(1/80?). Consequently, for o> = O(1) this
condition fails to hold, and the analysis from Section A.1 is not sufficient for proving the existence
of capacity-approaching codes. We note that this is a well-known limitation of the analysis; specifi-
cally, Lemma 15 is too crude. It estimates the maximum over “noise terms”, max;; d 'o(Z, X;)
as if they were all independent. In the zero rate regime, different codewords are essentially orthog-

onal: d71(X;, X;) < \/# = o(1); consequently, by standard results (e.g. (Adler and Taylor,
2009, 2.2.5)), the maximum is indeed very close to the maximum of i.i.d. Gaussians. When £ is
exponential, however, this is no longer the case, and the correlations between these noise terms can
no longer be neglected once R is sufficiently large. Thus, different techniques are necessary to carry
out the analysis (cf. the classical book Gallager (1968)).

The decoder. To overcome the obstruction mentioned above, we consider a different, sub-optimal,
decoder, which is similar to Shannon’s information density threshold decoder Shannon (1957) for a
Gaussian i.i.d. codebook, and to that used in Erez and Zamir (2004), see also Erez and Polyanskiy
and Wu (2014). Let o = ﬁ and 7 = o02a = 1 — . For parameters 7 < 71 < T, consider a
decoder DecMMSE, ,, : RY — [k] U {#} so that DecMMSE,, .,(Y) = i if and only if both of
the following hold:

1. d7YaY — X;||? < 7.
2. Forall j #i,d7||aY — X;|? > m.

If no such 1 < ¢ < k exists, then DecMMSE,, ., (Y) = #.

As was before, in the zero rate case, we analyze the error probability conditioned on the trans-
mitted message being some fixed / = i; by symmetry, the (ensemble-averaged) error probability
does not depend on ¢. Thus, below, Y = X; + o Z.

To justify the name DecMMSE recall that the best linear estimator of X; fromY = X; + ¢Z,
in the sense of smallest MSE (LMMSE), is aY.? Note also that d'E|aY — X;||? = 7, whereas
forj #i,d ' EllaY — Xj|?=a?(1+0?)+1=a+1>T.

Analysis. We proceed to bound the error of the decoder DecMMSE | -,.
Lemma 16 For any X, € (vVdS4 1),

Pr(d oY — X;|* > 7 | &) < e~ 3(H0?)(\/Ti/T=1)%d

2. When X; ~ N(0, 1)®d is i.i.d. Gaussian, the LMMSE is actually the MSE-optimal estimator (MMSE). Since we
use a spherical prior for X; ~ Unif (\/ES 4=1) this is no longer holds exactly, though the discrepancy is negligible
when one operates in the regime o2 = Q(1).
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Proof The mapping Z +— F(Z) = d~/?||a(X; + 0Z) — X;| is d~'/?ao-Lipschitz, with expec-
tation

EF(Z) < \/d'E|o(X;+02) — Xi|> < V7.

Applying the Gaussian Lipschitz concentration inequality, Lemma 34,

Pr((F(2))?>n)=Pr(F(Z) > )
<Pr(F(Z)-EF(Z)> 71 —VT|X})
1 (\/ﬁ/—ﬁ)Z
<e 2 (@=1/200)2

— ¢tz (Vm/r1)%d

Now plug 7 = ac?, a = 1/(1 + 0?) to get the claimed bound. |
Lemma 17 For j # i, X} ~ (Unif(v/dS* 1)),
1 1/2 C(o2)=L1og 2\
Pr(d'|aY; — X;|I? <m) < (1 + 2) ¢~ (Cle®)—3log 2)d.
g

Proof For a compact convex body &K C R? we denote its boundary by 0K and surface area by
Surf(0K). In addition, we denote the Euclidean ball of radius r, centered around a € R4, by
B(a,r).
The event above, whose probability we wish to bound, is equivalent to the event X ; € B(aY;, v/72d).

Since X; ~ Unif (v/dS91), this probability (conditioned on Y'), is given by the surface area ra-

tios Surf(vdS4! N B(aY', v/7ad)) /Surf(v/dS?1). Since 9K N L C (K N L), and the surface
area of convex sets is monotonic with respect to containment (e.g., (Artstein-Avidan et al., 2015,
Theorem B.1.14)), Surf(v/dS? ' N B(aY,/7ed)) < Surf(8B(aY,/72d)). Consequently, the
probability is bounded by

Surf(9B(aY}, v'2d)) e _1/26—l(10g%—10g 2)d

2

Surf(vVdSd1) N

Lastly,use 7o > 7and 1/7 = 1+ 1/02. [ |

Proof (Of Proposition 4, case R > 0.)
Combining Lemmas 16 and 17, along with a union bound over all j # i, the decoding error,
averaged over the ensemble Xj, ~ Unif(v/dS?1)®*, is bounded as

1/2 .
Pr (i # DecMMSE,, ., (Y)) < e~ 31+ W/ n/m=1%d (1) (1 n 12> e~ (Clo?)—3log 2)d
g

(40)
Choose 71 = c1, 72 = ¢“T where ¢ > 1 is a sufficiently small constant. In that case, the first
term of (40) clearly decays exponentially in d.
As for the second term, set k = ¢9<(57%) 5o the term is bounded like (1+%)I/Qe_d(C(UQ)_C(5”2)_10g(0)).
Since C(02) — C(B0?) is a positive constant, if ¢ > 1 is small enough then the term decays expo-
nentially fast in d. |

2
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Appendix B. Proofs from Section 3
B.1. Proof of Lemma 5

We reduce the calculation into a “standard” rate-distortion function (RDF) under MSE distortion.

For technical reasons, it will be more convenient to work with a Gaussian prior on the source
signal, rather than the uniform distribution over the sphere. The reason is that the latter distribution
is not absolutely continuous with respect to Lebesgue measure (it is supported on a manifold of
positive co-dimension, namely, S%~1), so that its differential entropy (in the usual sense) is not
well-defined.

Introduce Gaussian random variables, G = (G4, ..., Gy) ~ N(0,1)2% sothat X; = VdG;/|G;].
We have the Markov chain,

Gr — X — X, (41)

so by the DPI, R )
I(Xy; X)) > 1(Gr; X)) - (42)

The next Lemma shows that if X . estimates X’;, with small distortion, then it also estimates G,
with small comparable distortion:

Lemma 18 Suppose the the Markov chain (41) holds. Then for universal constant cy,
2
EL(Gr, X)) < ( EL(X 5, X)) + Cod—m) _

The proof of Lemma 18 is strgightforward, and deferred to Section B.2. R
By assumption, EL(X, X},) < e and therefore, by Lemma 18, EL(Gy, X1) < ('/2 + cod—1/?)2.
Let J = (ji,...,jx) € [k]" be indices such that j; € argmin; ;< |G; — Xj||?. In other
words, L(G, X},) = (dk)~! Zle |G — X, ||>. The random variable .J is, clearly, deterministic
given Gy, X By the chain rule for mutual information,
LG Xi) = 1(Gr: X, T) = (G T| X (43)
Since J is a discrete random variable,

[(Gr; J|Xy) := H(J|XL) — H(J|Gy, X}1) < H(J) < log(k*) = klogk, (44)

where we used the standard facts that the entropy of a discrete variable is non-negative, and that
conditioning decreases entropy.
Set D; = X, and D = (Dq,...,Dy,) € RF*d 5o that, by definition,

(@) E[Gy — DI — ELavg(G0. D) < (12 + cod V2P
Since D is a function of (X, .J), the DPI implies I(Gy; D) < I(Gy; X}, J). Thus,

I(Gi; Xy, J) = 1(Gi; D)

> min 1(Gy: D)
Ppg, : (@k) 1[G —D|<(e1/2+eod~1/2)2

dk 1
_210g<(61/2+00d_1/2)2> , 45)
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where (45) is the solution to the classical Gaussian source rate-distortion problem (Polyanskiy and
Wu, 2014, Chapter 27). The proof of Lemma 5 concludes by combining (42)-(45). |

We remark that for sufficiently small € the lower bound

. dk 1
min I(Gp; Xk) > — log () — klogk, (406)
Pﬁck\ngEﬁan(gka)SE 2 9

which we derived within the proof above, is in fact tight (up to the difference between k log k£ and
log |Sk|, where S, is the symmetric group of permutations on [k]). To see this, we consider the
Markov chain G, — d E— X 1, where the channel from G, to G k 1s the test channel attaining
the Gaussian RDF (see e.g., (Cover and Thomas, 2012, Theorem 10.3.2)), and the channel from
Gir — Xy, is defined by applying a uniform random permutation J on G, resulting in X),. Note
that

3

. N dk 1
L(Gk; Xy, J) = 1(Gr; Gr) =~ log ( > (47)
and that
I(Gr; J| X)) = H(J| X)) — H(J|Gy, X)) = H(J) — H(J|Gr, Xp) =~ H(J),  (48)

where the last approximation is due to the fact that for small € we can recover J from G and X,
Thus, the approximate tightness of (46) follows from (43).

The subtractive k log k term we lose here is the reason that the lower bound in Theorem 1 is
e 2R instead of 1. While we believe that 1 is the correct lower bound, this loss seems to be inherent
to the mutual information bounding program we follow here.

B.2. Proof of Lemma 18
It is a well-known fact (Johnson, 1994, Eq. 18.15) that E||G;|| = v/d + O(d~'/?). Consequently,

E||G; — X;||? = 2d — 2VdE||G;|| = O(1).

Let J = (ji,- .., jx) be j; = argmin, < ;<. [| X; — X;|. By definition of Layg(-, ), (5),
L
3 o 112
Cave(G0, 1) < g 3 EIG: - X1
while Layg (X, X)) = L Zle E||X; — X,||%. Moreover, observe that

. i 1/2
_ L 12
D= (D,,...,Dy) — (dk;EHDZH )
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defines a semi-norm on d X k matrices (with square-integrable entries). Thus, by the triangle in-
equality,

N 1/2
N 1/2 1 X
(Eﬁavg(gk, Xk)) < (dk ZEHGi - X, ”2)
i=1

& 1/2
= (dlk: Y E|(G — Xi) + (Xi — in)|!2>
=1
< (1iEHG - X-u2>m+ (1iEux - X u?) :
~ \dk & ’ ! dk ! I

-~

(4 >8, 0(1))1/2=O(d_1/2) (ﬁavg(?*f'k,-i'k))1/2

B.3. Proof of Lemma 6

Write [(Xg; Y1,..., Y0, ) = (X £)+1(Xi; Y1, ..., Yy |€), with [(X;£) = 0. For1 < i <k,
let n; = n;(£) = [£71(i)| be the number of measurements labeled 7. The proof amounts to the fol-
lowing observation: the desired MI I(X;Y7,...,Y,|€) is simply the cumulative MI across k
parallel Gaussians channel, with independent inputs X7, . .., X}, such that one observes n; outputs
(samples) of each channel :. We now quantify this statement.

Let I(02,m) = I(X; X 4+ 0Z,...,X + 0Z,,) be the input-output MI between X and m
outputs through an AWGN(o?) channel. Since the sample mean is a sufficient statistic for the true
mean under a Gaussian measurement model, we have

(0% m) =1 <X, % (X +0Z1,... X+ azm))) iy (i 1) < dC(o%/m)

where C(-) denotes the AWGN channel capacity (9). Thus,

k

k
21(02,7%(3))] <E [Z dC(o? /ni(ﬂ))] .
=1

=1

(X Yh,....Y,[6) =E

One may readily verify that the function m ++ C(c%2/m) is concave. By Jensen’s inequality,

k k
> dC(o?/n(8)) = k- %ZdC(oz/n(f)) < kdC (1,f2> = kdC (o%k/n) ,
=1 i

k > i1 ni(€)

and the claimed result follows. |

We remark that to prove the bound, we did not actually need to use the fact that the labels all
have the same probability; the calculation above shows that a balanced label distribution in fact
maximizes the MI between X'j, and the observations Y7, ..., Y, (though this will not be used later).
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B.4. Proof of Lemma 7

The proof relies on the celebrated I-MMSE relation of Guo, Shamai and Verdu (see Guo et al.
(2005), Guo et al. (2013), and also the works Bennatan et al. (2008) and Bustin and Shamai (2013)
that apply the -MMSE framework for studying the MSE of estimating the transmitted codeword
from the output of the AWGN channel).

Let ¢ ~ Unif([k]) and Y (s) = Xy++/sZ. Denote I(s) = I((; Y (s)|Xk) = (X Y (5)| Xk),
where equality holds since, with probability one, X7, ..., X} are all distinct. Recall that our goal
is to bound H(£|Y (02), X) = H(¢|X}) — I(0?).

Clearly, for any 03 < o2,

2

HY (6, 1) — HUIY (03), 20) = 1(03) — 10%) == [ S1(s)ds.

Using the I-MMSE relation, Lemma 44, applied pointwise conditioned on X',

d 1

TI(s) = =5 S [I1X0 ~ B(XAY (5), X0

Since E(X/|Y (s), Xk) is the minimum MSE estimator of X, from (Y (s), X'%), it holds that for
any (Y (s), X )-measurable random variable X = X (Y (s), X},), we have —41(s) < =E| X, — X2

Choose the optimal linear estimator (LMMSE) of X from Y (s), namely X = a(s)Y (s),
a(s) = ﬁls, so that E|| X, — X ||2 = T15d. One would think, at first sight, that this upper bound
should be very loose: after all, the LMMSE is optimal for a Gaussian signal, whereas, conditioned
on X', the distribution of X is very much non-Gaussian; it is not even continuous! Recall, how-
ever, that we are interested in applying Lemma 7 when the rate Ry, is above the capacity C(o?);
the key intuition is that when this is the case, the joint statistics of (X, Y = X, + 0Z) with
¢ ~ Unif([k]), are in some sense “indistinguishable” from those of a joint Gaussian distribution
(W)Y =W +05Z), W ~ N(0,I), corresponding to the capacity-achieving distribution of the
Gaussian channel.

Continuing the calculation,

2 2 2

7 d 77 1 s o
| Lisds< [ = d— e d= (Clo?) — (02
/03 ds (S)ds_/ag 257 T4 /(, (=C'(s)) ds - d = (Clog) = C(0%)) d,

0

where C(s) = $log(1 + 1/s) is from (9) and C'(s) is its derivative. Combining,

H((Y (%), Xy) < H(U]Y (05), Xy) — C(0%)d + C(og)d. (49)

Now, set 08 = C™1((1+4 6)Rqy). To apply (49), we need to verify that 0 < 2. Applying
the decreasing function C(-), the condition is equivalent to C(0?) < C(03) = (1 + §)Rg, which
certainly hold since we assume Ry, > C(0?).

By definition, C(03)d = (1 + §) log k.

Define by e(d) the error (averaged over the ensemble X';) for decoding ¢ under AWGN(o3),
using codebook Xj. In other words, it is the error of the MAP estimator for £ given (Y (03), Xk).
By Fano’s inequality, Lemma 43, H(¢|Y (03), X%) < hy (e(8)) + e(d) log k. Combined with (49),
we obtain the bound claimed in Lemma 7.

[ ]
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B.5. Proof of Lemma 8

Before getting to the computation, we emphasize that Lemma 7 may be invoked with any other
upper bound on the ensemble average error pavg(-), that could possibly be obtained through other
means, e.g., by analyzing a different decoder than the one from Section A. There is much literature
devoted to computing optimal error rates for both the Gaussian i.i.d. and the spherical code ensem-
bles, primary in the regime of positive rate. In particular, for rates between the so-called critical rate
and capacity the exact exponential decay rate is known: payg(0?) = exp(—E%p(R,0%)d + o(d)),
where E%p(R, 02) is the sphere-packing error exponent. See, for example, Shannon (1959); Gal-
lager (1968) for the exact expression. In the analysis that follows, we will need bounds on the error
probability in the regime C(c2) — R = o(1). In fact, for the zero rate regime, the capacity itself is
o(1), and sometimes it decays even as o(d_l/ 2). In those cases, the sphere packing error exponent
is of limited use.

Instead, we use the upper bounds on payg(-) derived in Section A.

As before, the analysis is divided between the positive (R > 0) and zero (R = 0) rate regimes.

B.5.1. POSITIVE RATE

Let us work under the slightly more general regime, where Ry, is either positive or decays slow
enough with d, specifically, Ry, = % = w(d'/?) as d — oco.
We apply the bound (40) with noise variance

of =CH(1+0)Rag)-
The second term of (40) is bounded By
1+ 1/03)1/2€_d((1+5)Rd,k_Rd,k_%1og(72/7)) = 0(1) - o—d(6Ra k73 log(2/7))
Setmy =71 =(1+ %Rdvké)T, so that log(m/7) < %Rdvké. Thus,
O(1) - o~ d(0Rq, .~ 5 log(2/7)) _ o(1) - e~ (ORq, .~ 3Ra 1) < e~ CRaxdd
for some C' > 0. On the other hand, the first term of (40) is
31+ /T-172d < (~CORE 8% _ —Co2 e

Note that since § = o(1), this term is the most significant.
Denote A = %; recall that for Ry, = w(d~1/2), A = w(1).
In light of the estimates above, we need to choose § = o(1) so to minimize § + e~ 04 Take

log A
A )

0=0C

for large enough constant C';, which yields

5+e(5)55+e*052f‘5,/%.
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Plugging this into (26),
I(X);Y) < log k\/loiA .
Using (27),
" e R) L (X V)
o2k = 1\&, o2 ks
> d A
~ o2logk \/ log A
where A = (logdk)Q. Let us understand the asymptotic of this bound as d — oo and Ry =

C(Bao?) = logk > d~/2. In that case, log A ~ log log k, and so, the above reads

n* (log k)z
o2 log k \/ log A o2 log k\ log log k-

Using 1/(B0?) > C(B0?) = (logk)/d (since C(s) < 1/(2s)) finally yields

nk > /log k log k 50
o2k ™ d \/loglogk " (50)

B.5.2. RATE ZERO (R =0)

Assume that limg_,, Rg ;. = 0 (including, possibly, Ry ;, > d=1/2),

We would like to use the bound (39) with some 7 = 71 = 12 = o(1) and 0} = 02(8) =
C71<(1 + (S)Rng), for 6 = 0(1).

We start with the condition (38), namely,

2log k n? 203(8) log k
0<F:i=1-1n— -
= " \/ i 320 d

=1l-n- \/Qde\/ 303 (0)Rax k772— 202(0)Ra -

(we replace k — 1 with k, which yields a stronger condition.)
Use C(s) = 1 log(1+ 1/s) < 1/(2s), therefore C~!(y) < 1/(2y), and so 63 () <

/ /1 )
2 1Y 2

1 .
2(1+0)Ra,x

Moreover,

1 1
I+ o2 < 1+ )
\/ + 20’3(6)Rd,k7] s 1+ 40’3((5)Rd7kn
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(vVI+z <1+ $aforall z > 0). Thus,

1
F>6/2—-0(%) —n—+/2R 2./R n?. 51
>6§/2—0(8%) —n — v/2Rax — 24/Rag - pp 5)de (51)

Note that 02(§)Rax = ©(1) for any § = o(1); to see this, recall that (1 + §)Ryx = C(03) (by
definition), with C(03) = 1/(203) + O(1/a§) with 03 — oco. Consequently, the last term of (51)
above is necessarily of lower order than either /Ry, or 7.

Introduce a constant parameter v € (0,1/2), and set n = (1/2 — v)d. Observe that whenever

6>M«/Rd’k_\yf 1°§k, §=o(1), (52)

plugging into (51), we have F' > £6(1 — o(1)) > 0.
Let us estimate the terms in (39). The first term is eng ’ < e~ Crdv?s?

,ﬁ.i
32
70

. The second term is

2e
T8 > nPd(1+ 6)Ray = (1 + 8)logk > i log k,

(we used 0(2) < m), we deduce that the second term is < 2e¢~(/ 2-v)?0%logk  Since in
the zero rate regime, d > log k, we see that the first term is always negligible compared to the
second, regardless of how fast § decays. Thus, we would like choose § = o(1) so to minimize (the
asymptotic decay rate of)

§+e(d) < § +e (/208 ogk (53)
e1(9) e2(0)

Note that e;(9) is increasing in §, while e (d) is decreasing. Denote

2 log | 2 1
o Y2 oglogk , _ 2v2 [logk. (54)
(1/2 —v) log k v d

so that §5 is the smallest number ¢ that satisfies (52).
One may readily verify that 6 = §; optimally balances between e (), e2(9), in the sense of
asymptotic growth:

log log k [loglog k
01) <X eg(d) <X | —— 0 0) Sy ——
61( 1) 62( 1) 1ng Y - 61( 1)+€2( 1)N 1ng

Recall, however, that not all assignments ¢ are applicable; we must satisfy the constraint (52),
0 > 09. If §o < 41 then there is no problem; on the other hand, if do > d1, assigning § = o,

(@) (i) (i) log k
e1(62) + e2(02) < e1(62) +e2(01) < ei(d2) +e1(61) < 2e1(d2) S (gi ;

where we used that: (i) ea(-) is decreasing; (ii) e1(d1) =< e2(d1); (iii) e1(+) is increasing.
Concluding the calculation, using (26), we have

[loglogk [logk
: < .
I(X;Y) <logk - max { gk’ 7 . (55)
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Finally, to deduce the lower bound on the sample complexity, use (27):

0 G (XY )
> C1(e) - 2B8logk - (I(X 4 Y)) ™!

. log k d
> .
= Ca(e)f min {\/log logk’ \/log k }

28
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Appendix C. Proofs for Section 4.1
C.1. Proof of Lemma 9

As in Section A, we give different constructions between the zero rate (R = 0) and positive rate
(R > 0) regimes. The construction for the local test is guided by the form of the capacity-achieving
decoder from Section A.

C.1.1. RATE ZERO (R=0)

Following the form of the decoder analyzed in Section A.1, we consider a test of the form
Test(X,Y) = 1{d" (Y, X) > 1 —n}, (57)

where the choice of 1 will be specified below.
Suppose that X € v/dS% is such that, for some particular i € [k], d X — X;||? < 0.5er.
Note that this may be written equivalently as d~ (X, X ) > 1 —0.25¢1. Thus,

dUX;+0Z,X)>1-025e1 + (d%0)(Z,d7 X)) .

~N(0,02/d)
Setting
1 =0.25¢1, (58)
we get
R 1 .
Pr(Test(X,Y)=1) > %Pr(Test(X,Y) =1[l=1)
1
> - Pr (M (1 —0.25e1,0%/d) > 1 — 0.25¢1) = 0.5/k.

Consequently, with probability 1, qciose(X %) > 0.5k~ L.
The challenging part of the analysis is to control qpar( Xp).
Observe that if d~1|| X — X;||2 > e then d~ (X, X) < 1 —0.5¢1. For X € v/dS% !, denote

QXX = Pr (Test(X,Xi +0Z)=1] xk) ,

Kk 59)

Q(X|Xy) = %ZQi(X|Xk) :
=1

Note that Q;(X | X)) depends on X}, only through X;;.
By definition, qpar(X) = max g7y, Q(X|X}). We start with a trivial bound.

Lemma 19 Suppose that d=* (X, X> <1—-v—0.25¢for0 <v<1-—0.25¢1. Then
Qi(X| X)) < k7.

B 2
16°°1

Consequently, if X € Hypay then for all i, Q; (X|Xk) <k~
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Proof d ' (X;+0Z,X) <1—0.25 —v+d 'o(Z, X). Thus,
~—_——
~N(0,02/d)

Pr(Test(X, X; + 0Z) = 1) < Pr (N(0,0%/d) > v) < e 22"

_d
Now, k = e9€(87%) < ¢2857 (since C(s) = 3 log(1 + 1/s) < 1/(2s)), therefore e 57" < kP
Finally, if X € Hp,, then d~YX;, X) <1—v—0.25¢1 with v = 0.25¢7. |

As mentioned, Lemma 19 gives us the trivial bound Q(X | X)) < k_%af for all X € Hpar.
This is a highly wasteful bound: it treats X asifitis simultaneously /1d-close to all of X1, ..., X}.
In practice, however, “typical” instances of X', create constellations that do not cluster around any
particular point; consequently, for most i € [k], it has to be that, in fact, d~! (X, X ) =~ 0.

Fort € (0,1), set

Ni(X| &) Z]l{d (X;, X) > t}, (60)

the number of centers X; that have correlation > ¢ with X.
Choose some constants g, 9 € (0,1) such that vy < 1 — 0.25¢¢ and ﬁyg > 1. This can
certainly be done, since 8 > 1. By Lemma 19 above, for every X € Hp, N7, assuming 1 < &g,

- oo 1 ; 8
QX|X1) < K76+ - N1y —0.2500) (X |X) - k1051 (61)

That is, X;-s whose correlation with Xis<1-— vy — 0.25e9 < 1 — g — 0.25¢71 contribute each
5 2 . . . .
at most Q;(X |X) < k~¥0; on the other hand, centers whose correlations is higher give, at most,

the worst-case contribution Qi(X | X)) = k155 In light of (60), clearly,

> B
Grar(X) < K7 4+ max N(1-v5-0.2520) (X | X ) - O (62)
XGTO’HFM

Thus, it remains to show that, with high probability, max ¢ ., N(1-15-0.25¢) (X |X}) is small.

Lemma 20 Fix any X € T. There are universal C1, Cy such that whenever t > Cy 10flk,for all
M >1,

2

Pr (Nt(X|Xk) > M ‘ X ¢ %Far> < (Cgk:e_dt?)M’

wAhere the probability is with respect to X, ~ Unif( \/&Sd_l)@)k, and conditioned on the event that
X ¢ Hpar.

Proof Observe that copditioned on the event X € Hrar, the centers X1, ..., X are i.i.d. and
~ Unif (v/dS% 1\ B(X, \/e1d)). For any non-negative f(-),
Surf(\/ng 1)
E : - * Xi)] < -~ Uni - X
1
1-— a‘Ii_l
= (1 + 0(1))EXiNUnif(\/an—l) [f(Xz)] .

X;~Unif(VdSd—1) [f(X4)]

(63)
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Consequently, N;(X, X},) ~ Binomial(n, p), with

P=Ex, unif(vasi-1\B(X vzd)) []l{d_l(Xi» X) > t}]

= (1+o(1 P d X, X)) >t
(1+ of ”XWUHH&L@SMK (X, X) > )

t2
<247,
where we used the standard tail bound Lemma 35. We have

e (XK1 2 M | X € ) = 3 (})pa-ps 5 (’“fp)l .

=M =M

Assuming ¢ > C'y/ 8% for large enough (universal) C' > 0, £¢p < L andso 307, (%p)l < 2 (kep)M.
|

Lemma 21 There are C, Co, C'3 universal such that the following holds.
Suppose thatt > C14/ logk, e1 < 1/2. Then with probability at least 1—e~® over X, ~ Unif (v/dS4—1)®*,

log(1/er)

max Nt(X|Xk) <O log k+C3s
oIrLs

= MO .
N 1,0
XeTNHpar it —

Proof Let B be the number of candidates X € T such that N;(X|X}) > M. Our goal is to show

—d _ s : . log k
that w.p. > 1 — e™%, B = 0. By Markov’s inequality and Lemma 20, assuming ¢ 2 1/ 5=,

2
2

2
Pr(B>1)<E[B|= (Cke—d%)Mo|7'| < (Che 3 yMoCdlog(1/er)

Taking My = CQM for large enough C5, C3, the above probability is < e <. |

T2 loghiCy
2 d

Proof (Of Lemma 9, R = 0.) Recall that, by construction, qcjose(X%) > 0.5k~1 holds with
probability 1.

Recall (62), and apply Lemma 21 with ¢ = 1 — 1y — 0.25¢¢, which is a positive constant.
Consequently, with probability > 1 — e,

2

Arar (Xk) < k%8 + Clog(1/er)k™ 161 .
Since B¢ > 1, one may indeed choose some ¢ = c(/3) small enough such that qga,(Xj) <

2]{71706% holds with probablllty 1-— OB,EI (1) ]
|
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C.1.2. POSITIVE RATE (R > 0)

Moving on to the positive rate regime, our construction is guided by the decoder of Section A.2.
2
Setav = 14:%, T = 1_7_7.
For fixed X, X; € vdS* !, denotingY = X; +0Z, Z ~ N(0,1),

EzllaY — X|? = EzlloY — X;|® + | X; — X|> + 2Bz (Y — X;, X; — X)
=7d+ || X; — X|?+2(c — (X}, X; — X)
=7d+a|X; - X|?, (64)
where we used || X;||? = || X ||? = dand —(X;, X) = (|| X; — X|? — | X:)? — || X?).
Assume that || X;— X ||2 < 0.5¢1d. By the Gaussian Lipschitz concentration inequality (Lemma 34),

applied for F(Z) = d~'/?||a(X; + 0Z) — X |, which is (d~"/?a0)-Lipschitz with expectation
EF(Z) < \/E(F(Z))2 < /7 + 050z,

Pr(4712)a¥; - X|| > V7 ¥ 05azs; +7) < e Tt

Consider the test

A A 20202 log 2
Test(X,Y) = 1{d~?aY — X|| < V7 +05acr +n}, 0=/ =0 = Oppp(d™/?),
(65)
so that by construction, qciese(X%) > 0.5k 7! holds with probability 1. A
It remains to bound qp,, (X', ) with high probability. We follow the notation (59), where Test(X,Y")
that appears in (59) is now defined by (65). Our goal is to bound, with high probability over X,

k
_ ~ 1 ~
qpar(Xk) = max QZ(X’Xk) = max E E Q,(X|Xk) .
XeTNHpar XeTNHpar i—

As was in the zero rate case, for any fixed X, conditioned on the event {X € Hpar . the centers
X1,..., X are iid. and X; ~ Unif(vdS% '\ B(X,+/e1d)). Consequently, Q(X |X}) is the
average of k i.i.d. random variables. We shall show that its expectation is very small, specifically
E[Q(X |X)] < k~17¢; moreover, we shall show that it concentrates tightly about this expectation,
to the extent that the maximum over the net, max g (7, Qi(X|X}), can be controlled as well.
To do this, we use Bernstein’s inequality for sums of i.i.d. bounded random variables, Lemma 36.

For brevity, we introduce some notation. For X € 7T fixed, denote by £ = 5(X' ) the event
E = {X € Hrpar} (With respect to the probability on X} ~ Unif(v/dS41)®*). Denote by
EE[], ] - ||I£, respectively the expectation and L., norm with respect to the conditional measure on
X; and PE(S) := Ef[16].

To use Bernstein’s inequality, we need two components: an L., bound and a bound on the
expectation.

We start with the L, bound:

Lemma 22 There are C, g, that depend on R, B, such that the following holds.
For any X € T, whenever €1 < €q and d is sufficiently large, 1 = QIr g (d=1/2), then

Qi (X |5 |15 < 2651 (66)
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Proof Fix any X, X}, such that X € Hp,,. Let p = d~/2?||aX; — X|| < 2. By the rotational
invariance of Z ~ N(0, 1),

d
> d
l(Xi+02) = X|* = a0 Z + pL||> = ) (a0 Z; +p)?,
j=1
where 1 = (1,...,1) and 2 denotes equality in distribution. The expression above is a sum of i.i.d.
sub-Exponential random variables. The sub-Exponential norm, denoted || - ||, , is upper bounded

by
1(aoZ; + 11)* ||y, S o®0® + p* = Ogr(1).

For background on sub-Exponential random variables, including the definition of the sub-Exponential
norm (and Orlicz norms in general), we refer to the book (Vershynin, 2018, Chapter 2). Recall by
(64) that

d'EllacZ + p1|? =7+ ad Y| X; — X|? > 7 + aer,

and set
t=7+as — (V7 +05ae; +1)°
=7+ 0~ (Vi T 050z + oR,ﬁ(d—lﬂ))2
= 0.5aer + Or g(d~1/?%).
Using Bernstein’s inequality for sub-Exponential random variables, Lemma 37,
Qi(X|X}) = PZr(Test(X, X, +0Z)=1)
— Pr (d_lﬂa(Xi +0Z)— X|2 < (V7 + 05az; + 17)2)
< Pr (d’lﬂa(Xi Vv 0Z)— X|? —Egd 'Ez|a(X: +02Z) — X|? < —t)

< , (d-t)? d-t
< 2exp | —c¢min ,
d-llaoZ; + pl2, " llacZ; + plly,

(2 2exp (—C(R, 8) min{er, et} - d)
=2exp (—C(R, B)et - d)

where to get (x), we used ||acZ; + puly, = Ogr(1) and &1 > d~'/2. Finally, to deduce (66), recall
that k = eRd. u

Moving on to the expectation:
Lemma 23 For any 1 < g sufficiently small and d sufficiently large such that e = QR g (d_l/ 2),
Ef[Qi(X|Xy)] < 2871,

where ¢, eg depend on R, .

3. An alternative method to the one below (which is itself very standard) is to use deviation inequalities for non-central
x? random variables, that are readily available in the literature, though somewhat more “messy”.
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Proof Observe that the test, defined in (65), is an orthogonally invariant function of its argument;
that is, Test(x, y) = Test(Rx, Ry) forany R € O(d), where O(d) is the group of d x d orthogonal
matrices. Introduce an independent R ~ Haar(O(d)), and note that, by the orthogonal invariance
of Z ~N(0,I), R(X; +0Z) L RX; +0Z.

Now, conditioned on RX;, the conditional distribution of RX is ~ Unif (vdS* '\ B(RX;, Verd)).
Thus, again owing to orthogonal invariance, we have

E°[Qi(X] X)) = pr (la(z +02) - W < V7T +0.5e; + 1)
W ~Unif (vVdS4—1\B(z,/z1d)),
Z~N(0,I)
) 1
S i Pr Pr(|la(x +0Z) - W|| < /7 +0.5e1 +1) ,
1 —el™" W~Unif(vVdsi1),
Z~N(0,I)

where x € VdS? ! is any fixed vector, and (%) follows from (63). The probability above has been
bounded in Lemma 17, which yields

1\Y2 (o) L1og WTTOFTDY
<(1+0(1))<1+02> e (( )=zl 7 ) .

Since k = ¢“(3*)d for 8 > 1 constant (hence C(o2) — C(802) is a positive constant), and assuming
e1 < g is small enough, we get that E€[Q;(X|X})] < 2k~1¢ for some ¢ = ¢(3, R), for d large
enough. |

We are ready to bound qpa; (Xg):

Lemma 24 There are C, gg that depend on R, 8, such that whenever c1 < g then
qFar(Xk) < 3kilic€%
holds with probability 1 — o., g 5(1) over X}, ~ Unif (v/dS®—1)®*.

Proof Fix X € 7. We start by showing that conditioned on X € Hpar, Q(X | X)) is very small
with high probability; to that end, we shall use Bernstein’s inequality, Lemma 36.

By Lemma 22, |Qi(X 1| X)||E, < 2k~C'¢1. By Lemma 23, E€[Q;(X|X})] < 2k~1-C2,
Consequently, for small enough &1, [|Q; (X4 X) — E€[Qs(X|X%)]||E, < 4k~ 1€ . Note moroever
that since Qi(X'|Xk) > 0,

Var® (Qi(Xx| X)) < B ((Qu(Xx| X)?) < [|Qi (k| X) 5B [Qi (X | X)) < 4k~ 1~ Cret

Since Q1 (X |Xy), ..., Qr(X|X}) are i.i.d. conditioned on &, by Bernstein’s inequality for sums
of independent bounded random variables, for some universal c,

PE(Q(X|X 2k 12 2exp | —ck min t —, - t - }) .
QXA 2 1+ )= p( {Var%zi(xern QX0 X) — EE[QuX X[

Setting t = |1=C1et/2 and assuming 7 is small enough, for c (perhaps other) universal,

PE(QUX|2y) > 3k~ O0) < exp (—ehe0)
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So far we have shown that with overwhelming probability over the configuration X'y, condi-
tioned on X € Hpar, Q(X|Xy) is very small. We now wish to control qpa; (X)) = MaX g 720 Q(X|X%).

Let N = ZXeT]l{X € Hpar and Q(X|X}) > 3k~ 1-C1<i/2}. Of course, N = 0 implies
that qpa (Xk) < 3k~1-C1¢i/2 By Markov’s inequality,

Pr(N > 1) < E[N] < [T (Q(X | X)) > 3k~ 1-Cref/2) < (Cdlog(l/21) oy (—ckclef/Q) .

Recall that & is exponential in d; consequently, for e1 > Co % with large enough C% (in partic-

ular, whenever 1 > 0 is constant),
2
eCdlog(l/el) exp (_Ckclal /2) < e—CdlogdeXp(_CdQ) _ OaI,B,R(l) ]
[ |

Proof (Of Lemma 9). Follows immediately from Lemma 24, where note that since qpar(X%) < 1,
we may change the prefactor 3 in Lemma 24 to whatever number > 1 we like (at the expense of
changing the exponent). We do so for convenience. |

C.2. Proof of Lemma 10

We start by showing that w.h.p., Tciose N Hrar = 0, namely, we do not retain candidates which are
Verd-far from all centers X;.

Let X € 7 NHpar. Conditioned on the event of Lemma 9, the random variables { Test(X,Y')}
are an i.i.d. sequence of N Bernoulli trials, with success probability < 2k—1-est By Chernoff’s
inequality (Lemma 38) and the estimate of Lemma 39,

PT(X c 7-Close) S e—ClN&‘%kJ*1 logk ,
for some C1 = C1(R, 3), and assuming k is large enough. Taking a union bound,

2p—1 27.—1
Pr(7-Close N Har 7& @) < ‘IHFar ﬁT‘C_ClN‘EIk log k < eCdlog(l/al)e—ClNaIk log k ]

Observe that this is og g(1) whenever N > Cy loggl2/£1)klogk’ for some Cy = C3(R, /) large
I
2.

enough. Now, when R > 0 then % = 1/Rd7k = 1/R is just a constant, and so is o°; so

for a suitably modified C3 = C3(R,5), N > ngkoj suffices. As for the case R = 0,
I

£

Rax = C(Bo?) = ﬁ% + O(c™*), and so ﬁ < o2; consequently, N > C’g%kﬂ suffices.
This show the first claim of the Lemma.

Moving on, we need to show that for many ¢ € [k], Tciese indeed contains a vector within
Verd-distance to X;.

Fix any Xl, ..., X € T such that |1 X — XZHQ < 0.5¢1d. Since T is an /0.5e1d-net of
V/dS% 1, there certainly are such vectors in 7. We shall show that | TClose N {X Toenns X > 1=k
holds with the claimed probability; this clearly suffices. By the properties of the test, Lemma 9,

Pr(Test(X;,Y) = 1) > 0.5k~1. By Chernoff’s inequality (Lemma 38),

Pr(Xz ¢ 7~Close) S echk—I’
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for some universal c. Consequently, by Markov’s inequality,

k
Pr (Z ]I{XT ¢ 7~Close} > (Pk> < gp_le—CNkfl '

=1

Thus, when N > Cklog(1/y), for some universal C, we get that with probability > 1 — ¢, we
have |’TClose N {Xl, e ,Xk}| > (1 — (,0)]{3.
|

C.3. Proof of Lemma 11

As discussed in the main text, it suffices to show that with probability 1 —og r(1), the centers in X'y,
have minimal distance v/Ld for some L = L($, R). In that case, choosing ¢y < L/16, the required
results follows immediately from Lemmas 9 and 10.

The following argument is standard. Sample centers X7, ..., X sequentially. Let E; be the
event that X; ¢ U;;i B(X;,VLd) for i = 2,...,k. Clearly, X} has minimal distance > /Ld
if and only if (), E; holds. Notice that Pr(E;| (i} E;) > 1 — L4~1(; — 1), since X; has to
evade i — 1 disjoint neighborhoods v/dS*~! N B(X;, vV RLd), that amount to total surface area at
most < (i — 1)Surf(0B(X;, VLd)) = (i — 1)L Surf(v/dS?!). Somewhat crudely, we lower

bound: i i -
Pr (ﬂ E) =[IPrEI(E) = (1 - L 'k)F. (67)
=2 1=2 =2

Whenever L'k = o(1/k), the bound in (67) tends to 1 as k — co. When k = ¢°(?), any constant
L < 1 will work. When k = %R, any constant I, < e 2R will work.
|

Appendix D. Proofs for Section 4.2
D.1. Decoding Using a Corrupted Codebook

Upon successful completion of Step I, by Lemma 11, we will have constructed a list X = (X' 1yees Xm)
of size m > (1—¢)k, such that every member of X1 is Verd-close to some unique codeword of X'

In this section, we show that whenever 7 is smaller than some particular threshold £y = £o(3, R),

then X't may be used to successfully decode messages encoded with X'y, in the following sense:

« Whenever X1 contains a point X close to X i) € X, applying the decoder on observation
Y = Xj) + oZ will indeed return, with high probability, the correct index [.

« As importantly, whenever X1 does not contain a keyword which is close to X, then applying
the decoder on observation Y = X; + 0Z will consistently return an error symbol “#”; that
is, the decoder will not erroneously assign a sample Y to a label even if it does not have a
close approximation for its corresponding center X.

We now proceed to formalize the discussion above.

Denote by
k

Approx(Xy) C U (Vdsd-tem (68)

m=0
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the set of all lists X = (X Tyonn ,Xm) (for any 0 < m < k), for which there exists a permutation
i : [k] — [k] satisfying 3
1X: — X |I> < ed forall1 <1< m. (69)

A family of decoders is a mapping X — Dec(-|X), mapping codebooks of any length 0 < m < k
to decision rules RY — [k] U {#}. Dec(-|X) may depend on d, k, o2 as well, and this shall be
implied from now on.

For example, consider the nearest-neighbor family of decoders:

DecNN(Y'|X) = argmin ||[Y — X . (70)
l€[m)]

Recall that when X = X'}, the resulting decoder DecNN(-| X}, is optimal (in the sense of average
error) for decoding a message ¢ ~ Unif([k]) encoded using X;,. However, when X is only a partial
sub-codebook of X', using the decoder (70) might not be a good idea from a practical standing: an
observation Y = X;+o0 Z corresponding to a codeword X; which is absent from X will necessarily
be decoded into an erroneous message. It is desirable that having identifed such a case, the decoder
would instead declare an error.

For a codebook X}, € (VdS?1)®F and X € Approx.(X}), leti : [k] — [k] be the per-
mutation that satisfies (69). When there is more than one such permutation (as will surely be the
case when m < k — 2), suppose that i is chosen in some systematic way, such that the assign-
ment Approx,(X) — Sym(k), X + iis well-defined. Note that i([mn]) are the indices C [k] of
codewords X; for which X contains an v/ed-distance approximation.

Similar to (17), we consider the error probability of decoding a message i € [k], encoded using
codebook Xy, with a decoder Dec(:|X), X € Approx.(X}):

Pr(i~1(i) # Dec(X; + 0 Z|X))  ifi€i([m])

< e . (7D
Pr(# # Dec(X; + 0 Z|X)) ifi ¢ i([m])

Papproa i(0°| X1, X, Dec('|-)) = {
The “twist” over (17) is that if ¢ ¢ i([m]), we consider decoding to be successful if the decoder
declares error.

We are ready to state the technical result of this section.

Proposition 25 Suppose that B > 1, Ry, = C(Ba?) (in either positive or zero rate, as before),
X ~ Unif(v/dS4—1)®k,
There is €y = €o(5, R) and a family of decoders Dec(-|-) such that for all € < eg:

k
) 1
| s 2D Parerlo®| X X, Dec( )| =0.
d—o0 X eApprox (X)) ¥ =1

In words: Proposition 25 states that provided that ¢ deceeds some particular threshold, one can
construct a decoder family Dec(-|-), so that for any adversarially chosen X € Approx.(X}), the
average decoding error (in the sense of (71)) is uniformly small; and that this holds for “most”
random codebooks X.

D.2. Proof of Proposition 25

We simply adapt the decoders used in the proof of Proposition 4, and appearing in Section A. We
give a different construction at zero (R = 0) and positive (R > 0) rate.
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D.2.1. ZERO RATE (R =0)

We adapt the decoder from Section A.1. Recall the decision rule implemented by this decoder
(assuming access to the true codebook X'y,): itreturns ¢ € [k] if and only if: 1) d-1! (Y, X;) > 1—n;
2) For all j € [k] \ {i}, d"(Y,X;) < 1 — n9; if no such i exists it returns an error. Here,
0 < 1 < ng are sufficiently small constants.

From now on, suppose without loss of generality that a message ¢ is sent. Denote by Y =
X+ o Z, the channel output. Let S; the event that the above decoder (which utilizes X',) succeeds;
in other words,

Sitm,m) ={d" Y, X;) >1—m}n () {d Y, X;) <1—m}. (72)
JEk\{a}
Recall: in Section A.1 we proved that Ey; x, [1s,(, n,)] = 1 — o(1) for all sufficiently small

constants 0 < 11 < 9.

We now adapt the construction of Section A.1 to use the “corrupted” codebook X. For thresh-
olds 71, 7j2, the decoder returns [ if and only if X ; is such that d~! (Y, X 1) > 1 — 71, while for all
other j # 1, d~ (Y, X;> < 1 — 7j2. If no such codeword exists, it returns “#”. Given that message
1 is sent, the decoder succeeds upon the following event:

« Ifi € i([m]), then: 1) d=(Y, Xi-1(;) > 1—ij1; 2) Foralll #i~1(i), d" (Y, X)) < 1 — fja.
e If i ¢ i([m]), then forall I € [m], d" (Y, X;) < 1 — 7j.

From now on, we assume that i € i([m]); when i ¢ i([m]), the analysis follows in a similar manner.
Set e; = X; — Xj(;), which may be chosen adversarially (but is independent of the noise Z),

such that ||e;|| < v/ed (by definition of X € Approx.(X})). We have
d71<Y7 Xl> = d71<Y7 Xl(l)> + d71<Y7 el>
= d_1<Y, Xi(l)> + d_1<Xi, 61) + d_10<Z, el) .

Clearly, |d~'(X;, e;)| < /e (Cauchy-Schwartz). Set M = maxc(,,) |[d !0 (Z, e;)|. Observe:

d_1<Y,Xi> > 1-— m = d_1<YaXi_1(i)> > 1-— m — \/g* M, (73)
d-

MY, X)) <1—m = d Y, X)) <1—m+Ve+ M,

We claim that with probability 1 — 2k~°, it holds that M < C./z for some C' = C(3). Conse-
quently, if ¢ is small enough, and the thresholds 7; < 72 are chosen such that

l—m—vVe-CVe>1-in, 1-m+Ve+CVe<l—1p,

then under the high-probability event S;(n1,72) N {M < C./e}, the adapted decoder necessarily
returns the correct message i~ (). Since 1 —1; > 1 — 19, then this can clearly be made to hold
whenever € < g for small enough constant £y. The proof of Proposition 25 therefore concludes by

the Lemma below.
[ |

Lemma 26 Assume the conditions of Proposition 25 (with R = 0) and the setup described above.
There is C = C(f3) such that M < C+/ holds with probability > 1 — 2k~°.

38



Proof Observe that d~10(Z, e;) is Gaussian with mean 0 and variance < 6%2. and recall that, by
definition M = maxep,, |[d ™0 (Z, e;)].

By standard results on the maxima of Gaussian random variables, Lemmas 41 and 42, there is
some universal ¢ such that M; < \/5%2 - /clog k holds with probability > 1 — 2k~5.

It remains to observe that

2

o 9 9 9 1
= = < —
y loghk = 0°Rg; = 0°C(Bo”) < 55"
where we used C(s) = §log(1+1/s) < 1/(2s). [

D.2.2. POSITIVE RATE (R > 0)

We adapt the decoder from Section A.2. Recall the decision rule implemented by this decoder
(assuming access to the true codebook X): the decoder returns an index ¢ if: 1) d-Y/ ZHaY —
Xi|| < /2 Forall j # i, d"/?|aY — X;|| > \/72: if no such i exists, it returns #. Here
0 < /71 < /7 are appropriately chosen thresholds.

We now adapt the aforementioned decoder to use X instead of X.

Observe that by the triangle inequality,

d?ay — Xl —ve < 72y — Xi|| < d7V?|jaY — Xl + Ve.
Consequently,

A2 — Xig)l| < i = d7VPlaY - Xl < 7+ Ve,

1/2 1/2 % 74)

dPaY - Xl > v = d7VPllaY - Xi|| > 7 - VE.

The adapted decoder will operate as follows. Assume that e < gq for some 2,/gg < /72 — /71,
and set

VA=V + Ve, VR =yvR— Ve

The adapted decoder implements the following rule. It returns an index [ € [m]| whenever: X is
such that |oY — X;|| < /71; 2) Forall j € [m]\ {I}, [aY — Xj|| > v/72; if no such [ exists, it
returns #.

Let us bound the error probability of the decoder. Suppose that a message ¢ was sent, so that
Y = X, + 0Z, and assume without loss of generality that i € i([m]); the case i ¢ i([m]) follows
similarly. Consider the event

Jelk\{4}

In Section A.2 it was shown that, for appropriately chosen 71,72, S(71,72) is a high-probability
event. Notice that by (74), under the event S(71,72), the adapted decoder indeed returns i1 (4);
thus, we have proven that the average error probability is vanishing.

|
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D.3. Proof of Lemma 12

Towards the proof of Lemma 12, we analyze the performance of Step II of the algorithm (Sec-
tion 4.2) under a slightly more general setting, that does not use the strong symmetry properties that
are available (w.h.p.) for a random spherical codebook X'y, and that were crucial for constructing
the test of Step I (Section 4.1). Instead, we only assume that one has access to some decoder under
which the codebook attains small average error probability.

Let X} C (vVdS?1)* be a fixed codebook. Let ¥ : R — [k] U {#]} be a decoder. Denote
by P;; = Prz (V(X; +0Z) = j) the probability (over the noise Z) that ¥(-) outputs symbol
J € [k]U{#} given that the true label was 7. To keep the presentation light, we start by introducing
some notation.

We say that the decoder W (-) satisfies the (p, p)- average error probability guarantee if there
exists an index set Z C [k] of size |Z| > (1 —¢)k such that Range(V) C ZU{+#} and the following
holds. Denote by

Ao {1 ey ifi e, 5)
1—- P4 ifi¢Z
the error probability of the i-th message. Note that this is the same notion of error probability as in
(71) from Section D.1 above. Then we have

|

1 k
Y P<p. (76)
i=1

Note: under the conditions of Lemma 12, upon successful completion of Step I, and with high
probability over X'j, ~ Unif (\/38 d=1)®k Proposition 25 implies that one may construct a decoder
W(.) = Dec(-|X1) which satsifes the (p, ) average error probability guarantee (up to a global
relabeling, which we shall ignore henceforth), for some p = o(1).

Let us describe once again in detail the procedure of Step II, stated in terms of the notation
above. One has access to a decoder (constructed from X 1), and uses it to label a batch of N new
samples, Y7, ..., Yy. Let S; C [IN] be the subset of all measurements that have been assigned label
i

Si={j : VY;) =1i}.
Note that measurements assigned # are simply discarded. Next, we compute the cluster means:
A=Yy
JES;

so that A; = 0 if S; = (). The final centers returned by the procedure are simply the projections of
A; onto the ball B(0,V/d):*

X; =P(A)).

The next Lemma summarizes our guarantees for Step II as described above.

4. Note that we project onto the ball rather than the sphere v/dS?~! since projection onto convex sets is contracting in
Euclidean norm. This is not so much the case for projection onto the sphere.
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Lemma 27 Suppose that 3 > 1, and let ¢, € (0,1) be constants. Let X;, C (vV/dS?1)* be
some fixed center configuration, and suppose that one is given a decoder V(-) satisfying the (p, )
average error probability guarantee, for some arbitrary p = og r(1).

Suppose that Step II is run with N > k;i + C’El% log(1/¢) for some sufficiently large univeral
C > 0. Then

ELavg( Xk, Xi) < T T8t ogRr(1),

where the expectation is only taken over the randomness in the measurements Y; = Xy, + Zj,
namely {; ~ Unif ([k]) and Z; ~ N (0, I) (and the rate of decay in the o(1) term depends on p).

The proof of Lemma 27 shall be given momentarily, in Section D.4 below. Before getting to it,
let us show how it immediately implies Lemma 12:
Proof (Of Lemma 12). Note that the diameter of the ball B(0, v/d) is 2v/d, so necessarily dist?(X;, X},) < 4d
and therefore Layg (X, X 1) < 4. Thus, for any event &,

ELaye(Xy, Xy) < E [cavg(xk, i’k)n{s}} +4Pr(£°). 77)

Let X1 be the list returned by Step I of the algorithm. Let 9 = ¢(/3, R) be the threshold from
Proposition 25, and consider the event

& = {il € Approx., (Xy), |T| > (1 — gp)k:} ,

where 7 is defined in Lemma 11. By Lemma 11, provided that N is large enough, Pr(&f) <
¢ + ogRr(1). Let ¥(-) = Dec(:|X7) be the decoder promised by Proposition 25. For a suitably
chosen (large enough) p = og r(1), denote the event

& = {¥(-) satisfies the (p, p) average probability guarantee} .
By Proposition 25, along with Markov’s inequality, we have Pr(£¢/€r) = og r(1). Thus,
Pr(&€°) < Pr(&7) + Pr(&°Er) < p +o0sr(1).

Use the event £ in (77). By Lemma 27, for large enough N, E [ﬁavg()c'k, i'k)]l{g} <t 5at

8¢ + ogr(1), and so Lemma 12 follows.
|

D.4. Proof of Lemma 27

Conceptually, the proof of Lemma 27 is quite straightforward. Denote by L; C [IN] the measure-
ments Y; = X ;+ Z; whose true label is {; = i. Imagine, for a moment, that we had access to a
genie-aided decoder, that always assigns measurements to their true labels. In that case, .S; = L;,
and so A; is just the sample mean of |L;| i.i.d. Gaussian measurements N'(X;, o2I). Since, on
average, |L;| = N /k, the MSE is E||X; — A;||? ~ 0%k/N, which is ~ ¢ when N ~ o%k/e. In
practice, however, one does not have access to a clairvoyant decoder: we only assume an average
error probability guarantee. Another difficulty is that we cannot guarantee that |L;| ~ N /k simul-
taneously for all 4, unless 02 > log k (recall the coupon-collecting issue highlighted in the main
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paper: we need N > klogk to even observe a measurement of every label). Consequently, the
analysis has to be carried out somewhat delicately.

We start with the trivial observation, that the average error probability guarantee implies that, in
fact, most individual labels ¢ € [k] must have a small error probability:

Lemma 28 Let (X, V(-)) satisfy the (p, @) average error probability guarantee (76). There is a
set of indices Jy C [k] of size | J1| > (1 — p'/?)k such that

B, <p? forallie . (78)
Proof An immediate consequence of Markov’s inequality. |

Aside from lower bounding | L;| > N /k in expectation, we shall also need to control the number
of measurements that were erroneously assigned label i by ¥(-). Following the notation of (75), let

~ 1
Qi=1 Z' P (79)
le[k]\{i}

be the probability that a random measurement Y = X, + 0Z, ¢ ~ Unif([k]) has true label ¢ # i,
but is erroneously assigned label i by ¥(-).

Lemma 29 Let (X, V(-)) satisfy the (p, @) average error probability guarantee (76). There is a
set of indices Jp C [k] of size | Ja| > (1 — p'/?)k such that

Qi < pY?/k  forallie Js. (80)
Proof Observe that

1< 1
%Z Z P :%Z Z Pl <

i=1 \Ie[k]\{i} I=1 \ag[k]\{I}

=

k
Y B<p
=1

Consequently, by Markov’s inequality, there is Jo C [k] of size | 72| > (1 — p'/?)k such that
S ey Fri < pt/2 foralli € Jo. ]

Recall: L; C [N] are the measurements whose true label is i; S; C [IN] are the measurements
assigned label i by W(-) (whether truthfully or erroneously). Define the event

N N
Si,l—{!Si\Li\Sp“”‘k n |Li,2(1_51/4)k}' (81)

Lemma 30 Under the conditions of Lemma 27, for any i € Js,
Pr (&) <@ +o(1).
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Proof Let us start by showing that | S;\ L;| is small with high probability. By definition, Pr(Y € S; \ L;)
Since i € J, this probability is < p'/2/k. Thus, by Markov’s inequality,

Pr <|Si\Li| > p1/4N) < EISAL|_p

_ /4 _
k 1/4N = pl/4 =p !t =o(l).

»\2‘ wwzu

Moving on, observe that |L;| ~ Binomial(1/k, V). By Chernoff’s inequality, Lemma 40

pr(jni < -2 ) < et

which is < ¢ for N > C k£~ 7z log(1/¢).
For i € Z, define the event

Eiz={IS:NLi| = 1= p" L} - (82)

Lemma 31 Under the conditions of Lemma 27, for any i € Z N Jh,

Pr (&) = o(1).

Proof By the definition of 71, conditioned on ¢; = 4, Pr(j ¢ Si|¢; = i) = P, < p'/2. Thus, by
Markov’s inequality,

Pr (1L \ S| > 0 4IL]) < /% = o(1).

We are ready to bound ELayg (X, X 1)- Observe that for any events &1, . . ., &,

ELavg (X5, X)) = Zd "Bdist?(X;, X)
=1

(Z) 1 71 . 2 > .
< > dE [dlst (X, X)1{E,i e ITNTN jQ}}

=1

Z ) +alZ] 4051
k
=1
(i) 1
< de K [dlst (X, X)L {E,i ezmjmjg}} ZPr(Sf)+4g0+o(1),
i:1
(83)

where: (i) follows from dist( X, X k) < 4d (the diameter of the ball is 2\/&)' (ii) Follows from

|Z| < ¢k (by definition of the (p, ) error probability guarantee) and |(J1 N J2)¢| = o(k) follows
from Lemmas 28 and 29, with p = o(1).
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We take the event

Eavg e [F;
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E=&E1N&E2NE3,

where &; 1 is defined in (81), &; 2 is defined in (82), and the definition of &; 3 shall be deferred for
later; its details would be somewhat obtuse at this point in the analysis.
To lighten the notation, introduce

where F; is any sequence indexed by i € [k].

For: € 7,

k

1

Tzz [F1{&,ie INJ N},
=1

dist?( X, Xp) < |1 X — Xal* < |1 Xi — Al

(84)

(85)

where we used X; = P(A;) and that projection onto convex sets is contracting with respect to
Euclidean norm. Moreover, note that

D =

(D, ...

7Dk) e Rka

is a semi-norm, hence satisfies the triangle inequality.

We decompose

A |ZY

JES;

mZ
2V

\SI

and accordingly bound the first term of (83):

) L \1/2
(Eavg,gdist (X, Xk)> <

'_>

gl 2 Yo |SrZY

(Eavge[|Di]|?]) "/

JESI\L; JEL\S;
tap 2 X e 2 Fimgg X 4
ESZ'\L JjeL; \S ]ESZ'\L-L' jEL \S
1/2
(Eavg,sHXz‘—AiH2) /
1/2 o\ 1/2
il | ILi] o ,
< | Eavge || Xi X + | Eavg,e Xi Y;
|Si |Si] Sil
jeL;
I S
2y 1/2
+|E ! > OXi- ! X
VLTS Le TSI v
JESI\L; JEL\S;
I3
1/2 oy 1/2
o
+ | Eavge 5] A + | Eavge S| Z Z;
" jesi\L; JEL\S;
Iy I5
(86)
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We proceed to bound the terms above. Starting with /7, observe that

| L;]
|54

X, —

It = Eavg e =d-Favge |1

o (2
1Sl |

and therefore I = o(1), since under & we must have (1 — o(1))|L;| < |S;] < (14 o(1))| L.
Moving on to Io,

2

L;| o?|L
I2 = Eay £ |— Y| =Eavge
2 = Bavge |15 X |sr 2 e g WL 2. Z;

JjeL;

Noting that \/% > jer, Zj ~ N(0,I), and that under &;, ‘SLZ‘Z’ < (1+o(1)= we get that
2 < T + o(1) since N > o%k/e.

As for I3,

1/4 N

2

Si\ Lil 4+ |Li \ Si|\ 2
Z Xy, Sd'Eavg,£<| VLl 12 |> =o(1).

]EL \S; |S’L|

1
2 _
I3 = Eavg e & Y X ,
J

esi\Lz

Bounding the terms 14, I5 is somewhat more involved, and requires the introduction of a new
event, &; 3, whose definition has been deferred up to this point.

Lemma 32 Define the event &; 3 in (88). Then Pr(&; 3) = o(1) and moreover
14, I5 = 0(1) .

To keep the narrative flow, we defer the proof of Lemma 32 to Section D.4.1 below.

We are ready to tie all loose ends, and finish the proof of Lemma 27. By (86) and the upper
bounds we have shown for I3, ..., I5, we get Eavg,gdistQ(Xi, .JAY;C) < 175#1/4 + o(1). Combining
Lemmas 30, 31 and 32, we get Pr(é‘ ) < ¢ + o(1). Plugging these estimates into (83), we finally
get the claimed bound of Lemma 27.

D.4.1. PROOF OF LEMMA 32

The terms 14, I5 correspond to sums of independent “noise” vectors, whose mean is zero. Therefore,
one expects different Zj-s to cancel out one another on average, so that, for example (considering

1y),
2

ZZ ~

JES\L;

2

o
|S;]2

“18i\ Lild

rather than | S |2 -|8; \ L;|?d which is what we would have gotten by naive application of the triangle
inequality. A subtle point is that the set S; actually depends on the noise vectors Z;, so one needs
to apply some care when taking the expectation above.” We propose to overcome this difficulty
through a rather crude bound.

5. A priori, we cannot discount the possibility that conditioned on j € S;, the noise Z; biases towards some particular
direction.
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For a subset B C [n] (which itself may be random, but independent of {Z;} ;¢ (), let

2

D(B,m) = Z.
(B,m) SCB.|5|<m % !
J

Since under &; 1 N &; 2 C &; we have

N N
1Si \ Li SPW?» L\ Si| < p"*|Li|,  |Li| > (1*51/4)?»
recalling the definition of I, I5, (86), clearly,

2

1
Iz = 02 . Eavgg 7’5‘2 Z Zj
o lljesi\Ls

0_2

S =3 - Bavge [ DN, V4 (N/E)) |,
(N/k)2 ¢ [ 2 } &

1
R = Do
v jGLi\Si

SUQ‘Eavg,s [ -D(Li,pl/ﬂLi\)] :

1
|Li|?
We are ready to define the event &; 3, which has been deferred up to this point.

The event &; 3.  For C' a sufficiently large universal constant, define

60 = { DUal.p 1) < € (1)) o

ﬁ + Cp'/*(N/k)log d} ,

Lile &9

pIL

2
0Dz <€ (o) o +Op L 0ga}

By Lemma 33, given below, C' may indeed be chosen so that Pr(&75) = o(1).

Bounding 7,. Using (87) and (88),
2
S
(N/k)

5 ~d™" - {o ((N/k)*logk) + o ((N/k)logd)} .

The first term is o(1) because o>d~! log k = O(1). The second term is o(1) because (]g/zk) d~'logd =
O(d~'logd) = o(1), since N > ko?. Thus I = o(1).

Bounding /5. Using (87) and (88),
1
IE? S UQEavg,S [0(1) +o0 (L\ log d)]

<o (sz_l) +o0 (an_l (Nl/k) log d) .
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The first term is o(1) since, by assumption, 0> = o(d). Since N > ko?, the second terms is

0 (105‘1) = o(1). Thus, I5 = o(1).
This conclude the proof of Lemma 32.

A Technical Lemma.

Lemma33 Let Z1,...,Z, ~ N(0,I) be independent. For a set S C [n] let Ws = >, ¢ Z;.
There is a univeral C' > 0 such that fort > 1,

Pr( max ||WS||ZCt\/@+C\/tlogd)§d_5.

SC[nl,|S|<t

Proof This is a straightforward application of the well-known Lemmas 41 and Lemma 42, along
with a standard “trick”.

Let 7 be a 1/2-net of S, of size < 5¢ (e.g. (Wainwright, 2019, Example 5.8)). It may
be readily verified that for any vector x € R%, ||z|| = max,cgi-1(z,e) < 2maxecr(x,€). Set
Ny =T3S0 (1) < 5%(ne/t)t. Note also that for any e € S¥1 E [(Ws, e)?] < || < t.

By the expectation bound Lemma 41, and the Borell-TIS inequality, Lemma 42, for z > 0,

Pr < max  ||Wgs| > 2vt(\/2log N; + x)) <Pr < max (Ws,e) > Vt(y/2log N; + x))
SCln],|S|<t SCln],|S|<t,ecT

< 6—(22/2

Set z = /101log(d) to get the claimed bound.

47



ROMANOV BENDORY ORDENTLICH

Appendix E. Auxiliary Technical Results
E.1. Concentration Inequalities

The Gaussian Lipschitz concentration inequality (Wainwright, 2019, Theorem 2.25):

Lemma 34 (Gaussian Lipschitz concentration inequality) Let f : R? — R be L-Lipschitz, and
Z ~N(0,I). Forallt >0,

12

Pr(f(Z) > Ef(Z)+1) < e 27
Standard bound on the measure of a spherical cap (Wainwright, 2019, Eq. (3.33)):
Lemma 35 Let Z ~ Unif(S? ). Forallu € S* ' andt € (0,1),
Pr((u, Z) > t) < e /2

We state Bernstein’s inequality for independent bounded random variables (Vershynin, 2018,
Theorem 2.8.4)

Lemma 36 Let X1,...,X,, be independent, centered, with |X;| < K. Set S, =" | X;. Then
forallt > 0,

t2/2
Pr(|Sy| >t) < 2exp <_Z?1 Var(X;) +Kt/3> '

The following is Bernstein’s inequality for sums of independent sub-Exponential random vari-
ables (Vershynin, 2018, Theorem 2.8.1):

Lemma 37 (Bernstein’s inequality, sub-Exponential RVs) Ler X1, ..., X,, be independent and
sub-exponential. Set Sy, = > | X;. Then for allt > 0,

t2 t
Pr (|S, — E[S,]| > t) < 2exp |—cmin — , ,
S X117, T maxi<i<n (| Xy,

where ¢ > 0 is an absolute constant.

We state the following version of the Chernoff bound for Bernoulli random variables. For a
citable reference, see for example (Boucheron et al., 2013, Section 2.2):

Lemma 38 (Chernoff’s inequality) Let Xi,..., X, be i.id. Bernoulli random variables, with
E[X;] = q. Lett < q < p. Then

n n
Pr (Z X; > p) < enDKL(P%Q)7 Pr (Z X; < t) < e Pxr(t:q) ,

i=1 i=1
where
1-p
1—g¢q

p
Dk (p;q) = plogg + (1 —p)log

is the Kullback-Leibler divergence divergence between Ber(p) and Ber(q).
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We shall use Lemma 38 with the following easy estimate:

Lemma39 Let0< g <p<1/2 Then
p
Dx1(p; q) 2p10g§—2p-

Proof One may readily verify that log(1 — p) > —2p holds for 0 < p < 1/2. Thus,

L p 1-p p ) p p
Dxu(p; q) = plog 5+(1—p) log -— ;2 plog 6+(1—p) log (1 —p) = plog 5+10g(1—p) > plog Pl

where (x) holds since log(1 — p) is negative. [ |

The following is a version of Chernoff’s inequality, specialized for small deviations, and taken
from (Vershynin, 2018, Exercise 2.3.5)

Lemma 40 (Chernoff’s inequality; small deviations) In the setting of Lemma 38, for 6 € (0, 1),
n , n 2
Pr (Z X > (1+ 5)qn> < e py (Z X, <(1- 5)qn> < g—cdan
= i=1

where ¢ > 0 is universal.

E.2. Maxima of Gaussian Random Variables

We state two elementary results about the maximum of n Gaussian random variables.

Lemmadl Let Z = (Zi,...,Zy) be a Gaussian random vector, such that E[Z] = 0 and
E[Z2] < o for all i. Then
E[max Z;] < v/20%logn .
1<i<n
(When Z1, ..., Z, are uncorrelated, this is in fact tight to leading order. But we shall not use this

stronger fact.)

Proof This is classical. For completeness, we give a one-line proof. For all 5 > 0,

1 1
E[lrélfgl Zi] < BElog;eﬁz logEZeﬂz 5 (logn + 0252)
where () follows from Jensen’s inequality. Now set 5 = /202 log n. |

The following is a special (easy) case of the Borell-TIS inequality, see e.g. (Adler and Tay-
lor, 2009, Theorem 2.1.1). Alternatively, this follows immediately from the Gaussian Lipschitz
concentration inequality, Lemma 34:

Lemma 42 (Borell-TIS) Let Z = (Zy,. .., Z,) be a Gaussian random vector with E[Z] = 0. Set
o2 = maxi<i<n EZZ-Q. Then fort > 0,
2 42

Pr(max Z; > E[max Z;]+t) <e 2227, Pr(max Z; <E[max Z;] —t) <e 27.
1<i<n 1<i<n 1<i<n 1<i<n
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E.3. Results From Information Theory

The following is Fano’s inequality, see e.g. (Polyanskiy and Wu, 2014, Theorem 5.2).

Lemma 43 (Fano’s inequality) Ler (¢, Z,0) be random variables such that ¢,0 € [k], and the
Markov chain R
t—7Z — 1

holds. Denote p. = (Pr(¢ # {)). Then
H(0|Z) < hy(pe) + pelog(k — 1),
where hy(p) = plog Il) + (1 —p)log ﬁ is the binary entropy function.
Lastly is the celebrated -MMSE relation of (Guo et al., 2005, Theorem 2):

Lemma 44 (I-MMSE) Let X € R? be any random vector with finite second moments, E|| X ||? <
oo. Let Z ~ N (0, I) be indepdent of X, and denote Y (s) = \/sX + Z. Then

%I(X;Y(s)) = %E 11X — E(X]Y(s))HQ] =: mmse(s) .
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