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Abstract. Large language models have recently been able to perform
well in a wide variety of circumstances. In this work, we explore the possi-
bility of large language models, specifically GPT-3, to write explanations
for middle-school mathematics problems, with the goal of eventually us-
ing this process to rapidly generate explanations for the mathematics
problems of new curricula as they emerge, shortening the time to inte-
grate new curricula into online learning platforms. To generate expla-
nations, two approaches were taken. The first approach attempted to
summarize the salient advice in tutoring chat logs between students and
live tutors. The second approach attempted to generate explanations us-
ing few-shot learning from explanations written by teachers for similar
mathematics problems. After explanations were generated, a survey was
used to compare their quality to that of explanations written by teachers.
We test our methodology using the GPT-3 language model. Ultimately,
the synthetic explanations were unable to outperform teacher written
explanations. In the future more powerful large language models may be
employed, and GPT-3 may still be effective as a tool to augment teachers’
process for writing explanations, rather than as a tool to replace them.
The prompts, explanations, survey results, analysis code, and a dataset
of tutoring chat logs are all available at BLINDED FOR REVIEW.

Keywords: Large Language Models · GPT-3 · Online Learning · Tu-
toring

1 Introduction

Online learning platforms offer students tutoring in a variety of forms, such
as one-on-one messaging with real human tutors [1] or providing expert-written
messages for each question that students are required to answer [8]. These meth-
ods, while effective, can be costly and time consuming to scale. However, recent
advances in Language Models (LMs) may provide an opportunity to offset the
cost of providing effective tutoring to students.

In this work, we explore the effectiveness of using LMs to create explanations
of mathematics problems for students within the ASSISTments online learning
platform [8]. Recent transformer-based LMs have exhibited breakthrough per-
formance on a number of domains [3, 4]. In this work, we perform experiments
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using one of the most powerful currently available LMs, GPT-3 [3], accessed
through OpenAI’s API.

Two different approaches to generate this content were explored. The first
approach used few-shot learning [3] to generate new explanations from a handful
of similar mathematics problems with answers and explanations, and the second
approach attempted to generate new explanations by using the LM to summarize
message logs between students and real human tutors. After each method was
used to generate new explanations, these explanations were compared to exist-
ing explanations in the ASSISTments online learning platform through surveys
given to mathematics teachers. Comparing teachers’ evaluations of the quality
of the various explanations enabled an empirical evaluation of each LM-based
approach, as well as an evaluation of their applicability in a real-world setting.

To summarize, in this work we evaluate the following research questions:

1. What is the most effective way to use an LM to create explanations from
existing mathematics problems and their answers and explanations?

2. What is the most effective way to use an LM to create explanations from
chat logs between students and tutors?

3. How effective are these methods compared to expert-written explanations?

While the explanations we generated using GPT-3 were not rated as highly as
those generated by humans, our approach and evaluation methodology is general
and could easily be applied to future LMs.

2 Background

2.1 Language models

Recent neural LMs are a type of deep learning model trained to generate human-
like text. They are trained on a massive dataset of millions of web pages, books,
and other written documents, and are capable of generating text that is often
indistinguishable from human-written text [3, 4]. In this work, we focus on GPT-
3 since it is a powerful LM that is publicly accessible through a paid API.
When using GPT-3, one can specify parameters for the text generation such as
Frequency Penalty, which penalizes GPT-3 for repeating phrases in its response,
Temperature, which increases the frequency of picking a less-that-most-likely
word to include in the response, and Max Tokens, which specifies the maximum
length of the response [3].

Prior work has demonstrated the ability of LMs to summarize a wide variety
of information. Most relevant is work specifically on summarizing chat logs be-
tween students [15]. In that work, chat logs between students as they discussed
strategies during a collaborative game were summarized by an LM for teachers
to review. The LM was able to summarize the strategies and opinions of stu-
dents, as well as students’ affect. LMs have also been able to summarize teachers
responses in classroom simulations using few-shot learning [11]. Given that LMs
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have been successful in a variety of fields and specifically with summarizing di-
alogue between students and teacher responses, it is likely that LMs would be
able to summarize chat logs between a tutor and a student.

LMs have also been used to solve mathematics problems at a middle-school
[20] and college [9, 6] level. Beyond solving problems, LMs have been used to
generate explanations for problems, though most commonly computer science
problems and code explanations [18, 12]. Due to LMs’ wide applicability in these
domains, it seems likely that LMs would be capable of writing explanations for
existing mathematics problems when provided with the text of the problem, the
correct answer, and examples of explanations written for similar mathematics
problems.

2.2 ASSISTments

The data used to generate explanations using few-shot learning came from the
ASSISTments online learning platform [8]. Within ASSISTments, middle-school
mathematics students complete mathematics problem sets assigned to them by
their teacher. If students are struggling with their assignment, ASSISTments will
provide them with an explanation upon their request. When a student requests
an explanation, a message that explains how to solve the mathematics problem
they are currently struggling with and the solution to the problem is provided
to them. Explanations in ASSISTments have been crowdsourced from graduate
students, teachers, and researchers [13, 16], and therefore take on a wide variety
of structures and formats.

2.3 Live Online Tutoring

The data used to generate explanations from summaries of tutoring chat logs
comes from a provider of online tutoring in partnership with ASSISTments.
Organizations like Yup1, Tutor.com2, and UPchieve3 offer online tutoring to
students. Typically, students use these services by logging into the platform and
requesting a session with a tutor, at which point they are connected to a volunteer
or payed tutor and placed into a tutoring session. Within these tutoring sessions,
students can chat with the tutor via text, or communicate via a virtual white
board.

Recently, ASSISTments partnered with a live tutoring provider and, for some
students, replaced the ability to request an explanation with the ability to chat
with a live tutor. When a live tutor was requested, a tutoring session was opened
via the live tutoring provider. This new feature provided the opportunity to com-
pare explanations generated by an LM using both a few-shot learning approach
with existing explanations and a summarization approach using the tutoring
chat logs for the same mathematics problems.

1 https://yup.com/
2 https://www.tutor.com/
3 https://upchieve.org/
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3 Data Processing

The style and format of the text generated by LMs is highly dependent on
subtle changes in the prompt used to generate it. There have been many studies
of how to properly engineer a prompt for LMs [17, 5, 19]. In order to examine
the effects of changes to the prompts on the generate explanations in a way
that would not bias the results of the analysis, all of the available data for
generating explanations was split in half. Half of the data was used for prompt
engineering (development set). This data was used iteratively to examine how
small variations in the prompt effected the resulting explanations. Once the
generated explanations reached a satisfactory level, the most effective prompts
were used on the second half of the data (evaluation set). The analysis of the
validity and quality of explanations discussed in the results was performed only
on this second half of the data, eliminating any bias from the prompt engineering
process.

3.1 Tutoring Chat Logs

During the live tutoring partnership period, there were 244 tutoring sessions
across 93 students and 110 problems covering various middle-school mathemat-
ics skills. Of these tutoring sessions, 2 were excluded because they contained no
interaction between student and tutor (the student never responded to a tutor’s
opening question) and 2 were excluded because they were longer than GPT-3’s
4,000 token limit. The remaining 240 logs were randomly split into development
and evaluation sets based on student IDs. While student IDs were used to split
the data, we wanted to ensure the datasets would be similar, and verified that
both sets contained problems of the same skills in similar proportions. Infor-
mation on problems’ skills was provided by ASSISTments, using the Common
Core State Standards for Mathematics [2]. The split we generated was mostly
balanced, except for examples where a particular student provided the only ex-
ample of a particular skill. These instances were placed in the evaluation set.
Overall, there were 121 chat logs from 45 students answering 53 problems in the
development set, and 119 chat logs from 48 students answering 61 problems in
the evaluation set.

3.2 Problem-Level Explanations

To prepare ASSISTments data for few-shot learning, only problems and expla-
nations from the Engage New York4 and Illustrative Mathematics5 curricula
were considered because within ASSISTments, those two curricula are the most
popular and have the most explanations. Only non-open response problems and
explanations that were fully text-based could be used for few-shot learning be-
cause few-shot learning required the problem, answer, and explanation to be in

4 http://www.nysed.gov/curriculum-instruction/engageny
5 https://illustrativemathematics.org/
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the prompt. Additionally, some ASSISTments problems were excluded because
they were follow-up problems to previous problems and did not provide all the
context necessary to solve the problem. Of the 40,523 problems and 22,944 expla-
nations available, only 9,200 problems and 11,345 explanations remained after
removing problems that could not be used in the few-shot learning prompt. These
problems and their explanations were evenly partitioned into a development and
evaluation set as well, stratified by problem skills.

In order to compare few-shot learning based explanations to summarization
based explanations, the few-shot learning approach was used only to generate
explanations for the problems that were discussed within the tutoring chat logs.
Problems with skills different from the problems in the tutoring chat logs were
removed, leaving 315 development problems and 599 evaluation problems for the
few-shot learning approach.

4 Methodology

4.1 Tutoring Chat Log Summarization

Development data was used to engineer a four step process for generating ex-
planations from tutoring chat logs. The prompts are shown below, with the
GPT-3 parameters shown in parentheses as (Frequency Penalty, Temperature,
Max Tokens). The text-davinci-003 model was used for all prompts.

1. Does the the tutor successfully help the student in the following chain of
messages? [The tutoring chat log.] (0, 0.7, 128)

2. Explain the mathematical concepts the tutor used to help the student, in-
cluding explanations the tutor gave of these concepts, and ignoring any
names. [The tutoring chat log.] (0.25, 0.9, 750)

3. Reword the following explanation to not include references to a tutor or stu-
dent, and to be in the present tense: [The previously generated explanation.]
(0.25, 0.9, 750)

4. Summarize the following explanations, making sure to include the most gen-
eralizable math advice. [The previously generated explanations.] (0.25, 0.9,
500)

Step 1 asked GPT-3 to evaluate the initial tutoring chat log to determine if
the tutor provided help to the student. This step was initially broken into two
steps: one which asked if the tutor provided mathematical help to the student
and one to ask if the mathematical help was useful to the student. This two
step evaluation of helpfulness proved to be too restrictive, as during the initial
prompt engineering phase, about 60% of the original chat logs were excluded,
even though some contained valid mathematics advice. The prompt was then
changed to evaluate only if the tutor helped the student. This only filtered out
message chains where little information was transferred between tutor and stu-
dent, resulting in about 20% of chat logs being deemed unhelpful and discarded.
Step 2 asked GPT-3 to summarize the mathematical help given by the tutor to
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the student. The outputs generated by GPT-3 at this stage contained mathe-
matical content, but were worded as a past-tense summary of the interaction
between tutor and student. To refine these summaries, Step 3 was added, which
asked GPT-3 to reword the output of Step 2 into a present tense explanation by
removing references to the interactions between tutor and student. Finally, some
problems had multiple tutoring chat logs discussing them. In order to generate
a single explanation per problem, a final step was added to summarize all the
previously generated explanations for a problem when more than one generated
explanation existed.

4.2 Problem-Level Explanation Few-Shot Learning

Before generating explanations for the 53 problems in the summarization de-
velopment set, problems that were open response or not text-based had to be
removed. After this, 40 problems remained. This was deemed to be an acceptable
level of loss, and no steps were taken to try an include problems with images
in the few-shot learning approach. For each of the 40 remaining problems a
prompt was constructed by randomly sampling problems of the same skill from
the development set, and appending the phrase below, replacing the content in
brackets with the problem content.

Problem: [The text of the problem.]
Answer: [The answer to the problem.]
Explanation: [The explanation for the problem.]

A problem was considered to be of the same skill as another if the grade level
and subject were the same. This was decided because if the entire Common Core
Skill Code had to be identical, there would not have been enough problems for
prompt generation. At the end of the prompt, the phrase above was used for the
problem for which an explanation was being generated, but nothing was added
for the explanation, allowing for GPT-3 to fill in the explanation. Due to the
4,000 token prompt limit, if including all the related problems in the prompt
made the prompt over 11,523 characters long, related problems were randomly
removed from the prompt until the prompt was less than 11,523 characters long,
which was determined, using the development set, to approximate the 4,000
token limit. For these prompts, the Frequency Penalty was 0, the Temperature
was 0.73, the Max Tokens was 256, and the code-davinci-003 model was used.

4.3 Empirical Analysis of Generated Explanations

After the summarization and few-shot learning processes were completed for the
evaluation data using the processes developed with the development data. The
explanations from both processes were manually evaluated by subject-matter
experts for both structural and mathematical correctness. Structural correct-
ness required that the explanation generated by GPT-3 be in the format of a
mathematics explanation. For example, if GPT-3 generated the explanation “Go
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take a walk, then come back and try again.”, that would be structurally incor-
rect. Mathematical correctness refers to whether or not the explanation given by
GPT-3 is mathematically correct. For example, if GPT-3 generated the explana-
tion “To solve for x in the equation x + 3 = 5, subtract 3 from both sides of the
equation, which gives you x = 3.”, that would be structurally correct because
it is in the format of a mathematics explanation, but mathematically incorrect,
because x = 2, not 3.

After structurally or mathematically incorrect explanations were removed
by experts, the remaining explanations were mixed with any existing explana-
tions already in ASSISTments written by teachers for the same problems. The
source of the explanations from summarization, few-shot learning, and teachers
was blinded, and mathematics teachers were given a picture of each mathematics
problem and the text of the explanation and told to rate, on a scale from 1-5[10],
how likely it is that the explanation would help a student. Mathematics teachers
have proven in the past to be effective creators of explanations for ASSISTments
[13], therefore, they are likely reliable evaluators of the quality of this content.
After collecting all of the teachers’ survey results, the correlations between the
teachers ratings were calculated to examine the inter-rater reliability of the sur-
vey results. A Pearson correlation [14] matrix was used to examine the similarity
of different teachers’ results. A correlation matrix was used because it allowed
for the explanation ratings to be treated as continuous variables. By treating
the ratings as continuous, as opposed to a categorical variable with five cate-
gories, teachers that were more or less strict with what they considered to be an
excellent explanation would still have positive correlations as long as they gen-
erally agreed on how good the explanations were relative to other explanations.
Additionally, only a small number of teachers were expected to participate in
the survey, making the correlation matrix easily interpretable. Additionally, the
correlation matrix had the potential to reveal different modes of thought among
teachers, i.e., there could be clusters of teachers with similar opinions that differ
from other clusters of teachers.

Once the survey results were deemed consistent, a multi-level model [7] was
used to predict the rating of each explanation given random effects for the rater
and the mathematics problem, and fixed effects for the source of the explanation.
Random effects were used to compensate for low sample sizes while still taking
into account the differences between raters, problems, and the effects that those
differences had on the ratings of explanations. The effects for the sources of
explanations were used to determine if there were any statistically significant
differences between the sources.

5 Results

5.1 Summarization

Performing the summarization process on the evaluation data resulted in 26
acceptable explanations. Initially, there were 119 chat logs across 61 problems.
Step 1 of the summarization process removed 14 tutoring logs, resulting in 105
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explanations across 57 problems. The complete process generated 57 explana-
tions. Expert review of the final explanations found 14 invalid explanations due
to bad structure and 17 due to incorrect mathematics, which is only about a
43% success rate. The 26 valid summarization based explanations were included
in the explanation quality survey.

5.2 Few-Shot Learning

Performing the few-shot learning process on the evaluation data resulted in only
6 acceptable explanations. 28 of the initial 61 evaluation problems were removed
because they were not solely text-based. Of the 33 remaining problems, 1 was
invalid due to bad structure, and 26 due to incorrect mathematics, which is
only about a 10% generation success rate. The 6 valid few-shot learning based
explanations were included in the explanation quality survey.

5.3 Empirical Analysis of Generated Explanations

After both procedures for generating explanations using GPT-3 were complete,
and the structurally or mathematically incorrect explanations were removed,
any explanations for 61 problems in the evaluation set that were already writ-
ten by teachers for ASSISTments were combined with the remaining GPT-3
generated explanations. In total, 26 summarization, 6 few-shot learning, and 10
ASSISTments explanations were included for a total of 42 survey questions. Five
current or former middle-school or high-school mathematics teachers completed
the survey. The correlation between all the teacher’s ratings is shown in Figure
1, where each teacher is anonymized as a letter of the alphabet, and the value
in the cell shows the correlation between the row and column teachers’ ratings.
Although some teachers had a low correlation between their ratings, no teachers
had a negative correlation between their ratings. Teachers A, C, and E have the
highest correlation with each other, while Teachers B and D were less correlated
with other teachers. Although some teachers were more or less strict than others.
which lowered their correlations, in general, teachers agreed on what makes an
explanation good or bad.

Once the inter-rater reliability was deemed sufficient, a multi-level model [7]
was fit with random effects for the rater and the mathematics problem, and fixed
effects for the source of the explanation. Two different models were fit, one that
only included teachers ratings of valid explanations, and one that included all
the generated explanations, with a rating of 1 for explanations that were invalid.
The effects and 95% confidence intervals of the different sources of explanations
are shown in Figure 2. ASSISTments explanations are rated the highest, with
an average rating of about 4.2. It is unsurprising that the explanations written
by teachers were the most highly rated. Summarization based explanations were
statistically significantly worse than ASSISTments explanations, with an aver-
age rating of about 2.6 for the valid explanations and 1.7 for all explanations.
Qualitatively, teachers reported that the summarization based explanations used
terms that the students did not necessarily know, and tended to give advice that
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Fig. 1. The correlations between all teachers ratings of explanation quality, determined
using the survey results.

was too general. Few-shot learning based explanations received an average rat-
ing of about 3.6 for valid explanations, which was not statistically significantly
worse than ASSISTments explanations, but only 6 of the few-shot learning based
explanations were valid. If the invalid explanations are included in the analysis,
then few-shot learning based explanations received an average rating of about
1.6, which is statistically significantly worse than ASSISTments explanations.

6 Limitations and Future Work

While this study makes it apparent that GPT-3’s explanations are worse than
teacher-written explanations, it is limited to just middle school mathematics
problems. A difficult part of generating explanations for simple mathematics
problems is that often GPT-3 writes explanations with the assumption that
fundamental mathematics concepts are already known. Based on the success that
other studies have had using GPT-3 to interpret college level mathematics [6],
it may be, for example, easier for an LM to understand integrals than scientific
notation because there is far more language used in the descriptions and use
cases of integrals than there is in the description of scientific notation, which is
just a simple mathematics operation.

Additionally, there is no closed-form solution for prompt engineering. To
avoid bias, a development set was used to create prompts via trial and error, but
there is no guarantee that this work constructed the best prompts for generating
explanations from tutoring chat-logs or from similar problems and their answers
and explanations. Even with a four-stage process for summarizing tutoring chat
logs, a better, more concise prompt might be achievable when approaching the
generation process differently. More work to explore and refine the prompts used
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Fig. 2. The mean and 95% confidence interval of teachers’ ratings of explanation quality
by source, determined using the survey results. Invalid explanations, when included in
the model, are assumed to have the lowest rating for quality.

to generate explanations could be done to better understand how to get the best
content from an LM.

Even if one assumes that there exists a prompt that would generate effec-
tive explanations of mathematics problems, the entire process is still limited to
purely text-based content. Many mathematics problems use diagrams or equa-
tions to represent information. Without the ability to interpret this information,
the capacity to use an LM to create explanations will be limited to a small
subset of mathematics curricula. In the short term, efforts should be made to
algorithmically generate text alternatives to mathematics diagrams and equa-
tions. Then, these text alternatives could be substituted for the diagrams and
equations they represent. In the long term, a large LM capable of interpreting
mathematics, or even logic, could have a tremendous impact on the quality of
the content generated from the model.

7 Conclusion

Overall it seems that GPT-3 based explanations do not compare in quality to
those created by teachers. Fundamentally, GPT-3 was trained to understand lan-
guage, but not mathematics, and while the structure of what GPT-3 generated
made proper use of the English language, it often generated incorrect mathemat-
ical content, or simply failed to generate content in the proper format. When
summarizing tutors’ advice to students, four different prompts had to be used
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before the content began to resemble an explanation suitable for integration into
an online learning platform, and even after removing invalid explanations, the
explanations that were both structurally and mathematically valid were statisti-
cally significantly worse in quality than teacher-written explanations. The valid
explanations generated through few-shot learning were not statistically signifi-
cantly worse than teacher-written explanations, but only 10% of the generated
explanations were valid. Almost all the other explanations were mathematically
invalid.

Ultimately, the latest version of GPT-3 does not seem to have the grasp of
mathematics necessary to generate high-quality explanations, but it has other
strengths that should be taken advantage of. There are likely much more effective
use cases where GPT-3 can improve online learning. Interpreting student affect
or identifying the sentiment, emotional, or motivational content in tutoring chat
logs all seem like tasks that GPT-3 is more applicable to than explanation gener-
ation, and all of these tasks could be used to study and improve students’ expe-
riences within online learning platforms. Additionally, Larger language models
which perform better on tasks, including mathematical tasks, are being released
with increasing frequency. For instance, the PaLM LM, with 540B parameters,
is reported to outperform GPT-3 with 175B parameters on a number of tasks
[4]. While we do not have access to this LM, our methodology can be applied to
future more powerful LMs.
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