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Abstract

We introduce a new class of groups called wreath-like products. These groups are close
relatives of the classical wreath products and arise naturally in the context of group theoretic
Dehn filling. Unlike ordinary wreath products, many wreath-like products have Kazhdan’s
property (T). In this paper, we prove that any group G in a natural family of wreath-like
products with property (T) is W*-superrigid: the group von Neumann algebra L(G) remembers
the isomorphism class of G. This allows us to provide the first examples (in fact, 280 pairwise
non-isomorphic examples) of W*-superrigid groups with property (T).

1 Introduction

The von Neumann algebra L(G) of a countable discrete group G is defined as the weak operator
closure of the complex group algebra CG acting on the Hilbert space ¢2G by left convolution
[MvN36]. If G is infinite abelian, then L(G) is isomorphic (via the Fourier transform) to L*([0, 1]).
However, understanding how the isomorphism class of L(G) depends on G for noncommutative
groups is a notoriously challenging problem, which has been at the forefront of research in operator
algebras since the creation of the field. This problem is typically studied when L(G) is simple,
i.e. a II; factor, which is equivalent to G having infinite conjugacy classes of non-trivial elements
(abbreviated ICC).

The classification problem for group von Neumann algebras was first considered by Murray and
von Neumann in [MvN43]. They proved that L(G) is isomorphic to their hyperfinite II; factor
for any locally finite ICC group G, but not for the free group G = Fs. Three decades later,
Connes’ celebrated classification of injective factors [Con76] showed that, more generally, all 11;
factors arising from ICC amenable groups G are isomorphic to the hyperfinite II; factor. On the
other hand, nonamenable groups were used to provide large classes of nonisomorphic II; factors in

[Sch63, McD69, Con75)].

The first instance of rigidity for von Neumann algebras was discovered by Connes in 1980. He
showed that L(G) has countable fundamental and outer automorphism groups for any ICC group
G with Kazhdan’s property (T) [Con80]. Shortly after, Connes [Con82] proposed the following
far-reaching rigidity conjecture.



Conjecture 1.1 (Connes Rigidity Conjecture). If G and H are ICC property (T) groups such that
L(G) 2 L(H), then G ~ H.

Supportive evidence for this conjecture was provided in the 1980s by results in [CJ85, Pop86,
CH89]. In particular, Cowling and Haagerup [CH89] proved that L(G) # L(H), for any lattices
G < Sp(n,1), H < Sp(m,1) for n = m. More recently, the existence of uncountably many
nonisomorphic property (T) group factors was proved in [Oza02]. In addition, Connes’ rigidity
conjecture was shown to hold up to countable classes in [Pop06a] (see also [IPV10]).

In the past two decades, there has been striking progress in the classification of group II; factors
due to Popa’s discovery of deformation/rigidity theory. In [Pop04], Popa proved that the class G
of wreath product groups Z wrI' with T' ICC property (T) satisfies the following version of Connes’
rigidity conjecture: if L(G) = L(H), for G, H € G, then G =~ H. Subsequently, several other classes
of groups satisfying this property were found, e.g., in [Pop06b, PV06, loa06, IM19].

By a result in [CJ85], if an ICC group G has property (T), then so does any other group H
such that L(G) =~ L(H). Thus, Connes’ rigidity conjecture is equivalent to asking if every ICC
property (T) group G is W*-superrigid in the sense that L(G) =~ L(H) implies G =~ H for any
group H (see [Pop06a, Section 3]). The first class of W*-superrigid groups was discovered by Popa,
Vaes and the second author in [IPV10], where a large class of generalized wreath groups were
shown to have this property. Later on, additional examples of W*-superrigid groups were found in
[BV13, Berl4, CI17, CD-AD20, CD-AD21].

Despite the remarkable breadth of Popa’s deformation /rigidity theory, classifying von Neumann
algebras of property (T) groups remained a longstanding challenge. The reason is that the pres-
ence of deformations, which is at the heart of Popa’s theory, typically excludes property (T). In
particular, the well-known problem of finding at least one W*-superrigid ICC group with prop-
erty (T) remained open. This problem has circulated among the experts since the reformulation
of Connes’ rigidity conjecture as a superrigidity question in [PopO6a, Section 3| (see also [IPV10,
Section 1], [Ioal8, Section 6.2], [Pet20, Problem R.5], [Houd21, Section 5]). It was the main focus
of a 2018 workshop at the American Institute of Mathematics where it was explicitly posed by Vaes
as [AIM18, Problem 2.1].

In this paper, we obtain the first examples of W*-superrigid groups with property (T). To state
our main results, we need an auxiliary definition.

Definition 1.2. Let A, B be arbitrary groups, I an abstract set, B —~ I a (left) action of B on
1. We say that a group W is a wreath-like product of groups A and B corresponding to the action
B —~ I if W is an extension of the form

1— @A —W-->B—1, (1.1)

iel
where A; ~ A and the action of W on A() = @, Ai by conjugation satisfies the rule
’u)AZ"u)f1 = As(w).i (1.2)

for all ¢ € I. The map ¢: W — B is called the canonical homomorphism associated with the
wreath-like structure of W.



If the action B — I is regular (i.e., free and transitive), we say that W is a reqular wreath-like
product of A and B. The set of all wreath-like products of groups A and B corresponding to
an action B — I (respectively, all regular wreath-like products) is denoted by WR(A, B — I)
(respectively, WR(A, B)).

The notion of a wreath-like product generalizes the ordinary (restricted) wreath product of
groups. Indeed, for any groups A and B, we obviously have Awr B € WR(A, B). Conversely, it is
not difficult to show that W =~ A wr B whenever the extension (1.1) splits.

We are now ready to state the main result of our paper.

Theorem 1.3. Let A be a nontrivial abelian group, B a nontrivial ICC subgroup of a hyperbolic
group. Let B —~ I be an action such that, for every i € I, Stabp(i) is amenable. Suppose that
G e WR(A,B —~ 1) is a group with property (T).

If H is any countable group and 0: L(G) — L(H) is a =-isomorphism for some t > 0, then
G =~ H andt = 1. Moreover, there exist a group isomorphism 6: G — H, a character n: G — T
and a unitary w € L(H) such that 0(ug) = n(g)wvsgyw* for every g € G, where (ug)gec and (vp)nen
denote the canonical generating unitaries of L(G) and L(H), respectively.

If B is an ICC group and B —~ [ is an action with infinite orbits, then any group G belonging
to WR(A, B —~ I), for some group A, is ICC (see Lemma 4.11 (b)). This implies that any G as in
Theorem 1.3 is ICC.

In Section 2, we observe that examples of wreath-like products G € WR(A, B —~ I) satisfying
the assumptions of Theorem 1.3 naturally occur in the context of group theoretic Dehn filling. Here
we mention just one particular case. For an element h of a group H, we denote by {h) the minimal
normal subgroup of H containing h.

Theorem 1.4. Let H be a torsion-free hyperbolic group and let h € H be a non-trivial element.
For any sufficiently large k € N, the group H/{h*Y) is hyperbolic, ICC, and we have

H/[{R* ), {h*)] e WR(Z, H/Kh ) ~ 1),

where the action H/{h®Y) —~ T is transitive with finite cyclic stabilizers.

In fact, we prove a more general result that also holds for hyperbolic groups with torsion (see
Theorem 2.6). Combining Theorem 1.4 with Theorem 1.3, we obtain many examples of non-trivial,
W#-superrigid, ICC groups with property (T).

Corollary 1.5. Let H be a torsion-free hyperbolic group with property (T) and let h € H\{1}. For
any sufficiently large k € N, the group H/[{hF), {h*H] is ICC and W*-superrigid.

Note that the group H/[{h*), {h*)] also has property (T) being a quotient of H. Torsion-free
hyperbolic group with property (T) are abound; in fact, every property (T) group is a quotient of a
torsion-free, hyperbolic, property (T) group by a result of Cornulier [Cor05]. Moreover, such groups
are generic in the Gromov randomness model at density 1/3 < d < 1/2 [KK13, Oli05]. Finally, we
mention some concrete linear examples.



Example 1.6. Let L be a uniform lattice in Sp(n,1). By Selberg’s lemma, there exists a finite
index torsion-free subgroup H < L. Being a finite index subgroup of L, H is also a uniform lattice
in Sp(n,1) and, therefore, is hyperbolic and has property (T).

Wreath-like products obtained via Theorem 1.4 are not, in general, regular. However, a lit-
tle modification discussed in Section 2.3 allows us to construct 2% regular wreath-like products
satisfying the assumptions of Theorem 1.3. Thus, we obtain the following.

Corollary 1.7. There exist 280 pairwise non-isomorphic, property (T), ICC groups that are W*-
superrigid.

The proof of Theorem 1.3 is given in Section 4.3 and relies on a series of techniques and ideas
from deformation/rigidity theory (e.g., [Pop0lb, Pop03, Pop04, Pop05, Pop06b, Ioa06, OP07, CI08,
PV09, Ioal0, IPV10, PV12, CIK13]). We refer the reader to the beginning of Section 4 for an outline
of the proof of Theorem 1.3. This proof plays property (T) against properties of wreath-like product
groups similar to properties of ordinary wreath products.

Although wreath product groups Awr B are known to have remarkably rigid von Neumann
algebras (see, e.g., [Pop03, Pop04, Pop06b, loa06, loal0, IPV10, IM19]), no wreath product Awr B,
with A nontrivial abelian and B torsion free, is W*-superrigid by [IPV10, Theorem 1.2]. It is
precisely the presence of property (T) that allows us to prove a stronger rigidity statement for
wreath-like products G € WR(A,B —~ I). Using property (T) for G, rather than just for the
quotient group B, is one of the main novelties of this paper.
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2 Wreath-like products of groups

The main goal of this section is to prove Theorem 2.6, which is a more general (and more precise)
version of Theorem 1.4, and Corollary 1.7. We begin by reviewing the necessary background.

2.1 Hyperbolic groups and their generalizations

We begin by recalling the necessary definitions. A group G is hyperbolic if it is generated by a finite
set X and its Cayley graph Cay(G, X) is a hyperbolic metric space. This definition is independent
of the choice of a particular finite generating set X. A hyperbolic group is called elementary if it
contains a cyclic subgroup of finite index.

An isometric action of a group G on a metric space S is acylindrical if for every € > 0 there exist
R, N > 0 such that for every two points z,y € S with d(z,y) > R, there are at most N elements
g € G satisfying
d(z,g9z) <e and d(y,gy) <e.



Every group has an acylindrical action on a hyperbolic space, namely the trivial action on the
point. For this reason, we want to avoid elementary actions in the definition below. Recall that an
action of a group GG on a hyperbolic space S is non-elementary if the limit set of G on the Gromov
boundary 0S5 has infinitely many points; for acylindrical actions, this condition is equivalent to the
requirement that G is not virtually cyclic and the action has infinite orbits [Osil6, Theorem 1.1].

Definition 2.1. A group G is acylindrically hyperbolic if admits a non-elementary acylindrical
action on a hyperbolic space.

Every proper action is acylindrical. Therefore, every non-elementary hyperbolic group G is
acylindrically hyperbolic as witnessed by the proper action of G on Cay(G, X) for any finite gen-
erating set X. The class of acylindrically hyperbolic groups also includes many non-hyperbolic
examples: mapping class groups of closed surfaces of non-zero genus, Out(F,) for n > 2, groups of
deficiency at least 2, most 3-manifold groups, and many other examples. For more details we refer
to the survey [Osil8].

Every acylindrically hyperbolic group contains a unique maximal finite normal subgroup
[DGO17, Theorem 2.24]). We denote it by K (G). We will need the following result from [DGO17].

Theorem 2.2 ([DGO17, Theorem 2.35]). An acylindrically hyperbolic group G is ICC if and only
if K(G) = {1}.

Let H be a subgroup of a group G. We say that X < G is a relative generating set of G (with
respect to H) if G = (X u H). Associated to such a relative generating set is the Cayley graph
Cay(G,X u H), where the disjoint union means that for any element a € X n H and any vertex
g € G, there are two edges in Cay(G, X u H) going from g to ga: one is labeled by a copy of a from
X and the other is labeled by a copy of a from H. We denote by Cay(H, H) the Cayley graph
of H with respect to the generating set H and naturally think of it as a (complete) subgraph of
Cay(G,X u H).

Definition 2.3. A subgroup H is hyperbolically embedded in a group G if there exists a relative
generating set X of G such that Cay(G,X u H) is hyperbolic and for any n € N, there are only
finitely many elements h € H such that h can be connected to 1 in Cay(G,X u H) by a path of
length at most n avoiding edges of Cay(H, H).

For example, it is easy to see that H is hyperbolically embedded in the free product H = Z, but
not in the direct product G = H x Z. For details, we refer to [DGO17].

Recall that an element g of a group G acting on a hyperbolic space S is lozodromic if g acts
as a translation along a bi-infinite quasi-geodesic in S. If the action of G on S is acylindrical, this
is equivalent to the requirement that (g) has unbounded orbits (see [Osil6, Theorem 1.1]). For
example, if G is a hyperbolic group acting on its Cayley graph with respect to a finite generating
set, every infinite order element g € G is loxodromic. We will need the following.

Theorem 2.4 ([DGO17, Theorem 6.8]). Let G be an acylindrically hyperbolic group. Every loz-
odromic element g € G is contained in a unique mazimal virtually cyclic subgroup E(g) such that
E(g) =n G.



2.2 Wreath-like products associated to group theoretic Dehn filling

Let F be a free group and let R = <<'r’k>> for some k € N and r € F', where r is not a proper power.
The Cohen-Lyndon theorem on relation modules of 1-relator groups proved in [CL63] implies that
F/|R,R] € WR(Z,F/R —~ I), where the action F//R —~ I is transitive with stabilizers isomorphic
to Z/kZ.

In this section, we show that this example has a natural analogue in the context of group
theoretic Dehn filling. We begin by briefly surveying the relevant background. For more details,
the reader is referred to [DGO17, Osi07, Sun20).

The classical Dehn surgery on a 3-dimensional manifold consists of cutting off a solid torus,
which may be thought of as “drilling” along an embedded knot, and then gluing it back in a
different way. The study of such transformations is partially motivated by the Lickorish-Wallace
theorem, which states that every closed orientable connected 3-manifold can be obtained from the
3-dimensional sphere by performing finitely many surgeries. The second part of the surgery, called
Dehn filling, can be formalized as follows.

Let M be a compact orientable 3-manifold with toric boundary. Topologically distinct ways of
attaching a solid torus to dM are parameterized by free homotopy classes of unoriented essential
simple closed curves in dM, called slopes. For a slope s, the corresponding Dehn filling M (s) of
M is the manifold obtained from M by attaching a solid torus to dM so that the meridian of
the torus goes to a simple closed curve of the slope s. The fundamental theorem due to Thurston
[Thu82, Theorem 1.6] asserts that if M\0M admits a finite volume hyperbolic structure, then M (s)
is hyperbolic for all but finitely many slopes. Note that, in the settings of Thurston’s theorem, we
can think of s as an element of m(0M) < m (M) and, by the Seifert—van Kampen theorem, we
have

T (M(s)) = w1 (M)/s)- (2.1)

In group-theoretic settings, the role of the pair 0M < M is played by a pair of groups H < G
and the existence of a finite volume hyperbolic structure on M\0M translates to the property that
H is hyperbolically embedded in G. Equation (2.1) suggests that the process of attaching a solid
torus to M must correspond to taking the quotient of G modulo the normal closure of an element
s € H. In fact, we can consider even more general quotients.

For a group G and a subset S € G, we denote by «S) the normal closure of S in G; that is
«S’) is the smallest normal subgroup of G containing S. The following result can be thought of as
the algebraic analogue of Thurston’s theorem.

Theorem 2.5 (Dahmani—Guirardel-Osin). Let G be a group, H a hyperbolically embedded subgroup
of G. There ezists a finite subset F < H\{1} such that for any N < H satisfying N n F = &, the
natural map H/N — G/{N)) is injective and H/N —j, G/{N) (by abuse of notation, we identify
H/N with its image in G/{N)).

For relatively hyperbolic groups, this theorem was obtained in [Osi07] (an independent proof
for torsion-free groups was given by Groves and Manning in [GMO08]) and the general version was
proved in [DGO17, Theorem 2.27].



We now state the main result of this section. Recall that, for a loxodromic element g of
an acylindrically hyperbolic group G, E(g) denotes the maximal virtually cyclic subgroup of G
containing g.

Theorem 2.6. Let G be an acylindrically hyperbolic group, g € G a lorodromic element. Let d
be a natural number such that {g*) <t E(g). For every sufficiently large k € N divisible by d, the
following hold.

(a) We have
G/[Kg" ), Kg" V) e WR(Z,G/Lg") ~ I, (2.2)

where I is the set of cosets G/E(g){g") and the action is by left multiplication. In particular,
the action G/{g*) —~ I is transitive.

(b) The stabilizers of the action G/{g*) — I are isomorphic to E(g)/{g").
(c) If G is ICC, then so is G/{g").
(d) (Olshanskii, [01s93]) If G is hyperbolic, then so is G/{g*).

Note that Theorem 1.4 is a particular case of Theorem 2.6. Indeed, if G is torsion-free, then so
is E(g). Every torsion-free virtually cyclic group is cyclic (see, for example, [JMNO8, Lemma 2.5]).
Therefore, we can take d = 1 and Theorem 1.4 follows.

For a group R, we denote by R its abelianization; that is, R? = R/[R, R]. The main ingredient
of the proof of Theorem 2.6 is the following result, which was stated and proved in [Sun20] using
a slightly different terminology.

Theorem 2.7 (Sun [Sun20]). Let G be a group, H a hyperbolically embedded subgroup of G. There
exists a finite subset F < H\{1} such that for any N < H satisfying N n F = &, we have

G/[ANY, AN Y] € WR(N®, G/{N ) ~ 1), (2.3)
where I = G/H{N ), the action of G/{N ) on I is by left multiplication, and stabilizers of elements
of I are isomorphic to H/N.

On the proof. Since our terminology is different from the one used by Sun, we explain how to derive
the theorem from the main result of [Sun20]. Consider the short exact sequence

L — {NY™ — G/[ANY), (NY] — G/{N) — 1.
By [Sun20, Corollary 2.8], we have an isomorphism of G/{ N )-modules

a G/{N a
(NY™ = Ind( TN, (2.4)
where the actions of G/¢N) on { N)® and H/N on N are induced by conjugation. Note that
we can assume H/N to be a subgroup of G/{N ) by Theorem 2.5. The standard description of the
algebraic structure of the induced module (see, for example, [Bro94, Ch. III, Proposition 5.1]) and
(2.4) easily imply (2.3). O



We are now ready to prove the main result of this section.

Proof of Theorem 2.6. By Theorem 2.4, we have E(g) <, G. Let F be a finite subset of E(g)\{1}
such that the conclusions of Theorem 2.5 and Theorem 2.7 simultaneously hold true for H = E(g)
and any N < H satisfying N n F = .

Since k is divisible by d, we have {(¢*) < E(g). Further, by taking k sufficiently large, we
can ensure the condition (¢*) n F = @#. By Theorem 2.7, we have (2.2) where I is the set of
cosets G/E(g){g*) and the action G/{g*) —~ I is by left multiplication. In particular, the action
G/«g*y — I is transitive and the stabilizers are isomorphic to E(g){g*»/{g*y = E(g)/{g*) by
Theorem 2.5. This gives parts (a) and (b) of the theorem.

The proof of (c¢) makes use of a more general Dehn filling procedure with multiple hyperbolically
embedded subgroups and some other results about acylindrically hyperbolic groups. Since these
results are not used anywhere else in our paper, we do not discuss them in detail. Instead, we refer
the reader to the appropriate places in the relevant papers.

Assume that G is ICC. By Theorem 2.2, we have K(G) = {1}. Let X be a relative generating set
of G with respect to H = E(g) satisfying the conditions listed in Definition 2.3. Combining Propo-
sition 5.14 and Corollary 3.12 from [AMS16], we obtain an element h € G acting loxodromically on
Cay(G,X u H) such that E(h) = (h) and the collection of subgroups {E(g), E(h)} is hyperboli-
cally embedded in G (for the definition of a hyperbolically embedded collection of subgroups, see
[DGO17, Definition 4.25]).

By [DGO17, Theorem 7.19], which is a more general version of Theorem 2.5, we can choose
a finite subset F' < E(g)\{1} so that for any N < E(g) satisfying N n F = ¢J, the natural
maps E(g)/N — G/{N) and E(h) — G/{N) are injective and the collection {E(g)/N, E(h)}
is hyperbolically embedded in G/{N) (by abuse of notation, we identify E(g)/N and E(h) with
their isomorphic images in G/{N)). In particular, this is true for N = {g*) for all sufficiently large
k divisible by d. By [DGO17, Proposition 2.10], torsion-free hyperbolically embedded subgroups
are malnormal; therefore, the infinite cyclic subgroup E(h) is malnormal in G/¢g*). This easily
implies that K (G/{g*)) = {1}, which is equivalent to G/{¢*) being ICC by Theorem 2.2.

Finally, part (d) was proved for all sufficiently large k divisible by d in [O1s93, Theorem 3]. [

2.3 Regular wreath-like products

In this section, we use Theorem 2.6 to construct (uncountably many) regular wreath-like products
satisfying the assumptions of Theorem 1.3. We begin with a lemma that allows us to obtain
regular wreath-like products from non-regular ones. We restrict ourselves to transitive actions for
notational simplicity; the generalization to arbitrary actions is straightforward.

Lemma 2.8. Let A, B be arbitrary groups, B —~ I a transitive action of B on a set I, and let
W e WR(A,B —~ I). Further, let D < B and let V< W denote the full preimage of D under the
canonical homomorphism W — B. Suppose that the induced action D — I is free and let O denote
the set of D-orbits in I. Then Ve WR(C, D), where C is the direct sum of |O|-many isomorphic
copies of A.



Proof. Throughout the proof, we use the notation introduced in Definition 1.2. Fix some iy € I.
Since the action B — [ is transitive, there exists 7' < B such that for every orbit o € O, there is a
unique t € T such that tig € 0. For every d € D, we define

I;={dtig|[teT}=I and Cy= UAZ-><A(I).

iEId

Note that the equality dtig = d't'ip implies t = t’ since otherwise dtig and d't'ig belong to distinct
D-orbits. Since the action of D on [ is free, we obtain d = d'. Therefore, Iy = |T| = |O|
for all d € D and Iy n Iy = J. The former equality implies that Cy is the direct sum of |O|-
many isomorphic copies of A for every d. Further, the decomposition I = | |, Iq yields the
decomposition AZD) = @Pep Ca- Finally, for every v e V, we have

vCpt=w <U Adti0> v = <U UAdtiOU_1> = U Ae(v)dtio> = Ce(v)d
teT teT teT

and the result follows. O

In the next result, we use the notation of Theorem 2.6.

Corollary 2.9. Let G, g, and k satisfy the assumptions of Theorem 2.6. Suppose, in addition,
that Gg is a normal subgroup of G such that Gy n E(g) = {g*). We keep the notation {g*) for the
normal closure of g& in G. Then {g*) < Go and Go/[{g*), {g*»] € WR(A, Go/Lg*)), where A
is free abelian. Moreover, if |G : Go| = o0, then A is of countably infinite rank.

Proof. Clearly, we have {¢*) < G since ¢g* € Gy and Go < G. Let W = G/[{g"), {g*)] and let
e: W — G/4g*» be the canonical homomorphism associated with the wreath-like structure of W
described in parts (a) and (b) of Theorem 2.6. Further, let V = Go/[{ "), {g*)] denote the image
of Go in W. Since Go n E(g) = {g*¥) and G¢ < G, the induced action of £(V) = Go/{g") on the set
I = G/E(9)4g*) is free and Lemma 2.8 applies. It remains to note that if |G : Go| = o0, then the
number of £(V')-orbits in I is infinite since [e(W) : (V)| = |W : V| = |G : Gp| and all stabilizers of
the action (W) —~ I are finite by Theorem 2.6 (b). O

We will also need the following.

Lemma 2.10 ([BO08, Corollary 1.2]). For any finitely presented torsion-free group Q, there exists
a short exact sequence 1 - N — G — @ — 1, where G 1is torsion-free hyperbolic and N is a
non-trivial group with property (T).

We are now ready to construct the first examples of regular wreath-like products satisfying the
assumptions of Theorem 1.3.

Proposition 2.11. There exists a property (T) group V€ WR(Z*, B), where B is a non-trivial,
I1CC subgroup of a hyperbolic group, and Z* denotes the free abelian group of countably infinite
rank.



Proof. Let S be any finitely presented, residually finite, torsion-free group with property (T) (e.g.,
we can take S = H, where H is the group constructed in Example 1.6). By Lemma 2.10, there
exists a short exact sequence

1>N->GLSxZ—1,

where G is torsion-free hyperbolic and N is a non-trivial normal subgroup of G with property (T).
Let g be an element of G such that v(g) € S\{1}. It is well-known that every torsion-free virtually
cyclic group is cyclic (see, for example, [Sta68]). Thus, replacing g with a generator of E(g) if
necessary, we can assume that E(g) = {(g).

By Theorem 2.6 (applied in the particular case d = 1), there is K € N such that, for every

k = K, we have
W = G/[{g"),{g" )] e WR(Z, G/{g" ) ~ I), (2.5)

where G/{g*) acts on I = G/E(9)g*) by left multiplication, and conditions (b)—(d) of the
theorem hold. Since S is residually finite, we can find a finite index normal subgroup Sg <1 S such
that

(g") ¢ So x {1} forall 1<i<K. (2.6)

Let Go < G be the full preimage of Sy x {1} < S x Z under . By the choice of Sy (see (2.6)), we
have Go n E(g) = {(g*) for some k > K. Let W be the group defined by (2.5) and let V be the
image of Gy in W. Note that |G : Go| = |(S x Z) : (Sp x {1})] = c0. By Corollary 2.9, we have
Ve WR(Z®, Go/{g")), where {g*) is the normal closure of g* in G’ (not in Gjp).

Recall that the class of groups with property (T) is closed under extensions and taking subgroups
of finite index. Thus, the group Gy has property (T) being an extension of N by a finite index
subgroup Sy of S. Hence, V has property (T). By part (d) of Theorem 2.6, the group B = G/{g*)
is hyperbolic and ICC. To complete the proof, it remains to show that D = Go/¢g*) is ICC.

To this end, we first note that D # {1} since otherwise V' = Z%, which contradicts the fact that
V has property (T). Further, since D <« B and B is ICC, D must be infinite. Combining this with
property (T), we conclude that D cannot be virtually cyclic. Thus, D is a non-elementary subgroup
of the hyperbolic group B. By Theorem 2.2, it suffices to show that K (D) = {1}. Note that K(D)
is characteristic in D and, therefore, normal in B. Since B is ICC, we have K (D) < K(B) = {1}
and the desired result follows. O

To obtain an uncountable family of regular wreath-like products satisfying the assumptions of
Theorem 1.3, we will combine Proposition 2.11 with the following.

Lemma 2.12. Let A, B be any groups, W € WR(A, B). We identify A with the subgroup A; of
the base Dy Ap < W. For any N < A, we have W /{N) e WR(A/N, B).

Proof. For every b e B, we define Ny = uNu~"', where u is an element of W such that
e(u) = b. (2.7)

Note that the subgroup /N, is independent of the choice of a particular element u € W satisfying
(2.7). Indeed, if v € W is another element such that e(v) = b, then u='v € AB). Obviously,
N < AB)_ Therefore, (u='v)N(u"'v)~! = N, which implies uNu~! = vNv~ L.
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It is easy to see that {N)) = @5 Np. Hence, W/{N)) splits as

1— @ A/Ny — WINY 2 B — 1,
beB

where ¢ is induced by the canonical homomorphism W — B. It remains to note that we have
w(Ap/Np)w™" = As(uyp/ Ny for all w e W/{N) and b e B. O

We are now ready to prove the result announced in the introduction.

Proof of Corollary 1.7. Let V. € WR(Z*,B) be the group provided by Proposition 2.11. For
every infinite set of primes P = {pi,poe,...}, the application of Lemma 2.12 to the subgroup

MLZDPZ @ ... <1 Z* yields a group Vp € WR (@pG’P Z/pZ,B). The group Vp has property (T)
being a quotient of V. Proposition 2.11 guarantees that B is a non-trivial, ICC subgroup of a
hyperbolic group.

It remains to note that Vp % Vp whenever P # P’. Indeed, B does not contain any non-trivial,
normal, abelian subgroups since it is hyperbolic and ICC. Therefore, Vp has a unique maximal
abelian normal subgroup isomorphic to a direct sum of copies of (—Bpep Z/pZ. Thus, the maximal
abelian normal subgroup of Vp contains an element of prime order p if and only if p € P and the
result follows. O

3 Preliminaries on von Neumann algebras

3.1 Tracial von Neumann algebras

We start by recalling some terminology and constructions involving tracial von Neumann algebras
and refer the reader to [AP] for more information.

A tracial von Neumann algebra is a pair (M, 7) consisting of a von Neumann algebra M and
a trace T, i.e., a normal faithful tracial state 7: M — C. For z € M, we denote by |z| the
operator norm of z and by |z|z = 7(z*z)"/? its (so-called) 2-norm. We denote by L?(M) the
Hilbert space obtained as the closure of M with respect to the 2-norm, by % (M) the group of
unitaries of M, and by (M), = {z € M | |z|| < 1} the unit ball of M. We always assume that
M is separable, i.e., that L?(M) is a separable Hilbert space. We denote by Aut(M) the group
of T-preserving automorphisms of M. For u € % (M), the inner automorphism Ad(u) of M is
given by Ad(u)(z) = uzu*. By von Neumann’s bicommutant theorem, for any set X < M closed
under adjoint, X” < M is the smallest von Neumann subalgebra which contains X. For a set I,
we denote by (M7, 7) the tensor product of tracial von Neumann algebras ® je;(M, 7). Given a
subset J I, we view M as a subalgebra of M! by identifying it with (®iesM)® (R ien 1)

An M-bimodule is a Hilbert space ‘H equipped with two normal #-homomorphisms m1: M —
B(H) and mo: M — B(H) whose images commute. We write xfy = 1 (z)ma(y°P)E for £ € H
and define a *-homomorphism 73 : M ®ag M — B(H) by letting my(z ® y°P) = m1(z)m2(y°P).
Examples of bimodules include the trivial M-bimodule L2(M) and the coarse M-bimodule L2(M)®
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L2(M). We say that H is weakly contained in another M-bimodule K and write H Cyeax K if
|lmn(T)| < |mic(T)], for every T'€ M ®arg MEP.

Let @ € M be a von Neumann subalgebra, which we always assume to be unital. We denote by
Q' NnM={xeM|zy=yxz, for all y € Q} the relative commutant of Q in M, and by H)((Q) =
{ue % (M) | uQu* = Q} the normalizer of Q in M. The center of M is given by 2*(M) = M'n M.
We say that Q is regular in M if M (Q)” = M. If Q@ € M is regular and maximal abelian, we
call it a Cartan subalgebra.

Jones’ basic construction (M, eg) is defined as the von Neumann subalgebra of B(L*(M))
generated by M and the orthogonal projection eg from L?(M) onto L?(Q). The basic construction
(M, eg) has a faithful semi-finite trace given by Tr(zegy) = 7(zy), for every x,y € M. We denote
by L2({(M, eg)) the associated Hilbert space and endow it with the natural M-bimodule structure.
We also denote by EFg: M — Q the unique 7-preserving conditional expectation onto Q.

The tracial von Neumann algebra (M, 7) is called amenable if there exists a sequence &, €
L2(M) ® L2(M) such that (x&,,&,) — 7(x) and ||z&, — &ux]2 — 0, for every 2 € M.

Let P < pMp be a von Neumann subalgebra. Following Ozawa and Popa [OP07, Section 2.2]
we say that P is amenable relative to Q inside M if there exists a sequence &, € L?({M, eg)) such
that (x&,,&,) — 7(x), for every x € pMp, and |y&, — &uyll2 — 0, for every y € P. We say that P
is strongly nonamenable relative to Q inside M if there exist no nonzero projection p’ € P’ n pMp
such that Pp’ is amenable relative to Q inside M.

Remark 3.1. Assume that P is amenable relative to @ inside M. By the proof of [OP07, Theorem

2.1], in the definition of relative amenability we may take &, = ~2 for positive Cne LY (M, e0)).
Thus, (&px, &) = Tr(Gx) = (x€n, &) — 7(x), for all z € M. Using a convexity argument (see
the proof of [AP, Lemma 13.3.11]), we find 7, € L2({(M, eg))®® such that |{-n,,n.> — 7(-)| — 0,
Kty — 7()] = 0 and 7 — 7yl — 0, for all y e P

Following [Pop01b, Proposition 4.1], we say that @ < M has the relative property (T) if for
every € > 0, we can find a finite set F' = M and § > 0 such that if H is an M-bimodule and £ € H
satisfies [|(-€, &) —7(1)| < 0, (<&, &) —7(-)| < 6 and |z€ — x| < 0§, for every x € F, then there exists
n € H such that |n — &|| < e and yn = ny, for every y € Q.

3.2 Intertwining-by-bimodules

We recall from [Pop03, Theorem 2.1, Corollary 2.3] Popa’s intertwining-by-bimodules theory.

Theorem 3.2 ([Pop03]). Let (M, 1) be a tracial von Neumann algebra, P < pMp, Q < gMq be
von Neumann subalgebras and G < % (P) be any subgroup which generates P as a von Neumann
algebra. Consider the following conditions.

(a) There exist projections pyg € P,qo € Q, a x-homomorphism 0: poPpy — qoQqo and a nonzero
partial isometry v € qgMpo such that 6(x)v = v, for all x € pyPpo.

(b) There is no sequence uy, € 9 satisfying |Eg(x*uny)|2 — 0, for all z,y € pM.

(c¢) There exists a nonzero element a € P' n p{M,eg)p such that a = 0 and Tr(a) < c0.
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Conditions (a) and (b) are equivalent in general, and (a), (b) and (c) are equivalent if ¢ = 1.

If (a) or (b) hold true, we write P < Q and say that a corner of P embeds into Q inside M.
If Pp’ <p Q, for any nonzero projection p’ € P’ n pMp, we write P <5, Q.

3.3 Cocycle superrigidity

In this subsection, we record a cocycle superrigidity result that will be needed to prove Theorem 1.3.
Let G be a countable group. By a trace preserving action G —~? (P,7) we mean a homomorphism
o: G — Aut(P), where (P,7) is a tracial von Neumann algebra. A 1-cocycle for o is a map
w: G — % (P) such that wg, = wyoy(wy), for every g,h € G. Any character n: G — T gives
a (trivial) 1-cocycle for o. Two cocycles w,w': G — % (P) are called cohomologous if there is
u € % (P) such that wy = u*wyo,(u), for every g € G. Let p € P be a projection. A generalized
1-cocycle for o with support projection p is a map w: G' — P such that wyw; = p,wyw, = o4(p)
and wg, = wyog(wy), for every g, h € G.

Example 3.3. We continue by recording several examples of trace preserving actions.

(a) Let G —~ I be an action on a countable set I and (P, 7) a tracial von Neumann algebra. The
generalized Bernoulli action G —~° (P, 1) associated to G —~ I is given by oy(z) = ®iclTg1.4
for all g € G and = = ®jcrz; € P! with {i e I | z; = 1} finite. If i € I, we let Stabg(i) be the
stabilizer of i in G and denote P{# by P,

(b) Let K < G be a subgroup and K —~7 (P, 7) be a trace preserving action. Let ¢: G/K — G
such that ¢(h)K = h, for every h € G/K. Define c: GxG/K — K by ¢(g,h) = ©(gh) " Lgp(h),
for g € G and h € G/K. For h € G/K, let p,: P — P%K be the embedding given by
identifying P with P". The co-induced action G —~% PE/K is given by the formula &,(ps(z)) =
Pgh(Oc(gn) (), for all ge G,h e G/K and z € P.

(c) Let G —~ I be an action on a countable set I and (P, 7) a tracial von Neumann algebra.
Following Krogager and Vaes [KV15, Definition 2.5, we say that a trace preserving action
G —° (PI 1) is built over G — I if it satisfies o,(P?) = P9, for every g € G and i € I. Let
J < I be a set which meets each G-orbit exactly once. For i € .J, note that o,(P?) = P, for
every g € Stabg(i). Thus, we have a trace preserving action Stabg (i) —~ P? = P. We denote
by G —~7i PG/Staba(i) the co-induced action. Then, as explained right after [KV15, Definition
2.5], o is conjugate to the product of co-induced actions ®;ejo;.

The observation from [KV15] recalled in Example 3.3 (c¢) implies the following.

Lemma 3.4. Let A, B be countable groups and B — I an action on a countable set I. Let
G eWR(A,B ~ 1), e: G — B the quotient homomorphism and (ug)gec the canonical generating
unitaries of L(G). Let G —~ I and G —~ L(AD) = L(A)! be the action and the trace preserving
action given by g -i = e(g)i and oy = Ad(uy), for every ge G and i€ I.

Then o s built over G —~ I. Moreover, let J < I be a set which meets each G-orbit exactly once.
Fori e J, consider the trace preserving action Stabg (i) —~** L(A;) given by (pi)g(un) = ugng-1, for
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every g € Stabg(i) and h € A;. Let o; be the action of G obtained by co-inducing p;. Then o is
conjugate to Ricjo;.

Proof. Since o4(L(A;)) = L(Ag.), for every g € G and i € I, o is built over G —~ I. If i € J and
g € Stabg (1), the restriction of o, to L(4;) is (p;)4, and the conclusion follows. O

For further reference, we record the following consequence of Lemma 3.4.

Remark 3.5. Assume that A is abelian. Then the conjugation action of G on AU) gives rise to an
action B = G/AD) ~> L(AD). Explicitly, for g € B, we have ag = 0, where g € G is any element
such that €(g) = g. Lemma 3.4 implies that « is built over B —~ I. Moreover, « is conjugate to
®ie s, where a; is obtained by co-inducing the action Stabp(i) ~™ L(A;) given by (1) = (pi)3,
for every g € Stabp(i). In particular, if I = B endowed with the left multiplication action of B,
then o and a are conjugate to the generalized Bernoulli actions G —~ L(A4)Z and B —~ L(A)?,
respectively.

In the proof of Theorem 1.3, we will use Lemma 3.4 in combination with the following extension
of Popa’s cocycle superrigidity theorems.

Theorem 3.6. Let G be a countable group with property (T), G —~ I be an action on a countable
set I with infinite orbits and (P, T) be a tracial von Neumann algebra. Suppose that G —~° (P!, 1)
is a trace preserving action built over G —~ I. Then the following hold.

(a) Any 1-cocycle for o is cohomologous to a character of G. More generally, given a trace
preserving action G —~* (Q,7), any l-cocycle w: G — % (PT® Q) for the product action
o ® A is cohomologous to a 1-cocycle taking values into % (Q) < %(PI®Q).

(b) Any generalized 1-cocycle for o has support projection 1.

Theorem 3.6 extends results of Popa in [PopOla, Pop05] which cover Connes-Stgrmer and clas-
sical Bernoulli actions. If G —~ [ has finitely many orbits, part (a) is a consequence of [Dril5,
Theorem 3.1]. In general, Theorem 3.6 follows by adapting the proof of [VV14, Theorem 7.1]. We
explain this briefly below, leaving the details to the reader.

Proof. Assume first that the action G — I has finitely many orbits. By [KV15] (see Example 3.3
(c)), o is a product of finitely many co-induced actions. Since G has property (T) and G —~ I has
infinite orbits, part (a) follows from [Dril5, Theorem 3.1].

In general, adapting the proof of [VV14, Theorem 7.1] shows that Theorem 3.6 holds if o is
the generalized Bernoulli action G — (P!, 7) associated to the action G — I. To see this, assume
the notation from [VV14, Theorem 7.1]. Since G has property (T), Step 2 in the proof of [VV14,
Theorem 7.1] holds for ¥ = G. Then Steps 3-6 in that proof, which only use Step 2 and that G —~ I
has infinite orbits, also hold for ¥ = G. This justifies our claim. Similarly to [KV15, Theorem
2.6], the above proof can be reproduced verbatim to get the conclusion under the more general
assumption that o is built over G — I. ]
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3.4 Cartan subalgebras and equivalence relations

In this subsection, we first recall the connection between Cartan subalgebras and countable equiv-
alence relations, and then record two conjugacy results for Cartan subalgebras.

If G ~ (X, p) is a p.m.p. action of a countable group G, then its orbit equivalence (OE) relation
R(G —~ X) = {(z1,72) € X? | G- 21 = G- 33} is countable p.m.p. Conversely, every countable
p.m.p. equivalence relation % on (X, p) arises this way [FM77a, Theorem 1]. The full group of
Z, denoted by [#], consists of all automorphisms 6 of (X, ) such that (6(z),z) € Z, for almost
every z € X. For a 2-cocycle ¢ € Z*(%,T), we denote by L.(%) the tracial von Neumann algebra
associated to Z and ¢ [FMT77b, Section 2]. It is generated by a copy of L*(X) and unitaries
(u6)oe[) such that ugauf = a o6~ !, for every a € L*(X) and 0 € [#]. When ¢ = 1 is the trivial
2-cocycle, we use the notation L(Z).

Let M be a II; factor and A < M be a Cartan subalgebra. Identify A = L*(X), for a
standard probability space (X, u). For u € A (A), let 6, be a measure space automorphism of
(X, i) such that uau* = ao@, !, for every a € A. The equivalence relation of the inclusion A = M,
denoted #Z := Z(A < M), is the smallest countable p.m.p. equivalence relation on (X, u) such
that 6, € [#], for every u € A ((A). Then there is a 2-cocycle ¢ € Z*(%, T) such that the inclusion
(A © M) is isomorphic to (L*®(X) < L.(#)) [FM77b, Theorem 1].

The following two lemmas are extracted from the proofs of Theorems 6.1 and 8.2 in [Ioal0],
respectively. However, for the reader’s convenience, we include detailed proofs.

Lemma 3.7 ([loal0]). Let M be a II; factor, A = M be a Cartan subalgebra and D < M be an
abelian von Neumann subalgebra. Let C = D' n M and assume that C <5, A. Then there exists
u€ U (M) such that D < uAu* < C.

Proof. Let Cy = C be a maximal abelian von Neumann subalgebra. Then Cy contains Z(C) and
hence D. Thus, Cj n M < D' n M = C, and hence Cj is maximal abelian in M.

Let p € Cy be a nonzero projection. Since C <%, A, we get that Cop < A. Since Cp, A = M
are maximal abelian, [Pop0Olb, Theorem A.1l] (see also [Vae06, Lemma C.3]) provides nonzero
projections p’ € Cop and ¢ € A such that Cop’ = v(Aqg)v*, for a partial isometry v € M satisfying
vv* = p’ and v*v = ¢q. Moreover, since A © M is a Cartan subalgebra and M is a II; factor, the
same holds if ¢ is replaced by any projection ¢’ € A with 7(¢’) = 7(q).

By using this fact and a maximality argument, we can find projections (p;)icr < Co, (¢i)icr <
A and partial isometries (v;)ier © M such that we have >, p; = >,,_;¢ = 1 and Cop; =
vi(Agi)vf, vivy = pi,vfv; = ¢;, for every i € I. It follows that u = Y },_; v; is a unitary in M such
that Cy = uAu*. Thus, D < uAu* < C, which proves the conclusion. O

Lemma 3.8 ([loal0]). Let M be a II; factor, A < M a Cartan subalgebra, D < M an abelian
von Neumann subalgebra and let C = D' n M. Assume that C <5, A and D < Ac C. Let (0y)gec
be an action of a group G on C such that oy = Ad(ugy), for some ug € Ny (D), for every g € G.
Assume that the restriction of the action (oyg)gec to D is free.

Then there is an action (B¢)gec of G on C such that

(a) for every g € G we have that By = ag 0 Ad(wy) = Ad(ugwy), for some wy € % (C), and
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(b) A is (Bg)geq-invariant and the restriction of (By)geq to A is free.

Moreover, if the action (ag)gec on C is weakly mizing, then we can find (By)geq-invariant projections

D1y ..., Pk € A with Z?lei =1, for some k € N, such that the restriction of (B4)gec to Apj is weakly
mizing, for every 1 < j < k.

Remark 3.9. Assume the notation of Lemma 3.8. If (ug)gec < (D) are such that uj,ugup € D,
for every g, h € G, then (Ad(ug))sec defines an action of G' on C.

For k € N, we denote by D;(C) < My(C) the subalgebra of diagonal matrices.

Proof. Since C <5, A, C is a type I algebra. We can thus decompose Z°(C) = P, Z; such that
C = D=1 (Zi @My, (C)) for a strictly increasing, possibly finite, sequence (k;) = N. Since any two
maximal abelian subalgebras of a type I algebra are unitarily conjugate (see, e.g., [Vae06, Lemma
C.2]) we may assume that A = @,-,(Z; @Dy, (C)).

Since the action (ay)g4eq on C leaves 25 invariant, for every ¢, we can define a new action (8y)geq
on C by letting
By = @(am% ®Ide¢(C))’ for every g € G.
i>1
If g € G, then since the automorphisms o, and §, of C are equal on its center, 2, by [KRS86,
Corollary 9.3.5] we can find wy € % (C) such that 8y = a4 0 Ad(wy), which proves (a).

To prove (b), note first that (34)geq leaves A invariant. Second, let g € G such that S4(x) = z,
for every z € Ap, for some nonzero projection p € A. We may assume that p = 2 ® g, where z € Z;
is a nonzero projection and ¢ € Dy, (C) is a minimal projection, for some i. Then ay4(x) = x, for
every x € Z;z. If r € D denotes the support of Ep(z), then as D < 2 and oy (D) = D by projecting
onto D we get that ag(x) = x, for every x € Dr. Since r = 0 and the restriction of (ag)ger to D is
free, we get that g = e. Thus, the restriction of (8)gec to A is free.

To prove the moreover assertion, assume that the action (ag)geq on C is weakly mixing. Then
C is of type I, for some k € N, so we can write C = Z®M(C) and A = Z®Dg(C). Let

qi, - ,q be the minimal projections of Dy (C). Then p; =1®¢q; € A is (fy)gec-invariant, for
every 1 < j < k. Since the restriction of (ayg)seq to £ is weakly mixing, so is the restriction of
(Bg)gec to Apj = 2 ® q;. This finishes the proof. O

3.5 An intertwining result for property (T) subalgebras

We end this section by using Popa and Vaes’ structure theorem for normalizers in crossed products
arising from actions of hyperbolic groups [PV12] to establish the following result.

Theorem 3.10. Let G, H be countable groups and 6: G — H a homomorphism, where H is
hyperbolic. Let G —~ (Q,T) be a trace preserving action on a tracial von Neumann algebra (Q,T)
and M = Q x G. Let P < pMp be a von Neumann subalgebra which is amenable relative to
Q x ker(0). Let N = Mpamp(P)” and assume there is a von Neumann subalgebra R < N with the
relative property (T) such that R £am Q % ker(6). Then P <%, Q x ker(6).
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Proof. Let (ug)geq < % (M) and (vp)ner < % (L(H)) be the canonical unitaries. Following
[CIK13, Section 3], define A: M — M®L(H) by letting A(zuy) = 2uy,Qvs(g), for every z € Q and
g€ G. Write MRL(H) = M x H, where H acts trivially on M. Before proving the conclusion,
we recall the following fact proved in [CIK13, Proposition 3.4].

Fact 3.11. If S © ¢Mg is a von Neumann subalgebra such that A(S) < grm) MOL(E), for
some subgroup ¥ < H, then S < Q x §~1(%).

Assume by contradiction that the conclusion is false. Then [DHI16, Lemma 2.4(2)] provides a
nonzero projection z € N/ n pMp such that Pz € Q x ker(d). Since P is amenable relative to
Q % ker(d) we get that A(P) is amenable relative to A(Q x ker(d)) = Q®1 and thus to M® 1.
Since H is hyperbolic, applying [PV12, Theorem 1.4] to A(Pz) € MQL(H) gives that either 1)
A(Pz) < gL M®1 or 2) A(Nz) is amenable relative to M ®1 inside M@L(H).

If 1) holds, then Fact 3.11 gives that Pz <j; Q x ker(d), which is a contradiction. If 2) holds,
then there is a sequence 7, € L2(A(2){M®L(H), M@ 1A (2))®® such that [{-n,,7,>—7(-)| — 0,
<y mny —7()| = 0, and |yn, — nuyl2 — 0, for every y € A(Nz) (see Remark 3.1). Since R ¢ N
has the relative property (T), by [PopOlb, Proposition 4.7], so does A(Rz) < A(Nz). Hence,
there is a nonzero 1 € L2(A(2){MQL(H), M®1)A(2)) such that yn = ny, for every y € A(Rz).
Then ¢ = n*n € LYA(2)MQL(H), MR 1)A(z)) is nonzero and satisfies ¢ > 0 and y¢ = (y,
for every y € A(Rz). Let t > 0 such the spectral projection a = 1, ) (¢) of ¢ is nonzero. Then
a€A(Rz2) nA(z)MRL(H), M®1)A(z). As ta < ¢, we get that Tr(a) < Tr(¢)/t < 0. Theorem
3.2 implies that A(Rz) < g M ®1. Applying Fact 3.11 again, we get that R <y Q x ker(d),
a contradiction. O

4 W+*-superrigid groups with property (T)

The goal of this section is to prove Theorem 1.3. We begin with an informal outline the proof of
Theorem 1.3. For simplicity, let G € WR(A, B) be a property (T) group, where A is nontrivial
abelian and B is an ICC subgroup of a hyperbolic group. Denote M = L(G) and assume that
M = L(H), for some arbitrary group H. We denote by (ug)geq < L(G) and (vp)pey < L(H) the

canonical generating unitaries.

The proof of Theorem 1.3 is based on a deformation/rigidity strategy, which plays property
(T) against two key properties of wreath-like product groups that relate them to wreath product
groups. Namely, letting P = L(A®)), we have:

(i) The action G ~7 P = L(A4)® given by o, = Ad(uy) is a generalized Bernoulli action.
(ii) P < M is a Cartan subalgebra and R(P < M) is the orbit equivalence (OE) relation of the

Bernoulli action B — A\B, where A is the dual of A.

Specifically, rather than (ii), we use the following “transfer principle” implied by (ii). Let
N =LAwrB). f PP < D < M®M is a subalgebra, then R(P®P < D) is a subequivalence
relation of the OE relation of the product action B x B —~ AP x AB. So, there is subalgebra
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PRP < D ¢ NN such that the _inclusions PRP < D and PR®P < D have isomorphic
equivalence relations. In particular, if D is amenable, then D is amenable. The use of this transfer
principle is a main novelty of our approach.

Define the comultiplication A : M — M ® M by letting A(vy) = vy, Q®uvp, h € H [PV09]. In the
first part of the proof, following [Toal0, IPV10], we analyze A and show that D := A(P)n M M is
essentially unitarily conjugated to P ® P. Since A(P) is amenable and has large normalizer, using
Popa and Vaes’ structure theorem [PV12] for normalizers inside crossed products by hyperbolic
groups as in [CIK13] allows us to essentially show that A(P) ¢ P®P, after unitary conjugacy.
Next, as in [BV13], we use solidity results for generalized Bernoulli crossed products. Thus, applying
the above transfer principle to D and extending the solidity theorem of [CI08] (see Section 4.2), we
derive that D is amenable. Another application of [PV12] implies that D is essentially unitarily
conjugated to P ® P.

The second part of the proof is a “discretization argument”. By the first part, we may
assume that A(P) n M®M = P®P, after unitary conjugacy. In particular, the group
A(G) = (A(ug))geq normalizes P@P. Moreover, the resulting action of A(G) on PP de-
scends to a free action of A(B). A second application of our transfer principle gives a free action
of A(B) ~ B on AB » AB whose OE relation is contained in that of B x B —~ AB x AB_ Since
B has property (T), a generalization of a theorem from [Pop04] (see Section 4.1) allows us to
assume that A(B) € B x B, as groups of automorphisms of AB x AB. Consequently, A(G) “dis-
cretizes” modulo % (P®P): there are maps §1,02 : G —> G and w : G — % (P®P) such that

A(ug) = wy(ug, (g) @ us,(g)), for every g € G.

In the last part of the proof, we first use the symmetry and associativity properties of A to show
that we may take d; and J> to be the identity of G. In other words, we have A(ug) = wq(ug ® ug),
for every g € G. So far we have only used that B, but not G, has property (T). Another main
novelty of this paper is the way we use property (T) for G. We start by observing that as G has
property (T) and o is a generalized Bernoulli action by (i), Popa’s cocycle superrgidity theorem
[Pop05] implies that any 1-cocycle for o ® o is cohomologous to a character of G. Thus, since
(wg)gec is a 1-cocycle for o ® o, we can find a unitary w € P®P and a character p : G — T such
that wA(ug)w* = p(g)(ug ® uy), for every g € G. But then a general result from [IPV10] implies
the conclusion of Theorem 1.3.

4.1 Strong rigidity for orbit equivalence embeddings

Popa’s deformation rigidity /theory has been used to derive a number of powerful rigidity results for
von Neumann algebras associated to Bernoulli actions. To prove Theorem 1.3, we need to extend
two of such results from plain to generalized Bernoulli actions.

Let B —~ (X,u) = (YB,0P) be a Bernoulli action of a countable group B. In [Pop03], Popa
discovered his malleable deformation of the crossed product M = L*(X) x B. He used this in
[Pop03, Pop04] to prove a series of rigidity results under property (T) assumptions. In particular,
in [Pop04, Theorem 0.5], he obtained the following strong rigidity theorem for orbit equivalence
embeddings: if B is ICC and H —~ (X, u) is a free ergodic p.m.p. action of an ICC group H
admitting an infinite normal subgroup with the relative property (T) such that H -« < B - z, for

18



almost every x € X, then § o H o ! = B, for some 0 € [Z(B — X)].

In [Pop06b], Popa introduced his spectral gap rigidity principle and combined it with the
deformation/rigidity methods of [Pop03, Pop04] to prove solidity results for M. These methods
were combined with those of [Ioa06] in [CIO8] to prove the following relative solidity theorem:
Q' n M is amenable, for any diffuse subalgebra Q < L*(X).

In the proof of Theorem 1.3, we will need analogues of the above strong rigidity for OF embed-
dings and relative solidity results for the product action B x B —~ (X x X, u x u). To this end, we
use results from [IPV10] to extend these results to certain classes of generalized Bernoulli actions
which include the action B x B —~ (X x X, u x p). More generally, we treat measure preserving
actions C' —~ (Z T ol ) which are built over an action C' —~ J, i.e., such that the associated trace
preserving action C' —~ L*(Z)” is built over C —~ J in the sense of [KV15, Definition 2.5] (see
Example 3.3 (c)).

First, in this section, we extend [Pop04, Theorem 0.5] to a large class of generalized Bernoulli
actions. Although the next statement is ergodic-theoretic, as in [Pop04], its proof relies crucially
on the framework of von Neumann algebras.

Theorem 4.1. Let B be an ICC group and B —~* (X,pu) = (Y!,v!) be a measure preserving
action built over an action B —~ I, where (Y,v) is a probability space. Let B = B x Z/nZ and
(X, 0) = (X x Z/nZ, 1 x c), where n € N and ¢ is the counting measure of Z/nZ. Consider the
action B ~% (X, ]i) given by (g,a) - (z,b) = (¢ x,a + b).

Let D be a countable group with a normal subgroup Do such that the pair (D, Dy) has the
relative property (T). Let Xo X be a measurable, non-negligible set and D —~P (Xo, fijx,) be a

weakly mixing free measure preserving action such that D - x B- x, for almost every x € Xgy.
Assume that for every i € I, there is a sequence (hy,) < Dy such that for every s,t € B we have
L({z € Xo | hp - x € s(Stabp(i) x Z/nZ)t - x}) — 0, as m — o0.

Then there exist a subgroup By < B, a finite normal sybgrogp K < By, an isomorphism 6: D —
B1/K, a measurable set X1 ¢ X = X x {0} and 0 € [Z(B —~ X)] such that

(a) X1 is a fundamental domain for o g, i.e., X = | |pc (k) (X1),
(b) 0(Xo) = X1, so in particular i(Xo) = u(X1) = |[K|7' < 1, and

(c) 80 B(h) =~(6(h)) o0, for every h € D, where B1/K —~7 (X1, px,) is the action given by
{v(gK)z} = a(gK)x n Xy, for every g € By and z € X;.

Assume additionally that for every g € B\{1}, there is a sequence (ly,) = D such that fi({z €
Xo | lm -z €s(Cp(g) X Z/nZ)t-z}) — 0, as m — o, for all s,t € B. Then K = {1}.

Remark 4.2. The action By/K —7 (X1, jyx,) is isomorphic to the natural quotient action By/K —
(X/K, ), where [ is the push-forward of p through the quotient map X — X /K.

The proof of Theorem 4.1 relies on the following result which is a direct consequence of [IPV10].

Corollary 4.3 ([IPV10]). Let B be an ICC group, B —~ I be an action, (A,T) be a tracial von
Neumann algebra and B —~ (AL, 7) be a trace preserving action built over B —~ I. Let M = Al x B
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and (N, 7) be a tracial factor. Let @ < p(M®N)p be a von Neumann subalgebra with the relative
property (T) such that Q £ v g (A’ x Stabp(i))@N, for allic I. Let P = Nomaanp(Q)"

Then there exists v e MQN such that v:v = p and vPv* < L(B)®QN.

Proof. Assume that B —~ A’ is the generalized Bernoulli action associated to B —~ I. For F c I,
let A5 = (A7 x Stabp(F))@N. Let 4y = L(B)@N. Let pg € Z(P) be a nonzero projection.
Since Q ygu (A’ x Stabp(i))@N, for all i € I, and Qpy < po(ME®N)po has the relative
property (T), the proof of [IPV10, Theorem 4.2] shows that Qpg <man AF, for a finite, possibly
empty, set F < I. We claim that F = (J. Otherwise, if i € F, then Stabp(F) < Stabp(i)
and thus .#r < (A" x Stabp(i)) ® N, which would imply that Qpy < gar (A’ x Stabp(i)) N,
contradicting our assumption. Thus, F = ¢ and therefore Qpo <\ g Mg = L(B)®N. Further,
[IPV10, Lemma 4.1(1)] implies that Ppy < g L(B)®N. Since this holds for every nonzero
projection pg € Z(P) and B is ICC, repeating the beginning of the proof of [IPV10, Corollary 4.3]

gives the conclusion.

In general, when B —~ A’ is built over B — I, the above proof and results from [IPV10, Section
4] carry over verbatim to give the conclusion in this case. O

Proof of Theorem, j.1. Denote M = L®(X) x B, M = L®(X) x B and N’ = L*(X;) x D. Denote
by (ug)ge © M, (ﬁg)geg < M and (vp)pep © N the canonical unitaries. For h € D and g € B, let

Al ={zeXo|h 't z=g"' 2} Let pg = 1y, and consider the *-homomorphism 7: N'— po/qpo
given by 7(a) = a and 7(vp) = deé 1 91y, for every a € L*(Xp) and h € D. We view N as a

subalgebra of M by identifying it with 7(N). We identify M = MM, (C) and endow M with

the normalized trace ¥ = 7 @ n~1Tr.

We first claim that for every ¢ € I we have

~

L(Do) + 57 (L®(X) » Stabp(i)) ® M, (C) = L*(X) x (Stabp(i) x Z/nZ). (4.1)
Let i € I. Put By = Stabp(i) and By = By x Z/nZ. Let s,t € B and a,b € L°(X)
with |a], [o]| < 1. If h € Dg, then ELm(X)Xéo(aﬁsvhﬁtb) = a(des_léot_l &(s)(lAZ)ﬂsgt)b, thus

| Bpoe ()0 5y (@s0n ) |3 < X1 o1 (A7) = i({z € X | A" - € tBys - w}) Using this fact, the
hypothesis givesNa sequence (hm)Nc Dy such that HELQO()})XEO(aﬂsvhmﬂtb)Hg — 0. Since this holds
for every s,t € B and a,b e L*(X) with |a, b] < 1, we conclude that HELOO()Z)NEO(C”hmd)‘b — 0,
for every ¢,d € M, which proves (4.1).

Since (D, Dy) has the relative property (T), so does the inclusion L(Dy) < L(D) by [PopOlb,
Proposition 5.1]. As Dy <1 D is normal and B is ICC, using (4.1) and Corollary 4.3 we find a partial

~

isometry y € M such that yy* = po, p: = y*y € L(B) ®M,(C), and
y*L(D)y < p(L(B) @ Mn(C))p. (4.2)

Thus, the group of unitaries (y*vpy)pep © Z (p(L(B) ®M,,(C))p) normalizes y*L*(Xo)y <
pMp. Moreover, the action (Ad(y*vny))nep on y*L*(Xy)y is isomorphic to 8 and so is weakly
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mixing. By applying [IPV10, Theorem 6.1], whose conclusion holds with d = 1 as y*L*(Xp)y <
pMp is a maximal abelian subalgebra, we get that there exist

e a subgroup B; < B, a finite normal subgroup K < Bj, a character p: K — T such that the
associated projection pr = |K|™1 Y, j p(k)ur commutes with {uy | g € By},

e an isomorphism §: D — B /K,
e an «(Bj)-invariant projection g € L*(X), and

e a partial isometry v € L(B) ® M, 1(C) with vv* =p

such that w = 7(¢q)~"/?vq is a partial isometry satisfying ww* = p, w*w = pxq, w* (y*L°(Xo)y)w =
(L*(X)q)%px and we have that

w*(y opy)w = n(h)u(g(h)p;(q, for every h € D, (4.3)

where 8: D — B; and n: D — T are maps such that g(h)K = §(h), for every h € D.

We next claim that o p, is ergodic. Otherwise, we can find ¢ € I such that By n By < B; has
finite index, where By = Stabp(i), for some i € I (see [PV06, Proposition 2.3]). By (4.1) there is a
sequence (hy,) < D such that |Ey,g)ygwm, c)(@vh,,b)|2 — 0, for all a,b € M. Since By n By < By
has finite index, we get | £y g, gm, () (aVh,,0)[2 — 0, for all a,b € M. On the other hand, (4.3)
implies that | Ey, 5, g, ) (W* (Y vry)w)|2 = n_l/QHEL(BI)(qu)HQ = ( for every h € D. This gives
a contradiction.

Since «p, is ergodic, we further derive that ¢ = 1 and thus w = v. Let z = yv. Then 2 is a
partial isometry such that zz* = pg, 22 = px, 2*L*(X()z = L®(X) X p and z*vz = n(h)us(h)p[(,
for every h e D.

Let X; < X be a fundamental domain for g and put p; = 1x,. Then ¢ = |K|1/2pr1 is
a partial isometry such that tt* = pg,t*t = p; and L®(X)®px = tL®(X1)t*. Hence & = 2t is
a partial isometry such that £§* = po, £*¢ = p1 and §*L*(X)§ = L(X1). Thus, we can find
0 € [#(B —~ X)] such that 6(Xo) = X; and £*a& = a o 67!, for every a € L®(Xy). Moreover,
t*ugprt = D e P(E)D1ugkp1, for every g € By. This implies that

& vp€ = n(h) Z p(k;)plu(g(h)kpl, for every h € D. (4.4)
keK

If h e D, then Ad(¢*vp€)(a) = aofoB(h)"tof L for every a € L®(X1). On the other hand, using
(4.4) it is easy to see that Ad(¢*v,€)(a) = aoy(5(h))~L, for every a € L®(X;). We thus conclude
that 6 o 5(h) = v(d(h)) o @, for every h € D, as claimed.

To prove the moreover assertion, assume that K = {1} and let g € K\{1}. Let (l,,) < D be a
sequence such that Ji({z € Xo | lm -z € s(Cp(g) x Z/nZ)t-z}) — 0, as m — o, for all s,t € B. Asin
the proof of (4.1) it follows that L(D) 4 ; L(Cp(g)) ® M,(C). Since the set {hgh™' |he Bi} c K
is finite, By n Cp(g) < By has finite index, so L(D) « g L(B1) ® M, (C). This contradicts the fact
that z*L(D)z < L(B1)pk. O
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We end this section by showing that the weakly mixing condition from Theorem 4.1 is auto-
matically satisfied after passing to an ergodic component of a finite index subgroup.

Lemma 4.4 ([Pop04]). Assume the setting of Theorem j.1. Then there exists a finite index sub-
group S < D and a B(S)-invariant non-null measurable set Y < X¢ such that p(8(h)(Y)nY) =0,
for every h e D\S, and the restriction of B|s to Y is weakly mizing.

The proof follows from an argument Popa (see the proofs of [Pop04, Lemma 4.5], [Vae06,
Theorem 9.1] and [Ioal0, Theorem 8.2]). For completeness, we reproduce the argument here.

Proof. Assume the notations from the proof of Theorem 4.1. In particular, we recall that y € M
is a partial isometry such that yy* = po = 1x, and y*y = p. Moreover, by (4.2), we have
y*L(D)y < p(L(B)®M,(C))p. Let Py = L*(Xy) be the #-algebra of f € L*(X() such that the
linear span of {S(h)(f) | f € D} is finite dimensional. Let P < L*(Xy) be the von Neumann
algebra generated by Py.

Let f € Py and denote by H the linear span of {8(h)(f)|h € D}. Then, v,f = B(h)(f)vy €
Huy, for every h € D. This implies that L(D)f < HL(D) and thus (y*L(D)y)(y*fy) <
(y*Hy)(y*L(D)y). Since H is finite dimensional, by using (4.1) and (4.2) and applying [PVO06,
Propositions 6.14 and 6.15] we get that y*fy € p(L(B) ® M, (C))p. Thus, we get that y*Py
p(L(B)®M,(C))p and so P < L*(Xy) n y(L(B)®M,(C))y*.

This easily implies that P is completely atomic. Let Y < X be a non-null measurable set such
that 1y is a minimal projection of P. Let S < D be the subgroup of h € D such that S(h)(Y) =Y.
Then S has finite index in D and i(B8(h)(Y) nY) = 0, for every h € D\S. If f € L¥(Y) is such
that the linear span of {8(h)(f) | h € S} is finite dimensional, then f € P and hence f € Cly. This
shows that the restriction of f|g to Y is weakly mixing. O

4.2 Solidity results for generalized Bernoulli crossed products

The second ingredient needed in the proof of Theorem 1.3 is the following relative solidity result
which generalizes [CI08, Theorem 2].

Theorem 4.5. Letm € N. For1 < j <m, let B; — I; be an action such that Stabp, (i) is amenable
for every i € I;. Let also (Aj,T) be an abelian tracial von Neumann algebra, B; — (.Aﬁj,T) be a
trace preserving action built over B; —~ I; and put M, = .AJI-j X Bj. Denote A = ®j:1AJI-j and
M = @[ M;. Let Q < pAp be a von Neumann subalgebra. Assume that Q £ ®j:kAJI»j, for
every 1 <k <m.

Then Q' n pMp is amenable.

To prove Theorem 4.5 we rely on a corollary of [IPV10, Theorem 4.2 and Corollary 4.3]:

Corollary 4.6 ([IPV10]). Let B —~ I be an action such that Stabp (i) is amenable for every i€ I.
Let (A, 7) be an abelian tracial von Neumann algebra and B —~° (A, 7) be a trace preserving action
built over B —~ I. Denote M = Al x B and let (N, T) be a tracial von Neumann algebra. Let
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Q c p(AT®N)p be a von Neumann subalgebra such that Q' N p(M@N)p is strongly nonamenable
relative to 1lQN inside MRN .

Then Q <AI®N 1@/\/

Proof. Let P = Ny mgap(Q)”. As P contains Q' np(M @ N)p, it is strongly nonamenable relative
to I®N. Let i € I. Since A is abelian and Stabp(i) is amenable, A’ x Stabp(i) is amenable and
thus (A! x Stabp(i)) @ A is amenable relative to 1®N. By [OP07, Proposition 2.4] we derive that

P is strongly nonamenable relative to (A! x Stabp(i)) @ NV. In particular, using [DHI16, Lemmas
2.4 and 2.6], we get that P £ g (A’ x Stabp(i)) QN

Assume that o is the generalized Bernoulli action associated to B —~ I. Then the proof of
[IPV10, Corollary 4.3] shows that (x) 7(u*(6, ®id)(u)) = 6, for all u € % (Q), for some p € (0,1)
and 0 > 0, where (60,),e(0,1) is the tensor length deformation of M. Using (), the proof of [IPV10,
Theorem 4.2] shows that (a) Q < gar (A7 x Stabp(F))®N, for a finite nonempty set F < I, or
(b) @ <pmn L(B)®N. Since Q = AT®N, (a) implies that (c) Q < g AT ®N, for a finite
nonempty set 7 < I, and (b) implies that (d) @ < 1ga 1®N. If (d) holds, then we have the
desired conclusion. Otherwise, if (c) holds but (d) fails, then arguing as in the proof of [IPV10,

Theorem 4.2] (first paragraph of page 250) shows that P < g (A’ x Stabp(i)) ® N, for some
1 € I, which gives a contradiction.

In general, assume that o is built over B —~ I. Let A = A « L(Z). Define the action B —~° Al
built over B — I whose restriction to A’ is o and whose restriction to L(Z)! is the generalized
Bernoulli_action associated to B —~ I. Let M = A’ x B. We claim that the M-bimodule
H = L2(M) © L3(M) is weakly contained in the coarse M-bimodule, L2(M) ® L2(M). Assuming
the claim, the proof of [IPV10, Corollary 4.3] shows that (%) holds. Then the above proof extends
verbatim from generalized Bernoulli actions to actions built over B —~ I to give the conclusion.

To justity the claim, let u be the canonical generating unitary of L(Z). Let V be the set of unit
vectors £ € A of the form & = u™aju" ---ax_1u™, where ny,--- ,n, € Z\{0} and ay,--- ,a5_1 €
ASCI. Let U be the set of n € AT of the form n = (@ZGF fi) ® (@ieI\F 1), where F' < [ is finite
nonempty and (&;)ier < V. Then for all a,be A!, g, h € B we have

{augnbup,m) = (G4 (MN")T(E4nF wstaby (1) (atg)bun).

This implies that the M-bimodule MnM is a subbimodule of (M, e 4nr ysab, () ®m K, where
K is the M-bimodule associated to the unital completely positive map on M given by auy, +—
7(3y(n)n*)au,. Since A is abelian and Stabg(F) is amenable, A"\ x Stabp(F) is amenable and
thus MnM is weakly contained in the coarse M-bimodule. Since H is isomorphic to an M-
subbimodule of @, o, MnM, the claim follows. O

Proof of Theorem /.5. Assume that R = Q' n pMp is not amenable. For 1 < k < m, let /Tk =
®j=kA§j and My, = ® j—pM;. Then the algebras (My)i<r<m are in a commuting square position

and we have nj’ ;M) = C1. By [PV11, Proposition 2.7], there is 1 < k < m such that R is
not amenable relative to My. Using [DHI16, Lemma 2.6(2)] we find a nonzero projection py €
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Z (R npMp) € Z(R) such that Rpy = (Qpo)’ N poMpy is strongly nonamenable relative to M.
By applying Corollary 4.6 we deduce that Q < M.

On the other hand, since Q ¥4 .,Zl\k, we can find a sequence of unitaries u,, € % (Q) such that
HEﬁk (a*upb)|2 — 0, for all a,be A. We claim that

*
¥ n Y Y * *
HEMk(:E Uny)ll2 — 0, for all x,y e M (4.5)

To prove (4.5), we may assume that z,y € My and moreover that x = augy,y = buy, for some
a,be Ai’“ and g, h € By. Then since u, € Q@ < A, for all n € N, we have

IE &1, (@ uny)ll2 = 09,0 E 7, (a*unb)l2 = 04,1 [E 5, (a*unb)|2 — 0.

This proves (4.5), which contradicts that Q <y M, and finishes the proof. O]

In the proof of Theorem 1.3 we will in fact need the following corollary of Theorem 4.5.

Corollary 4.7. Let m € N. For 1 < j < m, let G; € WR(A;,B; —~ I;), where A; is an
abelian group and B; — I an action such that Stabp, (i) is amenable for every i € I; and {i €
Ij | g-i =i} is infinite for every g € Bj\{1}. Define G = @J_,G; and A = ;”ZlAglj). Let
Q < p(L(G) @M, (C))p be a von Neumann subalgebra such that Q <3 o) L(A)®M,,(C) and

L(G) ®Mn(
Q +1y3 . (c) L@k A7) BML(C), for all 1 < k < m.
Then Q' N p(L(G) ®M,,(C))p is amenable.

Corollary 4.7 is obtained by combining Theorem 4.5 with the following “transfer” lemma.

Lemma 4.8. Let A be a normal abelian subgroup of a countable group G. Assume that {aga™' | a €
A} is infinite, for every g € G\A. Consider the action of G/A on A by conjugation: g-a = gag—*',
for every g € G/A and a € A, where e: G — G/A denotes the quotient homomorphism and g € G is
any element such that £(g) = g. Define the semidirect product group H = AxG/A. Let Q < pL(A)p

be a von Neumann subalgebra.
If @' n pL(H)p is amenable, then Q" n pL(G)p is amenable.

Proof. Denote M = L(G), N = L(H) and P = L(A). Identify P = L®(X, ) and consider the
associated measure preserving action G/A —~ (X, u), where X denotes the dual of A endowed with
its Haar measure p. Since {aga™' | a € A} is infinite, for every g € G\A, we get that P is a Cartan
subalgebra of M. Moreover, Z(P < M) can be identified with Z = Z(G/A —~ X). Thus, we get
that M = L.(Z%), for a 2-cocycle c € H*(#,T). We endow # with the usual Borel measure [i given
by i(T) = §x {y € X | (z,y) € T}| du(x), for every Borel subset T < Z.

We continue by repeating part of the proof of [CI08, Proposition 6]. Let Xy < X be a measurable
set such that p = 1x,. Endow Xy with the probability measure ,u(Xo)_l,u| X, Since @ < pPp
is a von Neumann subalgebra, there are a standard probability space (Z,p) and a measurable,
measure preserving onto map m: Xo — Z such that we have Q = {fon | f € L®(Z, p)}. Since
pPp < Q' n pMp, [Dye63, Proposition 6.1] implies that pPp is a Cartan subalgebra of Q' n pMp.
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By [FM77a, Theorem 1], we can find a subequivalence relation . of Z|X¢ := Z n (X x Xo) such
that Q' N pMp = Lg(.¥), where d € H*(., T) denotes the restriction of ¢ to .7,

We claim that . = {(z1,22) € Z|Xo | 7(x1) = w(x2)}, fi-almost everywhere. To see this, let
€ [#|Xo]. Then ¢ € [.] if and only if u, € Lg(.¥), that is, if and only if u, commutes with Q.
The latter is equivalent to having for every f € L*(Z,p) that f(n(¢(x))) = f(n(x))), for almost
every © € Xo. Thus, ¢ € [.] if and only if 7(¢(x)) = 7(z), for almost every = € Xy, which proves
our claim.

Finally, note that A/ = L(Z) and arguing as in the previous paragraph shows that Q" N pN'p =
L(.). If L(¥Y) is amenable, by Connes-Feldman-Weiss’ theorem [CEFW81] we get that .¥ is an
amenable and thus hyperfinite equivalence relation. This gives that Q" n pMp = Ly(¥) is a
hyperfinite and thus amenable von Neumann algebra. O

Proof of Corollary 4.7. Using a standard argument, whose proof we leave to the reader, the con-
clusion reduces to the following claim: if Q@ < pL(A)p is a von Neumann subalgebra such that

Q {L(a) L(G—)j:kAé.Ij)), for every 1 < k < m, then Q' n pL(G)p is amenable.

Let @ < pL(A)p be a von Neumann subalgebra such that Q £, 4 L((—Bj:kAg-Ij)), for every
1 < k < m. Consider the conjugation action of B = G/A on A and define H = A x B. For
1 < j < m, consider the conjugation action of B; = j/A§-Ij) on Ag-lj). By Remark 3.5 the
associated trace preserving action B; — L(Ag-fj )) is built over B; — I;. Since H = (—B;.”:l(A;Ij ) % Bj)
we have L(H) = 77]-”:1(L(A§.Ij)) x Bj). Since Stabp, (i) is amenable, for all i € I; and 1 < j <k,
by applying Theorem 4.5 we get that Q" n pL(H )p is amenable.

Next, let g = (g1, ,9m) € G\A. Then g; € Gj\Ag-Ij), for some 1 < j <m. If ¢;: G; — B is
the quotient homomorphism, then e;(g;) = 1, hence {i € I | €;(g;) - i = i} is infinite. This implies
that {bg;b=! | be Aglj)} is infinite. Thus, {aga~! | @ € A} is infinite. Since this holds for every
g € G\A, we can apply Lemma 4.8 to deduce that Q' n pL(G)p is amenable, as claimed. O

4.3 Proof of Theorem 1.3

In preparation for the proof of Theorem 1.3, we introduce some notation and record three useful
facts. Let A be a nontrivial abelian group, B a nontrivial ICC subgroup of a hyperbolic group and
B —~ I an action with Stabpg(i) is amenable, for every i € I. Let G € WR(A, B —~ I) be a property
(T) group. Denote M = L(G) and assume that M! = L(H), for a countable group H and ¢t > 0.
Let Ag: L(H) — L(H)®L(H) be the comultiplication given by Ag(v,) = v, ® vy, for every
h € H. Let n be the smallest integer such that n > ¢t. Denote .# = M MM, (C). Then A,
can be amplified to a unital *-homomorphism A: M — p.#p, where p € .4 is a projection with
(T®7T®Tr)(p) =t.
Remark 4.9. Assume that ¢t € N, so that n =¢, p=1and L(H) = M" = M®M,,(C). For further
reference, we make explicit the construction of A in terms of Ag. To this end, let ¢: # @M, (C) —
MM, (C)® MM, (C) = L(H)®L(H) be the *-isomorphism given by ¢¥(a®b®c®d) = a®@c®
b®d, for every a,b e M and ¢,d € M, (C). Let U e MM, (C) ® M @M, (C) be a unitary such
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that Ag(Ipm @) = U(1 4 @x)U*, for every x € M, (C). Then ¢~ 1o Ad(U*) o Ag: MM, (C) —
M @M, (C) is a unital *-homomorphism which leaves 1®M,,(C) fixed, so it can be written as
A ® Id, where A: M — _# is the desired unital *-homomorphism that amplifies Ag. Thus, we
conclude

Ao =Ad(U) oo (A®Id) (4.6)

In the proof of Theorem 1.3, we will combine (4.6) with the symmetry and associativity properties
of Ag: VoAg = Apand (Ag®Id) o Ag = (Id ® Ag) o Ay, where V is the flip automorphism of
L(H)®L(H) given by V(z ®y) = y ® z, for every =,y € L(H).

Lemma 4.10 ([IPV10]). Let A: M — p#p be as defined above. Then the following hold:

(a) A(Q) ¥4 MRLRIM,(C) and A(Q) ¥ LOMM,,(C), for any diffuse von Neumann
subalgebra Q < M.

(b) AM) ¥ MRL(Go) ®M,,(C) and A(M) «_» L(Go) @M @M, (C), for any infinite index
subgroup Gog < G.

(c) If H < L2(p#p) is a A(M)-sub-bimodule which is right finitely generated, then we have
H < LA (A(M)).

Proof. (a) This part is [[PV10, Proposition 7.2(1)].

(b) If AM) <y MRL(Gy) ®M,,(C), for a subgroup Gy < G, then the proof of [IPV10,
Proposition 7.2(2)] shows that M < L(Gp) and so Gy < G has finite index. Similarly, A(M) < 4
L(Gy) ® M ®M,,(C) also implies that Gy < G has finite index.

(c) Since G is ICC, Cg(g9) < G has infinite index and thus M 4y L(Cg(g)), for every
g € G\{e}. The conclusion then follows from [IPV10, Proposition 7.2(3)]. O

In the proof of Theorem 1.3 we will also need the fact that the set {i € I | b-i = ¢} is infinite,
for every b € B\{1}. This more generally holds if B is acylindrically hyperbolic:

Lemma 4.11. Let B be an ICC group acting on a set I. Then the following hold:

(a) Assume that B is acylindrically hyperbolic and Stabpg(i) is amenable, for every i € I. Then,
for every non-trivial b € B, the set {i € I | b-i # i} is infinite.

(b) Assume that B -i is infinite, for every € I. Let A be a group. Then every G € WR(A,B —~ I)
1s 1CC.

Proof. (a) Suppose that the set {i € I | b-i 5 i} is finite for some b € B. Let N denote the minimal
normal subgroup of B containing b. The subgroup N is generated by the set X = {¢t~'bt | t € B}.
For every finite subset F' < X, the subgroup (F') stabilizes all but finitely many elements of I. Since
acylindrically hyperbolic groups are non-amenable, I must be infinite. In particular, the subgroup
(F') stabilizes at least one element of I and hence it is amenable. This implies that N is amenable
being the union of amenable groups. By [Osil6, Corollary 8.1 (a)], the amenable radical of every
acylindrically hyperbolic group is finite. Since B is ICC, N must be trivial. Thus, b = 1.
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(b) Let G € WR(A,B —~ I), for some group A, and denote by € : G — B the quotient
homomorphism. Let g € G\{1}. We treat two cases. First, assume that £(g) = 1. Since B is
ICC, we get that {e(hgh™") | h e G} = {bs(g)b~' | b e B} is infinite, and thus the conjugacy class
{hgh~' | h € G} is infinite. Second, assume that £(g) = 1, i.e., g € AUN\{1}. Ifa = (a;)ie; € AD\{1}
we denote by supp(a) = {i € I | a; = 1} the support of a. Let i € supp(g). If j € B - i, then we can
write j = e(h)-i, for some h € G. Since supp(hgh™!) = e(h)-supp(g), we get that j € supp(hgh™1).
Thus, B -i < upegsupp(hgh™). Since B -i is infinite, we conclude that the conjugacy class
{hgh™' | h € G} is infinite as well. This finishes the proof. O

Proof of Theorem 1.3. Let w: G — B be the quotient homomorphism. For g € B, fix g € G with
7(g) = g. Let K be a hyperbolic group containing B and denote still by 7 the homomorphism
m: G — K. Let D,(C) ¢ M,(C) be the subalgebra of diagonal matrices. For 1 < i < n, let
e; = 1y € Dyp(C). Denote

P=L(AY), 2 =PRPRD,(C) and Q= A(P) np.p.

The proof is divided into six steps.
Step 1. Q <%, P.

Proof. We first prove that A(P) <%, &2. Write 4 = (M®1QM,(C)) x G, using the trivial
action of G. As ker(r) = AUY), we have (M®1®M,(C)) x ker(r) = M®P®M,,(C). Since
A(P) is amenable, A(M) < A}, 4,(A(P))" has property (T) and A(M) ., MISPRIM,(C)
by Lemma 4.10 (b), from Theorem 3.10 we derive that A(P) <%, M@P @M, (C). Similarly,
A(P) <, PRM®M,(C). Combining these facts with [DHI16, Lemma 2.8(2)] gives that
A(P) <®, PP M, (C), which proves our claim.

Next, we have that A(P) €., PR1®M,(C) and A(P) £, 1®P XM, (C) by Lemma 4.10
(a). Since the action B —~ I has amenable stabilizers, {i € I | b-i = i} is infinite, for every b € B\{1},
by Lemma 4.11 (a). Thus, using that A(P) <°, &, Corollary 4.7 implies that Q is amenable.

Finally, since Q is amenable and A(M) < A, 4,(Q)”, repeating the first paragraph of the proof
with Q instead of A(P) completes the proof of this step. O

As & < # is a Cartan subalgebra, by combining Step 1 with Lemma 3.7, after replacing A
with Ad(u) o A, for some u € % (.#'), we may assume that p € & and

A(P) c Ppc Q. (4.7)

If g € B, then A(uj) normalizes A(P) and thus Q. Denote o, = Ad(A(ug)) € Aut(Q).
1

Since gh(gh) = € ker(m) = AY), we have A(ua)A(u};)A(ugﬁb)* € A(P), for every g,h € B. Since

A(P) ¢ Z(Q), 0 = (0g)gen defines an action of B on Q which leaves A(P) invariant. Since the

restriction of o to A(P) is conjugate to an action B — L(A)! built over B —~ I (see Remark 3.5),
it is free and weakly mixing. This fact can be strengthened as follows.

Step 2. The action B ~7 Q is weakly mixing.
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Proof. This claim is a consequence of Step 3 in the proof of [IPV10, Theorem 8.2], which we
recall for completeness. Let H < L2(Q) be a finite dimensional o(B)-invariant subspace. Let
K < L2(p.#p) be the | - |2-closure of the linear span of HA(M). Since H and A(P) commute,
we get that A(P)K = K. If g € B, then A(ug)H = HA(ug) and so A(ug)lC = K. Since G =
{ag | a € AY) g € B}, K is a left A(M)-module. Thus, K is a A(M)-bimodule which is right
finitely generated as # is finite dimensional. Lemma 4.10 (c) gives that K < L?(A(M)), hence
H < L2(A(M)). Since H commutes with A(P), we have H = L2(A(P)). As the restriction of ¢ to
A(P) is weakly mixing, we conclude that H < Cp, as claimed. O

Steps 1 and 2 imply that Q is a type Iy algebra, for some k € N. Using (4.7), the beginning
of the proof of Lemma 3.8 shows that there is a decomposition @ = 2°(Q) ® M (C) such that
Pp = Z(Q)®D(C). Therefore, (Q); < ¥ (Pp)1ay, for some zy,--- a5, € Q. Moreover, by
Lemma 3.8 there is an action § = (84)4ep of B on Q such that

e for every g € B we have that 8, = 040 Ad(wy) = Ad(A(ug)wy), for some wy € % (Q),
e Ppis B(B)-invariant and the restriction of 8 to Pp is free, and

e the minimal projections pi,- - ,pr of 1@Dy(C) = Pp are 5(B)-invariant and the restriction
of 8 to Pp; is weakly mixing, for every 1 < i < k.

Our next goal is to apply Theorem 4.1. Let (Y,v) be the dual of A with its Haar measure.
Let (X, p) = (YI x Y1 0! x 1) and (X, i) = (X x Z/nZ, pu x c), where ¢ is the counting measure
of Z/nZ. Identify P = L®(Y!) and 2 = L®(X). Consider the action B —~2 (Y1 17) given by
ao(9) = Ad(ug), for all g € B. By Remark 3.5, g is conjugate to an action built over B —~ I. Let
B x B ~“ (X, 1) be given by (g1, 92) - (w1, 22) = (g1 - 21,92 - 22), for all g1, g0 € B and x1,20 € Y.
Let B x B x Z/nZ —~% (X,]i) be the action given by (g,a) - (z,b) = (g-z,a +b). Let Xo ¢ X
be a measurable set such that p = 1x,. Since #p = L*(Xy) is B(B)-invariant, we get a measure
preserving action B —~# (X, 1) x,)-

Since the restriction of to Zp is implemented by unitaries in p.#p and we have that Z(& <
M) =R(B x B xZ/nZ ~* X), we deduce that

B(B) -z c &(B x B x Z/nZ) -z, for almost every x € Xj. (4.8)

In order to apply Theorem 4.1 to (4.8), we first establish the following claim:

Step 3. Let By < B be an infinite index subgroup. Then there is a sequence (h,,) < B
such that for every s,t € B we have fi({x € Xo | B, (x) € &(sBot x B x Z/nZ)(x)}) — 0 and
a({z € Xo | B, (z) € &(B x sBot x Z/nZ)(x)}) — 0.

Proof. Let Go = m~!(Bp). Then Gy < G is an infinite index subgroup. Since A(ug)geq is a group
of unitaries generating A(M), using Lemma 4.10(b) and Theorem 3.2 we can find a sequence

(km) < G such that for every x,y € .# we have

IEm@L(Go) @M. ©) (@A (ug,,)y) |2 — 0 and | By ) g mem, ) (T2 (uk,,)y) |2 — 0. (4.9)
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We will show that h,, = w(k,) € B satisfy the assertion of the claim. Since k;lll{;n €
AU and wy,, € #%(Q), we get that A(ug=)wn,, € Aluk, )% (Q). Thus, Auz~)wp,, €
Zle A(ug,, )(Pp)1x;, for every m € N. As P is regular in . and contained in M @ L(Gy) ® M, (C)
and L(Go) @ M®M,(C), (4.9) implies that for every x,y € A4

| E e Lico) @) (TA U= )wn, y)2 = 0, [ By @ mem, ) (@A (), y) 2 = 0. (4.10)

On the other hand, we have that 8, = Ad(A(u;~)ws,, ) and (g1, g2) = Ad(u(g g)), for every
(91, 92) € B x B. These facts imply that fi({x € X | Bh (z) € a(sBot x B x Z/nZ)(x)}) is equal to
IEL Gy g M, ) (Ui @ 1@ 1) A(us—)wh,, (Wl ®1® 1))|3. Since by (4.10) the last term converges
to 0, as m — o0, this proves the first assertion of Step 3. The second assertion follows similarly. [

Next, o is conjugate to an action B x B —~ (Y7, /) built over B x B —~ J = I x {1,2}
given by (g1,92) - (4,7) = (g - ,7). Thus, Stabpxp(j) is equal to either By x B or B x By, where
By = Stabp(i). Note that since By is amenable and B is nonamenable, the inclusion By < B has
infinite index. Since B is ICC, for every g € (B x B)\{(1, 1)}, there is an infinite index subgroup
Bl < B such that CBXB( ) c B x B1 or CBXB(g) c B1 x B.

Fix 1 <i < k. Let X; < Xo be a §(B)-invariant measurable set such that p; = 1x,. Since
Bx, is free, Weakly mixing and B has property (T), equation (4.8), the previous paragraph and
Step 3 show that the conditions of the moreover assertion of Theorem 4.1 are satisfied by j|x, and
. Thus, Theorem 4.1 implies that Ji(X;) = 1 and there are 6; € [Z(B x B x Z/nZ —~% X)] and
an injective homomorphism &; = (g;1,6,2): B — B x B such that 6;(X;) = X x {i} = X and
0; 0 B(h)|x, = a(ei(h)) o U x,, for every h e B.

Let u; € A 4(2) such that u;au = ao 9;1, for every a € &. Then u;p;uf = 1®1®e; and the
last relation implies that we can find (¢; 4)nep © % (P ® P) such that

wi A (up )wppiu; = Ci,hU(E - ® e;, for every h € B. (4.11)

(h), 51 2(
Step 4. €; is conjugate to ¢;, for every 1 <1i,j < k.

Proof. We claim that By = £;1(B) has finite index in B. If this is false, then Gy = 7~ 1(By) has
infinite index in G. On the other hand, (4.11) gives that A(M) < 4 L(Go) ® M @M., (C), which
contradicts Lemma 4.10 (b). Similarly, we get that ¢; 2(B) < B has finite index.

Let 1 <i,j < k. Since p;, p; € Q are equivalent projections (as they are minimal projections of
1®D(C) € Q = Z(Q)®M(C)) then p; = zp;z*, for some z € % (Q). As A(uj)wy, € ?/(p//lp)
normalizes Q, we get that z, = Ad(A(uj)wp)(z) € Z(Q). Then A(u;)wpp; = A( 7 wnzpiz® =
2pA(up )wppiz*. Using (4.11) we get that

St Ty eyathy) © € = A (up Jwnpss
= uj(2nA(up )wppiz™)u;
= w;(zn(u] (Gipu MOEH0) ®€Z)ul) *)uj,for every h e B.
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For h € B, denote (¢, = uj(zh(u;“(ghu(el Verali) ® €;)u;)z*)uj. For a subset F' < B x B,

denote by Pp the orthogonal projection from LQ(//Z ) onto the | - [2-closure of the linear span
of {(zuy) ®y) | # € PAP,g € (m x 7)1 (F),y € M,(C)}. Since 2, € Z(Q) < Zle(ﬁ)lxi,
P < PRPOM,(C) and (;, € Z(P®P), by using that PP < MM is a Cartan subalgebra
and approximating w;, u;, 2 in | - |2, we find a finite set F' = B x B such that Pg. )r ((h) =0,
for every h € B. Since (j, € % (P®P), the last displayed equation implies that ¢;(h) € Fe;(h)F,
for every h € B. If g € B\{e}, then as B is ICC and ¢;1(B),¢;2(B) have finite index in B,
the sets {e;1(h)gei1(h)™' | h € B} and {e;2(h)gei2(h)™! | h € B} are infinite. Thus, the set
{e;(h)gei(h)~1 | h € B} is infinite, for every g € (B x B)\{(e,e)}. By [BV13, Lemma 7.1] we derive
the existence of g € B x B such that ¢;(h) = ge;(h)g~!, for every h € B. This finishes the proof of
Step 4. O

Step 4 thus gives a homomorphism § = (§1,02): B — B x B such that for every 1 < i < k, there
is g; € B x B satistying &;(h) = g;6(h)g; ', for every h € B. After replacing 6; with a( 9; ) 0 0;, we
may assume that ¢; = 9, for any 1 < i < k Hence, (4.11) rewrites as

wi A(ug )wppiu; = Ci’h“(m,m) ®e;, for every 1 <i < k and h € B. (4.12)

Let u = Zle u;p; and e = Zle e;. Then wu is a partial isometry with uu* = 1® 1 ® e, u*u = p,
uZpu* = Z2(1R1®e). If ¢, = Zle Gh®e e (P(1®1®e)), then (4.12) gives

ul (ug )wpu™ = Cp(u U ®e), for every h e G. (4.13)

In particular, t = (T®T®Tr)(p) = Tr(e) =k, andson=t =k, e=1and p=1®1®1. Thus,
after replacing A with Ad(u) o A, we have that ¢, € &2 and (4.13) rewrites as

A(ug)wn Ch( .520) ® 1), for every h € B. (4.14)
Step 5. Q< PRP M, (C).

Proof. Since (A(ug)wn)nep © % (M) normalizes Q and ((p)nep = % (&), (4.14) implies that
(u UG 5 ) ® 1)pep normalizes Q. Since & < Q and (Q); < Zle(@)lxi, to prove the claim it
suffices to argue that for all x,y e MM and z€ (MR M) S (PR®P) we have

— P P * . . —5
HEP®7>($u(51(hm),52(hm))zu(él(hm),éz(hm))y) |2 — 0.

To prove this, we may assume that z = uq,y = up, 2 = ug, for a,b,g € G x G with g ¢
(AB) x AB)). Write (m x 7)(a) = (a1,a2), (7 x 7)(b) = (b1, bo), (7 x 7)(9) = (g1,92). Since
(91,92) = (e, e), we have that g = e or gy = e.

Suppose that g = e. For h € B, denote s, = |[Epgp(zu G5 (m g(h\))y)HQ If s, =0,

for every h € B, the assertion follows. Otherwise, if s, = 0 for h € B, then a161(h)g101(h)~'b; = e.
This is because Epgp(U(k, ky)) = 0, for some (k1, k2) € G x G, if and only if (kq, k2) € AB) x AB)
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and if and only if 7(k1) = w(k2) = e. In particular, there is | € B such that ajlgil~'b; = e.
Moreover, if sp,,, = 0 for some m € N, then &1 (hm)g101(hm) ™" = a7 by = lg1l~" and therefore
61(hm) € 1By, where By = Cp(g1). Let Gy = 77 1(Bp). In combination with (4.14), we get that
Alug=)wn,, € (u;@ 1@ 1)(L(Go) ® MMy (C)), for any such m € N. Since g1 = e and B is ICC,
By < B and thus Gy < G has infinite index. Thus, (4.10) implies that {m € N | s;,,, = 0} is finite,

proving that s, — 0. Similarly, assuming that g2 = e also implies that s, — 0. O

Next, Step 5 implies that wp, € PP XM, (C), for every h € B. Thus, if we denote n, =

ChAd(u(mh\),ngh\)) ®1)(wj), then n, € PP @M, (C) and

A(uz) = nh(um ®u¢§fh\) ® 1), for every h € B. (4.15)

Step 6. We may assume that §; = d9 = Idp.

Proof. The proof is an adaptation of Step 5 in the proof of [[PV10, Theorem 8.2]. We first argue
that we may assume that 6; = . Using (4.6) and (4.15), for every h € B we get that

AQ(UE ® 1) = U@D(A(Uﬁ) ® 1)U* = Uiﬂ(nh X 1)(11,51’(?) ®R1R U,m X l)U*. (4.16)
Since V o Ay = Ay, denoting V = U*V(U) and Vj, = (¢(n, ® 1)*VV (¢ (n, ® 1)), we have

Vh(um ®1 ®um X 1) = (um ®1 ®u(§zh\) ® l)V, for every h € B. (4.17)

For Fy, F; c B finite, let Hp, p, be the | - ||2-closed linear span of
{ugl X x1 ®u92 X x9 ‘ g1 € 7T_1(F1>,g2 € 7T_1(F2),x1,1‘2 € Mn((C)}

and Pp, jz, be the orthogonal projection from L*(M®M,(C)@ MM, (C)) onto Hp, r,. Let
Fi,F, < T be finite sets such that |V — Pp g, (V)|2 < 1/2. Since n, € PP QOM,(C) we
get that ¢(n, ® 1),((¥(ny, ® 1)) € POM,(C)@P XM, (C), for every h € B. Since Hp, g, is
a POM,(C) ®P ®M,(C)-bimodule, we further derive that |V}, — Pr, g, (Vi)|l2 < 1/2, for every
h € B. In combination with (4.17), for every h € B we get that

<PF1,F2(Vh)(Um ®1 ®um ) 1), (UW ®1 ®UW () 1)PF17F2(V)> > 0.

Note that (uz; ®1®ug 1) HE, Fy (ua®1®uh§®1) = Hg,Fih1,goFaha» fOT €Very g1, g2, hi, ho € B.
Moreover, if F1 n G = &, then Pp, g, Pg, g, = 0. Thus, we get that F1d2(h) n 61(h)F1 = &, for
every h € B. Since B is ICC and 01(B) < B has finite index, it follows that there exists g € B
such that dy(h) = gé1(h)g~?, for every h € B (see [BV13, Lemma 7.1]). Thus, after replacing A by
Ad(1®u; ®1) o A and 7, by Ad(1®@u; @ 1)(nn) € POP @M, (C), we may assume that d; = da.
Put § = 61 = 9.

To argue that § is inner, define X1, X!, Xy, X} € @izl(/\/l ®M,,(C)), for h € B, as follows:
X1 = (U®1®1)*(A @ Id)(U)*, X} = (Ao ®1d)(Uh(nn @ 1)Ut (15 ®1)) ® 1@ 1), Xo =
(1®10U)*(1d®A)(U)*, and X} — (1@ o) (Uth(m ® 1)(1® 1® Uth(nsy ®1)).
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Then for every h € B we have that

(Ao ®Id)Ag(u; ®1) = X,i(u(;@) ® 1@ ;55 ® 1® usg; ®1)X) and

(Id® Ag)Ag(u; ®1) = X?L(um\) ® 1® s ® L ® s ® 1) Xo.

Since (Ag®Id) oAy = (Id®Ap) 0 Ay, by adapting the above argument we can find F' < B finite
such that F§(5(h)) nd(h)F = &, for every g € B. Since 6(B) < B has finite index and B is ICC,
this implies that there is g € B such that d(h) = ghg~!, for every h € B (see [BV13, Lemma 7.1]).
Thus, after replacing A by Ad(u; ® u; ® 1) o A and n;, by Ad(u; ® uj @ 1)(nn) € PP @M, (C),
we may assume that 61 = §o = Idp, that is

A(ugz) = np(up @ uz ® 1), for every h e B. (4.18)
This finishes the proof of Step 6. O

To finish the proof of Theorem 1.3, let g € G. Let h = w(g) € B and a = gh~' e AD. Then
Alug) = Aua)A(ug) = Aua)nn(up @ uz ®@1) = A(ug)nn(ta @ uq @ 1)* (ug @ ug @ 1). Thus, if we
denote wy = A(ta)nh(te ® uq ® 1)*, then wy € % (PP @M, (C)) and

A(ug) = wg(ug @ ug ® 1), for every g € G. (4.19)

Consider the action G ~" P®P given by v, = Ad(ug®uy), for g € G. Lemma 3.4 implies that
7 is conjugate to an action G~ (Y, v”/) built over G —~ J = I x{1,2} given by g-(i,j) = (7(g)-i, ),
for every g € G and (i,7) € J. Since the action G —~ J has infinite orbits, « is weakly mixing.
Moreover, (4.19) gives that wg, = wy(vy ® Id)(wy), for every g,h € G. Therefore, (wy)geq is a
1-cocycle for v ® Id, with Id the trivial action on M, (C).

Since G has property (T), Theorem 3.6 gives u € Z (P®P @M, (C)) and a homomorphism
&: G — %,(C) such that wy = v*(1®1®&,) (v, ®Id)(u), for every g € G. Thus, after replacing A
by Ad(u) o A, (4.19) rewrites as

Aug) = ug @ ug ® &y, for every g € G. (4.20)

Let .4 be the von Neumann algebra generated by {uy @ ug ® z | g € G,z € M,(C)}. Then
AM) c & < AM)M,(C). By Lemma 4.10 (¢), A = A(M), so I®Q1Q®M,(C) < A(M). In
combination with (4.20), this implies that n = 1 and hence ¢ = 1. Also, &, € T and

Aug) = &g(ug ® ugy), for every g € G. (4.21)

Moreover, there is Q € Z (M ® M) so that Ag = Ad(R2) o A. By (4.21), Q(ug ® ug)Q* € Ag(M),
for every g € G. Since G is ICC, the unitary representation (Ad(ug))gec of G on L*(M)© Cl is
weakly mixing. By applying [IPV10, Lemma 3.4] we conclude that there are w € % (M) and an

isomorphism p: G — H such that uy = {gwv,,w*, for every g € G. O
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