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ABSTRACT

Dialogue systems have become a popular research medium as recent advances in task-oriented and open-domain

systems combined with deep learning technologies have increased the potential for practical applications across

many disciplines. One such vein of applications involves multi-modal dialogue systems deployed in interactive

spaces that seek to provide an immersive experience for participants. This project proposes a combination of

spatial awareness with a multi-modal, immersive dialogue system as a potential interactive medium to provide

an additional layer of immersion. The system employs an array of audio/visual sensors that track participants

within the interactive space. It responds contextually depending on the application and information domain, for

example, by displaying and sonifying conversational agents at accurate spatial locations. The current application

of this system involves Mandarin language learning, in which the system will act as both a learning medium

and conversation augmentation system to provide students with an immersive environment to learn a language

and provide real-time feedback during the learning process. This project aims to provide insight into interactive

spaces for education and general conversation applications and demonstrate the capabilities of combining spatial

awareness with a multi-modal dialogue system.
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1 INTRODUCTION

Virtual reality systems found its place in education and training scenarios, with studies finding significant ben-

efits over traditional learning methods [26, 20, 14, 19, 15, 23]. A remaining problem for long-term training

is the effect of cybersickness when using head-mounted displays [21, 34]. A recent study showed that even

when watching a 3D movie, about 55% of the viewers complain about the side effects [30]. As an alternative

approach, Rensselaer developed, erected, and operates two large-scale collaborative, immersive cognitive labora-

tories with panorama screens, the CRAIVE-Lab [5, 3, 28] and the EMPAC Panorama Screen system [4, 12, 11].

We define collaborative, immersive cognitive systems as environments where:

1. groups of humans can communicate naturally with each other without obstruction from wearable devices

(collaborative),

2. groups of people are embedded in a panoramic display with surround sound capabilities (immersive),

3. users can draw from intelligent computing capabilities (cognitive systems).



Both labs can serve as classrooms providing access up to 49 students while avoiding cybersickness. The

CRAIVE-Lab has a useable floor space of 12 × 10 sqm (Fig. 1); the Panorama Screen has a diameter of

12 m. The labs provide a new form of embodied learning, one where the learned material no longer needs

to be scaled to the real world because situated learning is very similar to the real world experience. One no

longer needs to recall what was written in the textbook for what to say to the Chinese customs officer because

one learned the appropriated phrases in an immersive, human-scale environment talking to a life-size interactive

avatar presented on screen [11].

The theories of embodied cognition suggest that people naturally construct and utilize environmental cues to

help them reason and lower cognitive workload [1, 9, 16]. An important feature of working in an immersive

system is the affordance of using body movements and gestures that are intuitive to communicate and perform

tasks and therefore leave the interface transparent. For example, the user can ªgrabº and ªdragº new information

and ªthrow awayº irrelevant items. In contrast, most existing computer-based learning systems require the users

to sit in front of a computer and use a keyboard and mouse to interact. The users’ body movements are generic

for operating a computer and have nothing to do with their tasks. Immersive cognitive systems thus can allow

users to interact with the digital environment in a similar way as they interact with the physical world. By

turning the meaningless hand movements of mouse click and pulling down a drop-down menu into something

consistent with the operation’s effects, we expect immersive cognitive systems to be more engaging and natural

to use.

This paper describes a method of using a dialogue system with an immersive educational environment to

facilitate interactions between students and automated services, for example, a tutor avatar that teaches a student

vocabulary. The immersive dialogue system for educational use should possess the following components: (i)

A dialogue system that receives input from the user, decides on a response, and sends the response to the

appropriate visual and audio output systems, (ii) Audio and visual hardware to receive input from participants

and output their respective responses, (iii) A database/third-party resource to draw answers from regarding the

domain(s) of interest, (iv) A spatial tracking system to identify where participants are in the space and identify

individual participants, and (v) A visual avatar system that is displayed to the participants.

Figure 1. CAD model of the CRAIVE-Lab (usable floor area: 12×10 sqm).



2 IMMERSIVE SYSTEM INFRASTRUCTURE

This project was developed in the Collaborative-Research Augmented Immersive Virtual Environment Laboratory

(CRAIVE-Lab) at Rensselaer Polytechnic Institute ± [6]. The lab addresses the need for a specialized virtual-

reality (VR) system for the study and enabling of communication-driven tasks with groups of users immersed in

a high-fidelity multi-modal environment located in the same physical space (Fig. 2). It is therefore ideal for the

integration of a dialog system. For the visual domain, an eight-projector front-projection display to (re)create

scenes on a seamless screen has been created. A DMX-controlled lighting system can tune the color and

intensity of the interior light, which illuminates the participants without much spill to the screen area. For the

acoustic domain, a 134-loudspeaker-channel system has been designed and installed for Wave Field Synthesis

(WFS) with the support of Higher-Order-Ambisonic (HoA) sound projection to render inhomogeneous acoustic

fields. The screen material is micro-perforated to minimize acoustical reflections. An intelligent position-tracking

system estimates current user locations and head orientations as well as positioning data for other objects. For

the tracking system, a hybrid visual/acoustic sensor system is being used to emulate the humans’ ability to

extract robust information by relying simultaneously on different modalities. A network of six cameras has

been installed in CRAIVE-Lab as well as a time-of-flight sensor array using six Microsoft Kinects. A 16-

channel spherical ambisonic microphone with additional peripheral microphones is used for acoustical tracking

± see Fig. 2.

Figure 2. Audio system of the CRAIVE-Lab, from left to right: Audio rack, loudspeaker system, spherical

microphones.

The CRAIVE-Lab hosts several projects including the Mandarin Project [10], which aims to teach students

Chinese language in an immersive way. Several scenes have been developed for the project including the

restaurant scene shown in Fig. 3.



Figure 3. Scene from the Mandarin Project Class. The restaurant environment was created using Unity.

3 SPATIAL TRACKING

In order to localize participants, an acoustic tracking system has been developed and implemented into the

CRAIVE-Lab [25, 24]. The audio tracking system uses a 16-channel spherical microphone array in conjunction

with a sparse iterative beamforming algorithm to enable low-latency estimation of acoustical sound sources at a

low computational cost. Our Sparse Iterative Search (SIS) method starts out by analyzing the whole spherical

area with equal-area grid size. The algorithm computes the received energy in each area and contracts the

analyzed area and grid size based on the received energy. Using an iterative approach, the algorithm zones into

the energy-emitting sound sources with high accuracy due to the small grid size. Incorporating conditions based

on temporal smoothing and diffuse energy estimation further refines this process. This way, the algorithm can

track up to four simultaneous static or moving sound sources.

Figure 4. Localization errors for different audio tracking algorithms as a function of reverberation time ±

from [24].

The system was successfully tested against existing algorithms, including Coarse-to-Fine Region Contrac-

tion (CFRC), Eigenbeam Estimation of Signal Parameters with Rotationally Invariant Techniques (EB-ESPRIT),



Pseudo-intensity Vector (PIV), Sparse Iterative Search (SIS), Stochastic Region Contraction (SRC), and Steered

Response (SRP). The Sparse Iterative Search (SIS) method maintains an average localization error of about 8◦

at 2 seconds of reverberation time (T60), while all other methods showed errors of more than 12◦, typically at

a much higher computational cost ± see Fig. 5 and [24].

Figure 5. Architecture of the integrated audio-visual tracking/speech isolation system ± from [24].

The audio tracking system has been integrated with a time-of-flight sensor-based tracking system as shown

in Fig. 5. The hybrid tracking system received input from the spherical microphone (label: “HOA ARRAY

DATA”) using the higher-order ambisonics (HoA) format and six time-of-flight (ToA) sensors (Microsoft Kinect),

see label: “TOF ARRAY DATA”. The acoustic data is then processed through the previously described Sparse

Iterative Search (SIS) method ± see box “ACOUSTIC SOURCE LOCALIZATION.” The time-of-flight sensor

data is analyzed using a Gaussian mixture model with background subtraction [33, 2, 27, 29, 18] ± see box

“ESTIMATION OF SUBJECT POSITION.” Given that the ToF data is processed using a Cartesian Coordinate

system and the HoA data using a polar coordinate system, a transformation has to be applied to bring both data

sets into the same coordinate system ± see box “COORDINATE TRANSFORM.” Here, it is also noteworthy

that the angles of the acoustic source signal can be much better determined than the distance of the source

from the spherical microphone. The additional ToF data partially resolve the distance uncertainty. Alternatively,

one could also use a second HoA array to triangulate the sound source. Detected utterances are assigned to

the estimated location of the sound source (box: “SPEECH ACTIVITY DATA ASSOCIATION”) and both can be

used used to steer a beamformer (box: “BEAMFORMING”). For details see [25].

Using this multi-modal approach, the participants can be tracked optimally. When a participant is talking, we

can identify the source of the utterance and assign this utterance to the visually tracked object. We can continue

to track the participants when moving in quiet. By tracking participants acoustically, the tracking process is also

less susceptible to difficult lighting conditions, although the latter can be adjusted automatically using a DMX

lighting system. Under certain conditions, the participants benefit from a dark interior, for example, when being

presented with a movie or panoramic photography/videography.

4 DIALOGUE SYSTEM

4.1 Background

Dialogue systems involve human-computer conversations with at least one human and one computer system.

The applications of dialogue systems are ubiquitous, such as personal assistants available on smartphones such

as Google Assistant and Siri, non-player characters in video games, customer service bots that handle frequently

asked questions, and chatbots that employ machine learning to hold casual conversations. All of these systems

fundamentally use either or a combination of pre-defined choices and Natural Language Understanding as inputs

and employ a dialogue logic system to determine the best course of action in responding. Using their application

as a basis, dialogue systems can be categorized into two groups: task-oriented and non-task-oriented systems

[8].

Task-oriented systems, akin to their name, aim to assist users with a task of some sort, whether that be

booking travel tickets or finding products. These systems focus on a goal or set of goals to accomplish by the



end of the conversation and may have additional mitigation to minimize off-topic conversation and task failure.

These systems typically consist of Natural Language Understanding (NLU), dialogue state tracking, policy learn-

ing, and Natural Language Generation (NLG). In a nutshell, each component ± respectively ± is responsible for

parsing inputs, predicting the user’s goal, generating the best system action, and finally responding with natural

language generation ± e.g., see [8].

Non-tasked-oriented systems, on the other hand, focus on conversing on open domains where the conversa-

tion is steered by the human(s) interacting with the system. To accomplish open-domain discussion, non-tasked-

oriented systems use a retrieval-based, generative, or hybrid approach to dialogue responses [31]. Retrieval-

based systems can employ more intelligent and fluent responses [17], while generative systems allow for more

context-aware responses that are not part of the original corpus [32].

4.2 Dialogue System Architecture

The immersive dialogue system consists of a three-step process that handles visual and audio inputs and outputs

separately but uses both to provide the most amount of context needed to best respond in the current dialogue.

First, the systems uses a speech-to-text system, gesture/body language interpreter, and tracking system to handle

inputs, processes the inputs in the dialogue engine. Second, working with the game engine in tandem, the dia-

logue engine gathers information from third-party sources and an internal database and decides on a combined

audio/visual response. Finally, the response is carried out through the avatar system and text-to-speech output.

The design of the immersive dialogue system builds upon the work done by Divekar et al. [13] for the initial

prototypes for the Mandarin Project by using the core architecture and extends its functionality to include au-

ditory spatial tracking enhancements in addition to a virtual human avatar that can act as both the subject of a

conversation and an assistant to group conversations.

Figure 6 shows the dialogue system design for the immersive dialogue agent that also includes an avatar

for visual representation. See also Fig. 7, which shows students interacting within a garden scenario in the

Mandarin Project where they can talk to agents to participate in various activities, such as one that will teach

basic Tai chi (white-clothed avatar pictured to the right).
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Figure 6. Dialogue System Architecture.

Visual and audio components are utilized as described in the Immersive System Infrastructure and Spatial

Tracking sections to track participants as they use the system. The additional functionality of agent gaze can

be implemented as a standalone application using cameras that also takes in inputs from the visual and audio



tracking system, displays an image of an agent, and adjusts the agent’s gaze to look towards the head of the

active participant. Identifying the active speaker requires both a visual identification in the installation space

along with the participant currently or most recently speaking.

A primarily task-oriented system was decided upon as the basis for the dialogue system due to its intended

purpose of acting as an assistant to language learning and foreign-language dialogue. The unpredictable and

demanding nature of multi-user interactions with real-world conversations also proposes a unique challenge for

a multi-modal system, which makes the inherently unpredictable nature of generative dialogue systems less

suitable for this application. Furthermore, there are currently no standardized designs nor testing procedures

for comparison ± as such, determining the effectiveness renders generative-leaning models too unpredictable for

evaluating initial user feedback to a system intended to educate or assist.

Figure 7. Students interacting with the Mandarin dialogue system.

5 DISCUSSION & OUTLOOK

The current application of the immersive system with the Mandarin Project demonstrates the potential reach

and impact through enabling potential content creation by such a system. A successful pilot program has been

conducted using the space to supplement an undergraduate Chinese class held at Rensselaer Polytechnic Institute

[10]. Both student feedback and learning performance were notably positive, which shows promising results for

immersive educational content. Future work for the project aims to integrate the Mandarin Project as a formal

addition to the Chinese curriculum at Rensselaer with expanded content covering more topics and interactable

scenarios.

Additional future work will focus on a practical demo involving a game of “I Spy” where participants will

locate objects or points of interest in an environment by responding in Mandarin and/or pointing at an item.

The demo will employ additional spatial tracking features to enhance immersion while playing the game by

building upon the panoramic imagery system from Chatbot et al. [7]. In addition, an investigation will be done

on incorporating the additional features of the new spatial tracking system into the dialogue, as adding multi-

modal components has been demonstrated to improve generative-based dialogue systems. In this context, Liao

et al. combined image data with text in the fashion domain and found their hybrid model outperformed other

state-of-the-art models [22].



The potential for other applications outside of the education sector cannot be understated either, as potential

use cases such as remote monitoring and collaboration for business applications or site experiences for tourism

can exploit the spatial awareness and group engagement the immersive system allows. In contrast to virtual

reality, the immersive system can also allow for a safer alternative for those experiencing motion sickness as

there is less disconnect between the person and visual feedback from the system.
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