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Abstract

We revisit the problem of recovering a low-rank
positive semidefinite matrix from rank-one pro-
jections using tools from optimal transport. More
specifically, we show that a variational formu-
lation of this problem is equivalent to comput-
ing a Wasserstein barycenter. In turn, this new
perspective enables the development of new ge-
ometric first-order methods with strong conver-
gence guarantees in Bures-Wasserstein distance.
Experiments on simulated data demonstrate the
advantages of our new methodology over exist-
ing methods.

1 INTRODUCTION

Recovering a low-rank matrix is a fundamental primitive
across many settings, such as matrix completion [Fazel,
2002, Candès and Recht, 2009, Candès and Tao, 2010],
phase retrieval [Candès et al., 2015], principal component
analysis [Pearson, 1901, Hotelling, 1933], robust subspace
recovery [Lerman and Maunu, 2018], and robust principal
component analysis [Chandrasekaran et al., 2009, Candès
et al., 2011, Xu et al., 2010]. This line of work can be
understood as a generalization of the classical compressed
sensing question [Donoho, 2006, Candès et al., 2006],
where the goal is the recovery of a sparse vector. Indeed,
the sparse vector recovery problem can be cast as a low-
rank recovery problem over diagonal matrices. In all of
these settings, the assumption of a low-rank structure is
essential for efficient estimation and optimization in high-
dimensional settings.

While the above applications all aim at recovering
a low-rank matrix S, the observational—a.k.a sensing—
mechanism that governs access to S comes in many decli-
nations. For the purpose of applications, it is often suffi-
cient to focus on linear measurements of the form hS,Ai
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for some given sensing matrix A. This setup covers a wide
variety of applications ranging from covariance sketch-
ing [Chen et al., 2015] and low-rank matrix completion
[Candès and Plan, 2010, Recht et al., 2010] to phase re-
trieval [Fienup, 1978, Candès et al., 2013, 2015] and quan-
tum state tomography [Gross et al., 2010]. Due to the flexi-
bility of this formulation, new solutions to this problem can
have many practical implications.

In this paper, we focus on a specific instantiation
of this problem, where the measurement matrix A =
xx> is rank-one and positive semidefinite (PSD), so that
hxx>

,Si = x>Sx. This important case of the low-rank
matrix recovery problem has received significant attention
over the past few decade [Cai and Zhang, 2015, Chen et al.,
2015, Sanghavi et al., 2017, Li et al., 2019].

Assume that we observe a sample

yi = x>
i Sxi , i = 1, . . . , n (1.1)

where S 2 Rd⇥d is an unknown rank r PSD matrix and
x1, . . . ,xn are i.i.d from some distribution. Our goal is to
recover or estimate S from the pairs (yi,xi), i = 1, . . . , n.
Throughout, we denote by Sd

+ the set of d⇥d PSD matrices
and Sd

++ is the set of positive definite (PD) matrices.

Finding a low-rank matrix S subject to constraints (1.1)
is a semidefinite program (SDP) that can be implemented
in polynomial time using general-purpose solvers. Fur-
thermore, the specific structure of this SDP may be lever-
aged to derive faster algorithms. Such solutions include the
Burer-Monteiro approach to solving semidefinite programs
[Burer and Monteiro, 2003] or nonconvex gradient descent
methods for low-rank programs [Sanghavi et al., 2017]. Of-
ten, these approaches result in nonconvex optimization pro-
grams for which theoretical results are limited.

In this work, we take a principled approach to solv-
ing this problem by eliciting convexity using a specific
geometry on the the space of PSD matrices. More pre-
cisely, we employ the Bures-Wasserstein (hereafter BW)
geometry, which comes independently from optimal trans-
port and quantum information theory [Bures, 1969, Bhatia
et al., 2019]. This geometry allows us to solve the original
problem by computing a BW barycenter [Agueh and Car-
lier, 2011, Álvarez-Esteban et al., 2016, Chewi et al., 2020,
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Altschuler et al., 2021]. In turn, we employ geodesic gradi-
ent descent on the BW manifold to compute said barycen-
ter. We propose both full gradient and stochastic gradient
based methods that are guaranteed to efficiently recover a
low-rank matrix. These methods have low computational
cost (per iteration complexity of O(ndr) for gradient de-
scent and O(dr) for stochastic gradient descent), have min-
imal parameter tuning, are easily implemented, and show
excellent practical performance. We demonstrate an ex-
ample application of phase retrieval in Figure 1. In this
set-up, BWgradient descent (BWGD) recovers the image
faster than Wirtinger Flow (WF) [Candès et al., 2015], and
BWGD needs no parameter tuning.

Figure 1: Recovered images after 140 iterations of
Wirtinger Flow [Candès et al., 2015] and BWGD (our
method). BWGD recovers a much sharper image within
the same number of iterations; note that the iteration com-
plexity of both methods is the same.

Main contributions. The main results of this paper are:

1. We prove that a barycenter of a certain distribution of
rank-one Gaussians exactly recovers the target low-
rank matrix S.

2. With this connection, we give novel geodesic gradient
descent and stochastic geodesic gradient descent algo-
rithms for solving the low-rank PSD matrix recovery
problem using existing first-order algorithms for com-
puting BW barycenters.

3. Existing first-order algorithms for computing BW
barycenters are only guaranteed to work for full rank
distributions. Since our method considers barycenters
of rank-one PSD matrices, we develop new theory and
give a guarantee of local linear convergence in BW dis-
tance for the gradient descent method. We also discuss
initialization of our method.

4. We demonstrate the competitive edge of our algo-
rithms in a few experimental settings.

Related Work. Many methods have been proposed to
solve variants of the matrix recovery problem. Original
ideas for this problem trace back to linear systems theory,
low-rank matrix completion, low-dimensional Euclidean
embeddings, and image compression [Recht et al., 2010].

We focus here on rank-one projections of positive
semidefinite matrices as in (1.1). This setup is either specif-
ically considered or a special case of a large number of
works including [Candès et al., 2015, Cai and Zhang, 2015,
Chen et al., 2015, Zhong et al., 2015, Wang and Giannakis,
2016, Wang et al., 2017, Sanghavi et al., 2017, Li et al.,
2019]. These methods can be clustered into two families.
The first one aims at minimizing convex relaxations of an
energy functional that often based on the nuclear norm [Cai
and Zhang, 2015, Chen et al., 2015]. Such convex pro-
grams can be solved via standard solvers. Another fam-
ily of methods directly implement the low-rank constraint
into a nonconvex constraint [Li et al., 2019] thus manipu-
lating candidate matrices with smaller representations and
thereby boosting computational efficiency; see Chi et al.
[2019] for an overview of such algorithms. The special
case where S has rank one corresponds to the classical
phase retrieval problem and has received much attention
with dedicated algorithms [Fienup, 1978, Candès et al.,
2015, Wang and Giannakis, 2016, Wang et al., 2017, Chi
et al., 2019].

Note that the methods introduced in the present paper
can be readily extended to the covariance recovery prob-
lem framed in Cai and Zhang [2015], and that is similar to
estimation in a random effects model. Under this model,
rather than (1.1), we observe yi = hxi,wii + ✏i, where
wi ⇠ N(0,S), where N(0,S) is the centered Gaussian
distribution on Rd with PSD covariance matrix S. The goal
here is to recover the covariance matrix S of the weight
vectors from observations of (yi,xi), i = 1, . . . , n. This
problem has natural connections to mixture of regressions
models as well [De Veaux, 1989, Yi et al., 2014, Zhong
et al., 2016, Sedghi et al., 2016].

In terms of the complexity of various methods, solving
the semidefinite program using off-the-shelf solvers takes
O(nd2 + d

3) complexity. Gradient descent on PSD ma-
trices (see the initialization phase in [Tu et al., 2016]) can
solve this with per-iteration complexity O(nd2), and one
can prove linear convergence under certain assumptions.
The most directly comparable methods are nonconvex gra-
dient descent [Li et al., 2019], which have per-iteration
complexity O(ndr) and utilize a Burer-Monteiro factor-
ization [Burer and Monteiro, 2003]. As we will see, our
method also has per-iteration complexity of O(ndr).

Finally, we mention several works dedicated to the
computation of the nonconvex Wasserstein barycenter
problem [Agueh and Carlier, 2011, Álvarez-Esteban et al.,
2016, Zemel and Panaretos, 2019, Chewi et al., 2020,
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Altschuler et al., 2021]. No theoretical study in these works
allows for rank deficiency.

Notation. Bold capital letters denote matrices while bold
lower-case letters denote vectors. The Hilbert-Schmidt in-
ner product is h·, ·i, and h·, ·i�⌃ = h·, ·i⌃ is the Riemannian
metric associated to the (fixed-rank) BW manifold at ⌃.
Their corresponding norms are written as k · k and k · k⌃,
respectively. The orthogonal projection onto the column
span of ⌃ is P⌃ = P Sp(⌃). Similarly, P?

⌃ is the pro-
jection onto null-space of ⌃ (orthogonal complement of
Sp(⌃)). The Dirac distribution at a point x denoted by �x.

Outline. We begin by outlining our approach to matrix
recovery in Section 2. We then give the main theoretical
results for our approach in Section 3. After this, we give
experiments demonstrating these advantages in Section 4,
and discuss the limitations of our work in Section 5.

2 THE BURES-WASSERSTEIN
BARYCENTER APPROACH

Recall that we aim at find the rank r matrix S 2 Sd
+

given the observations (1.1). We will use the notation
yi = A(S)i = hxix>

i ,Si, i = 1, . . . , n. To recover a low-
rank matrix S from these measurements, most past work
has focused on some form of energy minimization. For ex-
ample, some works have looked at convex nuclear norm
minimization methods. Cai and Zhang [2015] and Chen
et al. [2015] concurrently developed a nuclear norm mini-
mization procedure that solves

min
⌃2Sd

+, A(⌃)=y
Tr(⌃), (2.1)

where y = [y1, . . . , yn]> and A(⌃) =
[A(⌃)1, . . . ,A(⌃)n]>. One can directly solve the
semidefinite program using standard convex optimization
packages. A Lagrangian formulation of (2.1) yields the
energy 1

2kA(⌃) � yk22 + �Tr(⌃), which can also be
minimized using a variety of methods.

In the following, we lay out our approach to the low-
rank matrix recovery problem, which focuses on a new
energy minimization procedure. In Section 2.1 we dis-
cuss the common nonconvex approaches to matrix recov-
ery and outline our novel optimization program. Then, in
Section 2.2, we discuss the BW barycenter problem, and
show how it recovers solutions to the energy minimization
we propose. After this, in Section 2.3 we outline the first-
order algorithms for computing BW barycenters. We finish
in Section 2.4 by discussing a regularization procedure that
allows one to estimate higher rank proxies, from which it
is possible to recover S.

2.1 Nonconvex Approaches for Matrix Recovery

Suppose that we know an upper bound for the rank of the
underlying matrix S. We could utilize this information in
a nonconvex optimization program such as

min
⌃2Sd

+, rank(⌃)r

1

2n
kA(⌃)� yk22. (2.2)

Without the rank restriction (i.e., r = d) this problem is
in fact convex. For any fixed r  d, we can parameterize
the rank r matrices in Sd

+ by UU>, for U 2 Rd⇥r, which
is now commonly referred to as Burer-Monteiro factoriza-
tion [Burer and Monteiro, 2003]. We thus define the set
of PSD matrices of rank at most r using this factorization:
Sd,r
+ := {⌃ 2 Sd

+ : ⌃ = UU>
, U 2 Rd⇥r}. With

this parametrization, the matrix recovery problem in (2.2)
is equivalent to

min
U2Rd⇥r

1

2
kA(UU>)� yk22. (2.3)

While past work has focused on these least squares for-
mulations, there have not been many modifications of this
energy. We propose the following modifications to the en-
ergies (2.2) and (2.3):

min
⌃2Sd

+, rank(⌃)r

1

2n
k
p

A(⌃)�p
yk22 (2.4)

= min
U2Rd⇥r

1

2n
k
q

A(UU>)�p
yk22, (2.5)

where the square root is taken componentwise. As we
demonstrate in the following sections, this problem has a
natural solution as a BW barycenter.

2.2 The Bures-Wasserstein Barycenter Problem

To explain the connection of (2.4) to BW barycenters, we
will first explain how BW space arises from the perspective
of optimal transport [Villani, 2009]. Let P2(Rd) be the set
of all measures on Rd with finite second moment. The 2-
Wasserstein distance between measures µ and ⌫ 2 P2(Rd)
is defined by

W
2
2 (µ, ⌫) = inf

⇡2⇧(µ,⌫)
E(x,y)⇠⇡kx� yk22, (2.6)

where ⇧(µ, ⌫) denotes the set of all couplings between µ

and ⌫ (i.e., the set of all joint distributions on Rd ⇥Rd with
marginals µ and ⌫). The 2-Wasserstein distance defines
a metric over P2(Rd), and the resulting geodesic metric
space is referred to as 2-Wasserstein space.

Let N(Rd) denote the set of Gaussian distributions on
Rd, and N0(Rd) be the set of centered Gaussian distri-
butions. Both are geodesically weakly convex subsets
of 2-Wasserstein space, meaning there always exist 2-
Wasserstein geodesics between points in these sets that are
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contained within these sets. Letting N(0,⌃) 2 N0(Rd)
denote the Gaussian distribution on Rd with mean zero and
covariance matrix ⌃ 2 Sd

+, the 2-Wasserstein distance be-
tween N(0,⌃0) and N(0,⌃1) 2 N0(Rd) has the explicit
form

W
2
2 (N(0,⌃0), N(0,⌃1)) (2.7)

= Tr
⇥
⌃0 +⌃1 � 2(⌃1/2

0 ⌃1⌃
1/2
0 )1/2

⇤
.

Notice that this is purely a function of the covariance matri-
ces, and so the Wasserstein distance induces a distance met-
ric on PSD matrices called the Bures-Wasserstein distance
[Bhatia et al., 2019]. To refer to this distance over PSD ma-
trices rather than the Gaussian distributions, we will write

dBW(⌃0,⌃1) = W2(N(0,⌃0), N(0,⌃1)). (2.8)

More than just giving the set of PSD matrices a distance
metric, this identification endows Sd

+ with a natural Rie-
mannian structure that it inherits from (N0(Rd),W2).

The barycenter problem seeks to generalize the notion
of averages to non-Euclidean spaces. In the 2-Wasserstein
barycenter problem, one seeks a solution to

min
b2P2(Rd)

1

2
Eµ⇠QW

2
2 (µ, b), (2.9)

where Q is a distribution over P2(Rd) with finite second
moment, which we write as Q 2 P2(P2(Rd)). When Q is
supported on Gaussians, the minimum is achieved on Gaus-
sians [Knott and Smith, 1994, Agueh and Carlier, 2011,
Álvarez-Esteban et al., 2016]. For N0(Rd), due to the iden-
tification in (2.7), this is equivalent to the Fréchet mean of
PSD matrices on the BW manifold. Without loss of gen-
erality, if Q is supported on mean zero Gaussians, we will
therefore think of Q as a distribution over PSD matrices.

We finally arrive at the connection between low-rank
PSD matrix recovery and BW barycenters. The following
proposition connects the barycenter problem (2.9) when
Q = Qn = 1

n

Pn
i=1 �N(0,yixix>

i ) to our new low-rank ma-
trix recovery program (2.4), provided that 1

n

Pn
i=1 xix>

i =
I . This proposition indicates that we can recover the matrix
S by solving a Wasserstein barycenter problem.
Proposition 1. If 1

n

P
i xix>

i = I , then

argmin
⌃2Sd

+

1

2n
k
p
A(⌃)�p

yk22 (2.10)

= argmin
⌃2Sd

+

1

2n

nX

i=1

d
2
BW(⌃, yixix

>
i ).

To make this result practical, we cannot assume in gen-
eral that 1

n

P
i xixi = I . If we instead encounter a case

where 1
n

Pn
i=1 xix>

i = Cn, where Cn is the PD sam-
ple covariance matrix of the vectors x1, . . . ,xn, then the

transformation xi 7! C�1/2
n xi outputs vectors with iden-

tity covariance (i.e., 1
n

Pn
i=1 C

�1/2
n xix>

i C
�1/2
n = I). We

are able use this fact to recover the matrix S, as we show
in the following proposition.
Proposition 2. Let Cn = 1

n

Pn
i=1 xix>

i 2 Sd
++. Then

argmin
⌃2Sd

+

1

2n
k
q
A(C�1/2

n ⌃C�1/2
n )�p

yk22 (2.11)

= argmin
⌃2Sd

+

1

2n

nX

i=1

d
2
BW(⌃, yiC

�1/2
n xix

>
i C

�1/2
n ),

and C1/2
n SC1/2

n is a solution to both problems.

Notice that one can recover S from C1/2
n SC1/2

n as
S = C�1/2

n C1/2
n SC1/2

n C�1/2
n . Thus, in the sample

setting where Cn is not exactly the identity and assum-
ing we can solve the barycenter problem, we envision a
two stage procedure: 1) recover the barycenter ⌃n of
y1C

�1/2
n x1x>

1 C
�1/2
n , . . . , ynC

�1/2
n xnx>

nC
�1/2
n , and 2)

transform the barycenter by C�1/2
n ⌃nC

�1/2
n to find S.

The whitening step can be efficiently computed since
we can use any linear transformation L�1 such that
L�1 1

n

Pn
i=1 xix>

i L
�1> = I . For example, with the

Cholesky factorization Cn = LL>, we can solve the equa-
tions Lzi = xi for zi, and these satisfy 1

n

P
i ziz>

i = I .
Remark 3. The assumption that Cn is full rank can be
relaxed by using the pseudoinverse of Cn rather than the
inverse. However, for our later theorems we assume n =
O(dr) i.i.d. samples from a N(0, I) distribution in order
to obtain a restricted isometry property. In this case, the
matrix Cn will be full rank with probability 1.

The connections established by Propositions 1 and 2 en-
ables the development of novel methods for the matrix re-
covery problem, since we can solve a specific Wasserstein
barycenter problem rather than the original matrix recovery
problem (2.4). In other words, any methods that solve this
Wasserstein barycenter problem could be used to solve the
matrix recovery problem. Since barycenters are geometric
notions of averages, this naturally leads to the development
of novel geometric methods for matrix recovery.

2.3 Algorithms for Barycenters

The primary way to compute BW barycenters involves Rie-
mannian gradient descent [Álvarez-Esteban et al., 2016,
Chewi et al., 2020, Altschuler et al., 2021]. Following the
results in the last section, we wish to find the BW barycenter
of the matrices Xi = yiC

�1/2
n xix>

i C
�1/2
n , i = 1, . . . , n.

In other words, we seek to minimize the energy function
F : Sd

+ ! R given by

F (⌃) =
1

2n

nX

i=1

d
2
BW(Xi,⌃). (2.12)
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For ease of notation, we will write F as an expectation over
yiC

�1/2
n xix>

i C
�1/2
n ⇠ Q, and whether or not Q is a dis-

crete distribution will be made clear from context.

The gradient of F at full rank ⌃0 is

rF (⌃0) = I � EX⇠Q
Xp

Tr(X⌃0)
=: I � T̃ (⌃0),

where for convenience we have defined the quantity
T̃ (⌃0). At low-rank ⌃0, this is a subgradient [Clarke,
1990]. We note that this holds for general measures Q

where we can differentiate under the integral.

Wasserstein gradient descent uses the gradient to de-
termine a geodesic along which to move. In Wasserstein
space, this is the “pushforward” direction in a base mea-
sure is transported. For a complete description of Wasser-
stein gradient descent, see [Álvarez-Esteban et al., 2016,
Zemel and Panaretos, 2019, Chewi et al., 2020, Altschuler
et al., 2021], and for a more complete discussion of BW
geometry, the reader should consult Bhatia et al. [2019].
We have included a discussion of the geodesic structure of
BW space in the appendix. For our purposes, we consider
BWGD (BWGD) with step size ⌘k:

⌃k+1 = (I � ⌘krF (⌃k))⌃k(I � ⌘krF (⌃k)). (2.13)

When ⌘k = 1, this corresponds to the fixed point iteration
of Álvarez-Esteban et al. [2016] (see also Appendix B).
Note that this is easy to extend to the stochastic setting: if
we observe a stochastic gradient Gk rather than rF (⌃k),
then the BW stochastic gradient descent (BWSGD) itera-
tion would use Gk in place of rF (⌃k). For example, one
common variant of such a stochastic gradient method uses

Gk = I � Xk

Tr(Xk⌃k)1/2
, (2.14)

where k = 1, . . . , n. In other words, this variant of stochas-
tic gradient descent passes over each sample one at a time.
At each point in time, we take a gradient with respect to that
sample alone and move in the minus gradient direction.

To save computational time and to allow efficient com-
putation in the low-rank case, we modify the BWGD it-
eration (2.13) and the BWSGD iteration to instead oper-
ate on factorized matrices (i.e., on the formulation seen in
(2.5)). This means that instead of storing the sequence ⌃k

for k 2 N, we instead store the sequence

Uk+1 = (I � ⌘krF (UkU
>
k ))Uk. (2.15)

We note that if ⌃k is low-rank in (2.13), then the update in
(2.15) is equivalent to (2.13). In particular, it is not hard to
show that if UkU

>
k = ⌃k, then Uk+1U

>
k+1 = ⌃k+1. In

the same way as before, stochastic gradient methods nat-
urally extend to the low-rank setting. This update corre-
sponds to a geodesic gradient descent update over the fixed
rank BW manifold [Massart and Absil, 2020].

When Q = Qn is a discrete distribution, which is the
main focus of this paper, the BWGD updates can be com-
puted in O(ndr) time. This follows from the fact that we
can rewrite the update in (2.15) as

Uk+1 = (1� ⌘k)Uk +
⌘k

n

nX

i=1

xix>
i Uk

kU>
k xik2

. (2.16)

In the case of single-sample streaming BWSGD, which
uses the gradient in (2.14), the updates take O(dr) time.
We also note that both the BWGD and BWSGD iterations
maintain the rank of the updated matrix for all ⌘k 2 [0, 1).
For ⌘k = 1, the rank is maintained for BWGD as long as
rank(

P
i xix>

i ) = d.

2.4 Regularization through Perturbed Gradient
Descent

As we demonstrate later, our current theorem only applies
for r � 3, despite the fact that we observe good perfor-
mance in practice for the iteration (2.15) when r = 1 and
r = 2. We comment that a modified version of our method
can yield results in the cases of r = 1 or r = 2.

To demonstrate how this works, consider the observa-
tion model yi = hxix>

i ,Si for a rank r matrix S and
i = 1, . . . , n. If we choose an arbitrary rank r

0 matrix �,
we could instead try to recover the rank at most r + r

0 ma-
trix S +� from the observations ỹi = hxix>

i ,S +�i =
hxix>

i ,Si+ hxix>
i ,�i, which can be computed by com-

puting and adding the factors hxix>
i ,�i to the observa-

tions yi. If we then find the barycenter of ỹixix>
i (provided

that it is unique, which we prove later under conditions on
the vectors xi), then this would recover S +�! Since this
is true for any such �, the user can pick � beforehand and
then recover S from simple subtraction: S = (S+�)��.
In brief, every rank r recovery problem can be solved by in-
stead first solving the rank r + r

0 problem to find S + �
and then subtracting off the perturbation factor �.

3 THEORETICAL RESULTS

We now discuss the main theoretical results of this paper.
We make the following assumption on our measurement
model in (1.1).
Assumption 1. We observe data from the model (1.1) with
xi

i.i.d.⇠ N(0, I). The underlying matrix S is rank r and
satisfies m  �r(S)  �1(S)  M .

The assumption of Gaussianity can be weakened to sub-
Gaussianity, but we state the result for Gaussian vectors
since it simplifies some of the later proofs (for example, the
proof of Euclidean smoothness in Appendix C.2.3). The
sub-Gaussianity is essential for an `2/`1 restricted isometry
property [Chen et al., 2015, Cai and Zhang, 2015] that we
need to hold (see Appendix C.2.1).
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Our main result on matrix recovery with gradient de-
scent for BW barycenters is given in the following theorem.
Theorem 4. Suppose that we observe yi = hxix>

i ,Si, i =
1, . . . , n, where xi and S satisfy Assumption 1. Suppose
further that r = rank(S) � 5, and let Sn = C1/2

n SC1/2
n .

Then, for constants c1, c2, if n & dr, with probability at
least 1� exp(�c2n)� 1/n,

1. Sn is the unique global minimizer of F over Sd
+.

2. Let U0 be the initial iterate of BWGD. If
�1(U0U

>
0 )  M , and F (U0U

>
0 ) � F (Sn) 

c51m
8(r�2)2�10

65M15/2d3r2
for an S dependent constant �, then

BWGD with step size 1 satisfies the following bound
for C = O

�
c1m/M

3/2
�
.

d
2
BW(UkU

>
k ,C

1/2
n SC1/2

n ) (3.1)

 (1� C)k(F (U0U
>
0 )� F (S)).

This is the first result for convergence in Bures-
Wassersten distance in the literature. The constant C is the
local strong geodesic convexity constant seen in (C.50). We
note that this amounts to showing that our new energy given
by (2.4) has a positive definite Hessian in a neighborhood
around S. A couple of remarks are in order to discuss two
issues that arise with the analysis of our method: initializa-
tion and the rank constraint on S. In practice, we observe
convergence to S from random initialization, but do not
currently have a proof of this fact.
Remark 5 (Initialization). We note that the convergence
bound in Theorem 4 is local. A few procedures can be used
to initialize in the correct neighborhood. First, under the
Gaussian assumption, Ey(xx> � I) = 2S, and so one
could use a rank r approximation of 1

2n

Pn
i=1 yi(xix>

i �I)
to initialize the gradient descent. This approximation can
be computed in O(ndr) time with the power method. A
finite sample approximation result follows from concentra-
tion of the fourth moment tensor, see [Diakonikolas et al.,
2019, Theorem 4.13] for details. Another path to initializa-
tion would be to use gradient descent on full rank PSD ma-
trices in the first stage since, as we show in the Appendix,
the function (2.10) is convex over PD matrices. This would
allow one to recover a good approximation to S, and take
a rank r approximation of it, and then run BWGD from
there. The downside of this method is that it takes complex-
ity O(nd2) to compute, but it would not need concentration
of the fourth moment tensor. Also, the gradient descent pro-
cedure with overspecified rank converges sublinearly.
Remark 6 (Rank Constraint). The result holds for
rank(S) � 5. This is due to a smoothness bound
that requires bounds on the expectation and variance of
E
q

1 + (x2
r+1 + · · ·+ x2

2r)/(x
2
1 + · · ·+ xr)2 for xi

i.i.d.⇠
N(0, 1) random variables. In order for E1/(x2

1+· · ·+xr)2

to exist, we need r � 3, and in order for 1/(x2
1+ · · ·+xr)2

to have finite variance, we need r � 5. In practice, and
as we show in the experiments, the method still succeeds
much of the time for r = 1, . . . , 5. To have a theoretically
guaranteed method in these settings, one can use the regu-
larized BWGD method of Section 2.4.

We give a sketch of the proof of Theorem 4.

• We first show that the energy F in (2.12) is Eu-
clidean strongly convex over Sd

+ and that Sn is the
unique minimizer with high probability. This result
uses the `2/`1-RIP condition of Chen et al. [2015] (or
restricted uniform boundedness condition of Cai and
Zhang [2015]).

• We then prove that the gradient is locally 1/2-Hölder
continuous: krF (⌃)�rF (Sn)kF . k⌃�Snk1/2F
for rank r matrices ⌃.

• Using this smoothness result, we are able so show
that F is locally-BW-geodesically convex around Sn

in Sd,r
+ .

• Local strong geodesic convexity along with a geodesic
smoothness result yields the local linear convergence
result via standard optimization arguments (see, for
example, Bubeck [2015], Zhang and Sra [2016]).

We also include the following theorem on the conver-
gence of BWSGD. This guarantees a slow rate of conver-
gence for BWSGD with gradient given by (2.14).

Theorem 7. Suppose that we observe yi = hxix>
i ,Si, i =

1, . . . , n, where xi and S satisfy Assumption 1. Suppose
that we run single sample streaming BWSGD, which uses
gradient (2.14), for n iterations with step size 1/

p
n. Then,

for a constant c1, if n & dr, with probability at least 1 �
exp(�c1n)� 1/n,

min
k=1,...,n

EkrF (⌃k)k2⌃k
= O

�
n
�1/2

�
, (3.2)

where k · k2⌃ = Ez⇠N(0,⌃)k · zk22 is the norm induced by
the BW Riemannian metric.

This states that the best iterate of the BWSGD sequence
outputs an approximate stationary point with respect to the
norm induced by the BW Riemannian metric. However,
we cannot guarantee that this stationary point is the global
minimum. We comment that we do not tend to run into
spurious local minima in practice, and future work should
go into studying this fact. While we do not have a justifi-
cation for this, we give a theorem on the r = 1 case, where
we show that the energy function has no local minima in
the asymptotic limit. The proof of this theorem is left to
the supplementary material.

Theorem 8. Consider the observation model with the rank
one matrix S = vv> and y = hxx>

,Si. Then, the only
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fixed points of the population version of (2.15) (which cor-
responds to gradient descent on (2.12) with the sum re-
placed by an integral) are v or orthogonal to v. In par-
ticular, this implies that population BWGD from any ini-
tialization such that u0 6? v converges to v.

For the case of general r, we believe that a similar result
holds, although we have not yet been able to show it. Fur-
thermore, we also believe that these results can be extended
to high probability results in the finite sample case.

Figure 2: Convergence of BWGD (2.15) compared with full
rank BWGD as well as the Euclidean GD [Li et al., 2019].
Here, d = 32, and down the columns we use r = 1, 4, 16,
respectively. Across the rows we vary the number of points,
with n = 3dr, n = 10dr, and n = 20dr, respectively. As
we can see, for low to moderate ranks, the BWGD method
converges much faster than the standard GD method.

Figure 3: Convergence of BWGD (2.15) compared with
full rank BWGD as well as the Euclidean GD [Li et al.,
2019]. Here, d = 32, and down the columns we use
r = 2, 4, 16, respectively. Across the rows we vary scale
factor ↵, with ↵ = 0, 1, 2, respectively. As we can see,
the BWGD method converges much faster than the standard
GD method.

4 EXPERIMENTS

Here we present some numerical simulations that demon-
strate the effectiveness of our method. All experiments
were run in MATLAB on a 2020 Macbook Pro with a 2Ghz
Quad-Core Intel Core i5 CPU and 16 GB of RAM.

4.1 Synthetic Experiments

We begin with some experiments on generated datasets to
better understand the performance of our method. Since
our main results focus on the performance of gradient de-
scent rather than stochastic gradient descent, we focus on
its performance here.

The methods we compare are rank r BWGD, full rank
BWGD, the nonconvex Euclidean Gradient Descent (GD)
of Li et al. [2019], and a spectral method, which takes
a low-rank approximation to Sn = 1

2n

Pn
i=1 yi(xix>

i �
I) since 1

2Ey2(xx> � I) = S [Sedghi et al., 2016].
As an error metric, we compute k⌃1/2

k � S1/2kF =
⇥(dBW(⌃k,S)). We do not compare with other matrix re-
covery algorithms since they are not guaranteed to work
in the symmetric rank one projection setting. Also, we
find the comparison with GD to be the most relevant, since
BWGD and GD have comparable complexity and are both
first-order methods.

In our first experiment, we test the accuracy of the
methods over time as we vary the rank of S and the sam-
ple size. Since the spectral method is not iterative, we in-
clude it as a horizontal line. Figure 2 displays the results
of this experiment. Across the rows we vary the number of
points and down the columns we vary the rank of S. The
fixed dimension is d = 32, the ranks from top to bottom are
r = 1, 4, 16, and across the rows the number number points
are 3dr, 10dr, and 20dr, respectively. For each frame, we
generate 20 datasets and run the four methods on them. All
methods are run with random initialization, where the en-
tries of U0 are i.i.d. N(0, 1). For r = 1, we see that rank r

BWGD succeeds once the number of points is sufficiently
large. Furthermore, the convergence when it is success-
ful is extremely fast. For moderate ranks, rank r BWGD
converges faster than the previous GD method of Li et al.
[2019]. We note that in this figure, there are some conflat-
ing factors that affect the convergence. Most notably, the
conditioning in this problem (m versus M ) gets worse as
rank increases since S = V V T and the entries of V are
i.i.d. N(0, 1). Better conditioning leads to faster for higher
ranks, see Figure 7 in the appendix, where the columns of
V are orthogonal and length

p
d. Also, there is the addi-

tional factor of c1 in the strong convexity constant in Theo-
rem 3, which is the RIP constant. While in theory the con-
stant is universal once the number of points is sufficiently
large, one expects some scaling in terms of rank for finite
n. .
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In Figure 3, we examine the performance of the meth-
ods under varying conditioning of S. We set d = 32 and
n = 5dr and vary r as well as the conditioning of the
matrix S. Here, S = V diag(r↵, (r � 1)↵, . . . , 1↵)V >,
where the entries of V are i.i.d. N(0, 1) and ↵ is a scale
factor. Figure 3 displays the results on 20 randomly gener-
ated datasets per frame. The rows correspond to r = 2, 4,
and 16 respectively. The columns correspond to ↵ = 0, 1
and 2 respectively. Rank r BWGD performs uniformly well
throughout.

In Figure 4 we show the dependence on sample size.
Here, d = 64 and r is varied from 1 to 20. The error of
BWGD and GD after 200 iterations is shown for sample
sizes of d, 2d, . . . , 20d for each value of r. For each r, n

pair, we generate 20 datasets and compute the average er-
ror across them. The color indicates the average error value
across these datasets. As we see, BWGD performs the best
out of these methods. GD with linesearch is also competi-
tive, but is more time consuming.

For the final synthetic experiment in Figure 5, we
demonstrate the scalability of BWGD to higher dimensions.
We note that it scales much better in terms of actual com-
putational time when compared with the Euclidean GD
method of Li et al. [2019].

Figure 4: Convergence of BWGD (2.15) with the GD al-
gorithm of [Li et al., 2019]. Here, d = 64, and down the
columns of each inset we use r = 1, . . . , 20, respectively.
Across the rows we vary the scale factor c, where n = cd.
As we can see, the BWGD method converges much faster
than the standard GD method with fixed step size, and per-
forms on par with GD with linesearch. We note that the
GD method with line search is much more computationally
intensive than BWGD, as is displayed in Figure 5.

4.2 Real Data Experiment: Phase Retrieval

Here we give the details of the experiment displayed in
Figure 1. We replicate the phase retrieval experiments in
Candès et al. [2015]. In this paper, the authors study the

Figure 5: Convergence of BWGD (2.15) and GD [Li et al.,
2019]. Here, d = 512, r = 8, and n = 3rd. As we
can see, the BWGD method converges much faster than the
standard GD method with any choice of step sizes. The
per-iteration convergence rate for BWGD is comparable to
GD with linesearch, but doing linesearch increases compu-
tational burden.

nonconvex Wirtinger Flow algorithm. Since phase retrieval
is equivalent to the recovery problem in (1.1) with a rank
one complex S, we can apply our algorithm in this setting.

Here, we use i =
p
�1. We use an image of Denali

National Park, which is denoted by the 2-dimensional array
J for each color band. In our simulated acquisition model,
for m = (u, v, `), we acquire data of the form

ym =
���
j=d1,k=d2X

j=1,k=1

J jkd̄`(j, k)e
�i2⇡(ju+kv)

���
2
. (4.1)

Here, d`(j, k) ⇠ b1b2, where b1 is uniform on
{1,�1, i,�i}, and b2 takes values

p
2/2 with probabil-

ity 4/5 and
p
3 with probability 1/5. The goal is to re-

cover the image J from these measurements. We note that
these measurements can be equivalently written as ym =
F [>

u,v,`J
[J [>F [

u,v,`, where ·[ denotes the vectorization op-
eration and F is a matrix with entries d̄`(j, k)e�i2⇡(ju+kv).
This notation makes clear the connection with the original
matrix recovery problem in (1.1). We display the errors
versus runtimes in Figure 6. Despite the fact that this ex-
ample has r = 1, BWGD still efficiently recovers the un-
derlying image, even though our current theory only works
for r � 5.

We also give additional phase retrieval experiments on
more images in Appendix D.2.

5 LIMITATIONS

There are a few notable limitations for the current work.
First of all, the theory does not directly extend to the cases
of r = 1, . . . , 4, and we must resort instead to the regular-
ized methods discussed in Section 2.4. It is unclear whether
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Figure 6: Error vs Runtime of BWGD (our method) and
Wirtinger Flow Candès et al. [2015] on the phase retrieval
experiment in Figure 1. As we can see, BWGD recovers the
underlying image faster. Both methods are initialized with
the power method as is done in [Candès et al., 2015].

or not this is a limitation of the methods or the analysis, al-
though experiments indicate that the method works well for
small ranks in practice. Second, while our experiments in-
dicate well-behaved energy landscapes, we are only able
to prove local convergence results. Third, while we give
the first optimization rates in terms of BW distance for this
problem, our constants are not optimized. Fourth, we as-
sume that one knows the rank of S in advance. This is not
a large issue since our framework allows for one to pick
any r

0 � r and still recover r, albeit at a slower rate.

6 CONCLUSION

We have presented a novel connection between the BW
barycenter problem and low-rank matrix recovery from
rank one measurements. We show that a novel energy
minimization problem coincides with the barycenter mini-
mization. This connection allows us to extend algorithms
from the barycenter problem to the matrix recovery prob-
lem, giving new algorithms for recovering low-rank PSD
matrices. Our methods are guaranteed to have local linear
convergence in BW distance, which is a stronger guarantee
than existing methods.

This work leaves open many unexplored directions. For
example, it would be interesting to show that the energy
landscape does not exhibit spurious local minima. Beyond
this, it would also be interesting to know when and how one
can go beyond the RIP assumption, which currently relies
on sub-Gaussianity of the sensing vectors. Finally, it would
be interesting to connect these ideas to optimization land-
scapes for neural networks [Zhong et al., 2017, Du et al.,
2019, Li et al., 2019].
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A GEOMETRIES OF Sd
+

Since the BW barycenter problem is inherently a geometric minimization problem over Sd
+, we will quickly comment on

how the choice of geometry effects optimization algorithms over this space.

There are many ways to define geometries over Sd
+. For sake of comparison with previous methods for matrix recovery,

we will compare BW space to the Euclidean geometry over PSD matrices. Among other things, the choice of geometry
gives us a way of defining defining distance minimizing paths, or geodesics, over Sd

+.

Consider two matrices ⌃0,⌃1 2 Sd
+ such that rank(⌃0⌃1) = rank(⌃0) = rank(⌃1). This is a sufficient but not

necessary condition to ensure that our following definition of BW geodesic is well defined since the same map can work for
transporting higher rank PSD matrices to lower rank matrices. In any case, under this assumption, there exists a transport
map from ⌃0 to ⌃1 given by

T = ⌃1/2
1 (⌃1/2

1 ⌃0⌃
1/2
1 )�1/2⌃1/2

1 , (A.1)

where the inverse is actually a pseudoinverse and one can check that T⌃0T = ⌃1. In this case, the Euclidean and BW
geodesics ⌃t : [0, 1] ! Sd

+ are given by

⌃t = (1� t)⌃0 + t⌃1, (EG)
⌃t = (I + t(T � I))⌃0(I + t(T � I)). (BWG)

The first choice of geodesic, the Euclidean Geodesic (EG), corresponds to the distance functional k⌃0 � ⌃1kF . The
second choice of geodesic, the BW Geodesic (BWG), corresponds to the BW distance functional dBW(⌃0,⌃1).

We note that (BWG) is equivalent to

⌃t = (I + t(T � I))⌃0(I + t(T � I)) (A.2)

= (⌃1/2
0 + t�)(⌃1/2

0 + t�)>. (A.3)

where � = (T � I)⌃1/2
0 .

One of the big differences in these two paths is that while the Euclidean geodesics are linear in t, which is a result of
the underlying flatness of the space, the BW geodesic contains terms that are quadratic in t. This points to the fact that this
choice of geometry adds curvature to the space Sd

+.

If we restrict ourselves to rank r PSD matrices, Sd,r
+ , the geodesic (BWG) becomes

⌃t = (I + t(T � I)U0U
>
0 (I + t(T � I))> (A.4)

= ((1� t)U0 + tU1)((1� t)U0 + tU1)
>
,

where we use the fact that T⌃0T = TU0U
>
0 T = ⌃1 = U1U

>
1 . Note that there is an inherent rotational symmetry in

the problem, since for any R 2 Rr⇥r such that RR> = I and UU> 2 Sd,r
+ , UU> = URR>

U
>.

B FIXED POINTS AND BWGD

Here we briefly show how one can interpret the fixed point equation of Álvarez-Esteban et al. [2016] as gradient descent
with step size 1. Consider the case where ⌃k is full rank. The fixed point iteration is given by

⌃k+1 = ⌃�1/2
k

⇣ 1
n

nX

i=1

(⌃1/2
k Xi⌃

1/2
k )1/2

⌘2
⌃�1/2

k (B.1)

We can write

⌃�1/2
k

⇣ 1
n

nX

i=1

(⌃1/2
k Xi⌃

1/2
k )1/2

⌘2
⌃�1/2

k (B.2)

= ⌃�1/2
k

⇣ 1
n

nX

i=1

(⌃1/2
k Xi⌃

1/2
k )1/2

⌘
⌃�1/2

k ⌃k⌃
�1/2
k ·
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⇣ 1
n

nX

i=1

(⌃1/2
k Xi⌃

1/2
k )1/2

⌘
⌃�1/2

k

= (I �rF (⌃k))⌃k(I �rF (⌃k)).

On the other hand, we note that the fixed point equation in Álvarez-Esteban et al. [2016] does not work for low-rank
matrices, since the span in (B.1) is not allowed to change between iterations. Instead, one must use the transport map
X1/2

i (X1/2
i ⌃kX

1/2
i )+1/2X1/2

i , which results in the fixed point iteration

⌃k+1 =
⇣ 1
n

nX

i=1

X1/2
i (X1/2

i ⌃kX
1/2
i )+1/2X1/2

i

⌘
⌃k· (B.3)

⇣ 1
n

nX

i=1

X1/2
i (X1/2

i ⌃kX
1/2
i )+1/2X1/2

i

⌘

and fixed point equation

⌃ =
⇣ 1
n

nX

i=1

X1/2
i (X1/2

i ⌃X1/2
i )+1/2X1/2

i

⌘
⌃· (B.4)

⇣ 1
n

nX

i=1

X1/2
i (X1/2

i ⌃X1/2
i )+1/2X1/2

i

⌘
.

In essence, this says that ⌃ is an exponential barycenter.

C SUPPLEMENTARY PROOFS

C.1 Proof of Propositions 1 and 2

Proposition 1 If 1
n

P
i xix>

i = I , then

argmin
⌃2Sd

+

1

2n
k
p

A(⌃)�p
yk22

= argmin
⌃2Sd

+

1

2n

nX

i=1

d
2
BW(⌃, yixix

>
i ).

Proof of Proposition 1. First, if 1
n

P
i xix>

i = I , then

1

n

X

i

A(⌃)i = Tr(⌃).

Indeed, this follows from the fact that

1

n

X

i

A(⌃)i =
1

n

X

i

x>
i ⌃xi

= Tr

 
⌃

1

n

X

i

xix
>
i

!

= Tr(⌃).

With this in mind, we expand the square in (2.4)

1

2n
k
p
A(⌃)�p

yk22 = (C.1)
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1

2n

X

i

A(⌃)i +
1

2n

X

i

yI � 1

n

X

i

p
yi

q
x>
i ⌃xi

=
1

2
Tr(⌃)� 1

n

X

i

p
yi

q
x>
i ⌃xi +

1

2n

X

i

yi.

Thus, the minimization in (2.4) is equivalent to the program

min
⌃2Sd

+

Tr(⌃)� 2

n

nX

i=1

p
yi

q
x>
i ⌃xi (C.2)

On the other hand, it is not hard to show that the BW distance between a matrix ⌃ 2 Sd
+ and a rank one matrix ww> is

d
2
BW(⌃,ww>) =

h
Tr(⌃) + Tr(xx>)� 2

q
Tr(xx>⌃)

i
. (C.3)

Letting ww> = yixix>
i and summing over i, we see that (C.2) is equivalent to minimizing (2.9) when

Q =
1

n

nX

i=1

�yixix>
i
.

Proposition 2 Let Cn = 1
n

Pn
i=1 xix>

i 2 Sd
++. Then

argmin
⌃2Sd

+

1

2n
k
q
A(C�1/2

n ⌃C�1/2
n )�p

yk2

= argmin
⌃2Sd

+

1

2n

nX

i=1

d
2
BW(⌃, yiC

�1/2
n xix

>
i C

�1/2
n ),

and C1/2
n SC1/2

n is a solution to both problems.

Proof of Proposition 2. Consider the first order condition for the rank one matrices y21C
�1/2
n xix>

i C
�1/2
n given by

1

n

nX

i=1

Tr(xix>
i S)

1/2C�1/2
n xix>

i C
�1/2
n

Tr(C�1/2
n xix>

i C
�1/2
n ⌃n)1/2

= I. (C.4)

Since C�1/2
n CnC

�1/2
n = I , we see that C�1/2

n ⌃nC
�1/2
n = S is a sufficient condition for ⌃n to be a barycenter of

Q =
1

n

nX

i=1

�
yiC

�1/2
n xix>

i C�1/2
n

(C.5)

C.2 Proof of Theorem 4

The proof of Theorem 4 proceeds in the following sections. In Section C.2.1, we establish some restricted isometry
properties (RIP) that will be used in our proof. Then, Section C.2.2 proves that the function F is Euclidean strongly
convex over Sd

+ with high probability. After this, Section C.2.3 shows that F also satisfies a certain Euclidean smoothness
over rank r matrices. Section C.2.4 discusses first order optimality conditions for the barycenter, and in particular gives
sufficient conditions for a point ⌃ to be the minimizer of F . Section C.2.5 gives a descent lemma for the fixed-rank
gradient descent method. After this, Section C.2.6 proves local strong convexity of F over fixed-rank PSD matrices in Sd,r

+

that are close to S. We finish in Section C.2.7 by putting all of these facts together.
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C.2.1 RIP Conditions

We discuss here a case an RIP condition that becomes essential for our later proof. As discussed in Cai and Zhang [2015],
issues arise in trying to prove a full `2 RIP for this problem, due to the fact that the fourth moments of x that show
up. Instead, both Cai and Zhang [2015], Chen et al. [2015] prove the following `2/`1 RIP condition (also referred to as
“Restricted Uniform Boundedness”).

Theorem 9 (Chen et al. [2015] Proposition 1). Suppose that x1, . . . ,xn are a sample from a sub-Gaussian distribution
with Exi = 0, Ex2

ij = 1, and Ex4
ij > 1. Then, there are constants c1, c2, c3 > 0 such that with probability exceeding

1� exp(�c3n)

c1k�kF  1

n

���������

2

6664

x>
1 �x1 � x>

2 �x2

x>
3 �x3 � x>

4 �x4
...

x>
n�1�xn�1 � x>

n�xn

3

7775

���������
1

 c2k�kF . (C.6)

hold simultaneously for all rank r matrices � provided that n & dr.

We have the following corollary to this theorem.

Corollary 10. Suppose that a random vector w = (w1, . . . , wd)> is sub-Gaussian with Ew = 0, Ew2
j = 1, Ew4

j > 1.
Then, the following population RIP holds:

Ew Tr(ww>A)2 � c1kAk2F . (C.7)

Furthermore, for a sample of n i.i.d. copies of W , w1, . . . ,wn, there are constants c2, c3 > 0 such that with probability
exceeding 1� exp(�c3n)

1

n

nX

i=1

Tr(wiw
>
i A)2 � c2kAk2F (C.8)

hold simultaneously for all rank r matrices � provided that n & dr.

Proof. The first part holds from the argument in Appendix A of Chen et al. [2015].

For the second part, we compute

1

n

nX

i=1

Tr(wiw
>
i A)2 =

1

n

nX

i=1

Tr(wiw
>
i A)2 (C.9)

=
1

n

n/2X

i=1

Tr(w2iw
>
2iA)2 +Tr(w2i�1w

>
2i�1A)2

� 1

2n

n/2X

i=1

[Tr(w2iw
>
2iA)� Tr(w2i�1w

>
2i�1A)]2

=
1

n2

n

2

n/2X

i=1

[Tr(w2iw
>
2iA)� Tr(w2i�1w

>
2i�1A)]2

� 1

n2

h n/2X

i=1

|Tr(w2iw
>
2iA)� Tr(w2i�1w

>
2i�1A)|

i2

� c
2
2kAk2F .

C.2.2 Euclidean Strong Convexity

We begin by proving strong convexity along Euclidean geodesics. In particular, this guarantees that S is the unique
minimizer of F over Sd

+ in the population setting and Sn is the unique rank r global minimizer over Sd,r
+ .



Bures-Wasserstein Barycenters and Low-Rank Matrix Recovery

Population Setting: First, it is easy to see that S is stationary because

rF (S) = I � EQ

r
x>Sx

x>Sx
xx> = I � EQxx

> = 0. (C.10)

Define the set
S(m,M) = {⌃ 2 Sd

+ : m  �r(⌃)  �1(⌃)  M}. (C.11)

We have the following lemma over this set.
Lemma 11. Let y = hxx>

,Si, where x ⇠ N(0, I), S is rank r, and m,M be such that S 2 S(m,M). Then, the
population obective F is Euclidean strongly convex over S(0,M) with constant c1�

2d
6M3/2 .

In other words, the function F (⌃t) is strongly convex when ⌃t is defined by (EG).

Proof. Let ⌃t denote the geodesic between ⌃0 and ⌃1 given by (1� t)⌃0 + t⌃1. We compute the derivatives of the BW
distance as

@tdBW(⌃t,xx
>)2 = Tr(⌃1 �⌃0) (C.12)

� Tr((⌃1 �⌃0)xx>)p
x>⌃tx

, (C.13)

@
2
t dBW(⌃t,xx

>)2 =
1

2

Tr(xx>(⌃1 �⌃0))2

Tr(xx>⌃t)3/2
(C.14)

By the definition of M , we have the uniform bound

@
2
t F (⌃t)|t=s = Exx>⇠Q

1

2

Tr(xx>(⌃1 �⌃0))2

(Tr(xx>⌃s))3/2
(C.15)

= Exx>⇠Q
1

2kxk3
Tr(xx>(⌃1 �⌃0))2

(Tr(xx>⌃s/kxk2))3/2

� 1

2(2M)3/2
Exx>⇠Q

1

kxk3 Tr(xx>(⌃1 �⌃0))
2
.

This then implies that

@
2
t F (⌃t)|t=s (C.16)

� 1

6M3/2
Ex⇠N(0,I)

p
x>Sx

kxk3 Tr(xx>(⌃1 �⌃0))
2

� 1

6M3/2
Ex⇠N(0,I)kxk2

s
x>Sx

kxk2 Tr(
xx>

kxk2 (⌃1 �⌃0))
2

=
d

6M3/2
Ex⇠N(0,I)

s
x>Sx

kxk2 Tr(
xx>

kxk2 (⌃1 �⌃0))
2
.

Define the random vector

w :=
⇣x>Sx

kxk2
⌘1/8 x

kxk . (C.17)

By symmetry, w is mean zero. Furthermore, w is bounded and thus sub-Gaussian. Furthermore, it is a simple exercise to
show that

CW := Eww> ⌫ �I, (C.18)

for some dimension and S-dependent constant �. We can thus bound

Ex Tr
�
ww>(⌃1 �⌃0)

�2
(C.19)

= EW Tr
⇣
C1/2

W C�1/2
W ww>C�1/2

W C1/2
W (⌃1 �⌃0)

⌘2
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� �
2EW Tr(C�1/2

W ww>C�1/2
W (⌃1 �⌃0))

2
.

Using the fact that C�1/2
W w is mean zero sub-Gaussian with identity covariance (and furthermore the 4th moment condition

is trivially satisfied), we can now use the RIP condition of Corollary 10 to bound

Eww>⇠Q Tr(C�1/2
W ww>C�1/2

W (⌃1 �⌃0))
2 (C.20)

� c1k⌃1 �⌃0k2F .

Putting this all together,

@
2
t F (⌃t)|t=s �

c1�
2
d

2(2M)3/2
k⌃1 �⌃0k2F (C.21)

� c1�
2
d

6M3/2
k⌃1 �⌃0k2F .

Sample Setting: The sample setting requires a bit more work. In this case, we observe yi and xi, i = 1, . . . , n, and
to recover the matrix S we first compute the barycenter of yiC�1/2

n xix>
i C

�1/2
n , where Cn is the sample covariance.

We denote this whitened discrete distribution by Q̃. In this case, by Proposition 2, the matrix we hope to recover is
Sn = C�1/2

n SC�1/2
n

Lemma 12. If n & d
2, then with probability at least 1� exp(�c2n) for some constant c2, F is Euclidean strongly convex

over S(0,M) with constant c3�
2d

6M3/2 .

Proof. In this case, the second statement of Corollary 10 holds with rank d,

@
2
t F (⌃t)|t=s � (C.22)

1

6M3/2

1

n

nX

i=1

p
x>
i Sxi

kC�1/2
n xik3

Tr(C�1/2
n xix

>
i C

�1/2
n (Sn �⌃))2

� 1

6M3/2

�min(Cn)3/2

�max(Cn)2
1

n

nX

i=1

p
x>
i Sxi

kxik3
Tr(xix

>
i (Sn �⌃))2

=
d

6M3/2

�min(Cn)3/2

�max(Cn)2
·

1

n

nX

i=1

Tr
⇣kxik

d

⇣x>
i Sxi

kxik2
⌘1/4 xix>

i

kxik2
(Sn �⌃)

⌘2
.

Then, following the same line of reasoning as in the previous proof to obtain strong convexity the sub-Gaussianity of the
random vector

wi =
kxik1/2p

d

⇣x>
i Sxi

kxik2
⌘1/8 xi

kxik
, (C.23)

which again a simple exercise shows Ewiw>
i ⌫ �I and Ewi = 0. Then, with probability at least 1 � exp(�c2n), the

discrete distribution is strongly convex with constant c3�
2d

6M3/2 .

Notice that in both the population and the sample setting with high probability we get a unique barycenter S (and Sn,
respectively).

Remark 13. When n & dr, we can repeat the argument in Lemma 12 by applying Corollary 10 with the rank set to 2r to
yield that Sn is the unique rank r minimizer of F over Sd,r

+ .
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C.2.3 Local Generalized Euclidean Smoothness

We remind ourselves that

rF (⌃) = I � EQ

r
x>Sx

x>⌃x
xx>

, (C.24)

In gradient-based optimization, a function is typically called smooth if it has a Lipschitz continuous gradient in the
Euclidean sense. In our case, this would correspond to proving a bound of the form

krF (S)�rF (⌃)kF . k⌃� SkF . (C.25)

While we are not able to prove a bound of this form, locally we are able to prove that the gradient is 1/2-Hölder continuous.

Using this, we have the following lemma.

Lemma 14. Let y = hxx>
,S, X ⇠ N(0, I), rank(⌃) � 3, and �r(⌃) � m. Then,

krF (S)�rF (⌃)kF = krF (⌃)kF (C.26)

 d
p
r

m
p
r � 2

k⌃� Sk1/2F

Proof. We have that
�����EQ

r
x>Sx

x>Sx
xx> � EQ

r
x>Sx

x>⌃x
xx>

�����  (C.27)

EQ

�����

p
x>⌃x�

p
x>Sxp

x>⌃x

����� kxk
2

= dEQ
1p

x>⌃x

q
|x>(⌃� S)x|

 dk⌃� Sk1/2F EQ
kP⌃�Sxkp

x>⌃x

As long as r � 3 and �r(⌃) � m, we have that

EQ
kP⌃�Sxkp

x>⌃x
 1

m

r
1 +

r

r � 2
=

p
r

m
p
r � 2

. (C.28)

This demonstrates that as ⌃ ! S for rank(⌃) � 3 krF (⌃)kF ! 0.

This can be extended to the finite sample case as well using concentration of the quantity

1

n

nX

i=1

kP⌃�Sxik2p
xT
i ⌃xi

. (C.29)

In particular, we have that

1

n

nX

i=1

kP⌃�Sxik2p
xT
i ⌃xi



vuut 1

n

nX

i=1

kP⌃�Sxik22
xT
i ⌃xi

(C.30)

and

1

n

nX

i=1

kP⌃�Sxik22
xT
i ⌃xi

 1

m

 
1 +

1

n

nX

i=1

Yi

Wi

!
, (C.31)



Tyler Maunu, Thibaut Le Gouic, Philippe Rigollet

where Yi is a �2
r random variable and Wi is a �2

r random variable. By Chebyshevs inequality, denoting var(Yi/Wi) = �
2,

we have

Pr

 ���
1

n

nX

i=1

Yi

Wi
� r

r � 2

��� �
✏�

2

n

!
 1

✏2
. (C.32)

Letting ✏ =
p
n, we arrive at the following result.

Lemma 15. Let n be such that �2
/
p
n  r/(2(r � 2). Then, with probability at least 1� 1/n

krF (Sn)�rF (⌃)kF  d
p
r

m
p
r � 2

k⌃� Snk1/2F (C.33)

C.2.4 First Order Optimality of the Low-Rank Barycenter

Moving on to the BW geometry, we first show that the low-rank barycenter is a first-order stationary point with respect to
BW distance. While this follows from the previous results due to the fact that it is a global minimum over Sd

+, we take a
different approach here based on the fixed point iteration of Agueh and Carlier [2011]. This fixed point iteration forms the
basis of our efficient low-rank algorithm.

By Agueh and Carlier [2011], a sufficient condition for �⌃ to solve (2.9), is

Exx>⇠Q
xx>

Tr(xx>⌃)1/2
= I, (C.34)

where I is the identity matrix in Rd. Notice that this corresponds to the gradient rF being equal to 0. In the following,
we let

T̃ (⌃) := EQ
xx>

Tr(xx>⌃)1/2
(C.35)

Consider the map corresponding to gradient descent with step size 1,

⌃k+1 =
⇣
T̃ (⌃k)

⌘
⌃k

⇣
T̃ (⌃k)

⌘
. (C.36)

The corresponding fixed point equation is
⌃ =

⇣
T̃ (⌃)

⌘
⌃
⇣
T̃ (⌃)

⌘
. (C.37)

Chewi et al. [2020] prove that the operator norm k · k2 is convex along generalized geodesics. Therefore,(C.37) maps a
compact subset of S+ to itself, and one can apply the Brouwer fixed point theorem to guarantee a solution. The fixed point
satisfies a restricted first order condition given by

P Sp(⌃)T̃ (⌃)P Sp(⌃) = P Sp(⌃) = idSp(⌃) = P Sp(⌃). (C.38)

Notice that if ⌃ is full rank, then this implies (C.34). More generally, we need an extra condition on top of first order
optimaltiy to guarantee that ⌃ is a barycenter.

Proposition 16 (Sufficient Condition for Barycenter). If ⌃ satisfies the first order conditions

P⌃T̃ (⌃)P⌃ = P⌃, (C.39)

T̃ (⌃) � I. (C.40)

then ⌃ is a barycenter of Q. Furthermore, in our observation model where Q is the law of
p
x>Sxxx>, for x ⇠ N(0, I),

S satisfies (C.39) and (C.40).

Proof. The first equation, (C.39), guarantees that ⌃ is a fixed point satisfying (C.37). On the other hand, (C.40) guarantees
that all directional derivatives are positive (and that T̃ (⌃) � I), and thus ⌃ is a local minimum. To see this, suppose that
⌃ = ⌃0 is a fixed point and ⌃1 is another PSD matrix. The directional derivatives are

@tF (⌃t)|t=0 = Tr
⇣
(I � T̃ (⌃))(⌃1 �⌃0)

⌘
(C.41)
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= Tr
⇣
(I � T̃ (⌃))⌃1

⌘
.

If T̃ (⌃) 6� I , then there is a ⌃1 such that this is less than zero, and therefore ⌃0 cannot be a minimum. On the other hand,
if T̃ (⌃) � I , then all directional derivatives are positive. Combined with the Euclidean convexity result in the paper, this
proves that ⌃ would be the global minimum and thus the barycenter.

Finally, in our observation model, we have
T̃ (S) = I, (C.42)

and so both (C.39) and (C.40) hold.

Notice alternatively that this also implies that the barycenter is the only stationary point in the set where T̃ (⌃) ⌫ I . In
particular, this is because at all points where T̃ (⌃) 6= I , one can find a direction of decrease.

C.2.5 Smoothness and a Descent Lemma

The barycenter functional is geodesically smooth, as is shown in Theorem 7 of Chewi et al. [2020]. This result extends to
non absolutely continuous measures by noting that 1) nonnegative curvature extends to measures that are not absolutely
continuous with respect to Lebesgue, (see Ambrosio et al. [2008] Theorem 7.3.2), and 2) the characterization of the
derivative of the Wasserstein distance extends to cases where the measures are not absolutely continuous (see Ambrosio
et al. [2008] Lemma 7.3.6).

With smoothness, we have the following descent lemma over fixed rank BW space. Note that such a descent lemma is
standard in the analysis of gradient descent methods (see Nesterov [2004, Theorem 2.1.5]). Here, ⌃+ is the update after
one gradient step.

Lemma 17. For any ⌃ 2 Sd,r
+ and ⌃+ = T̃ (⌃)⌃T̃ (⌃), it holds that

F (⌃+)� F (⌃)  �1

2

���I � T̃ (⌃)
���
2

�⌃

. (C.43)

C.2.6 Local Geodesic Strong Convexity

We now prove local strong convexity in the population setting. By the previous section, we know that S is the unique
barycenter of Q since the variance inequality holds for arbitrarily small m and ⇢ and arbitrarily large M .

Proposition 18. Let y = hxx>
,Si, X ⇠ N(0, I), rank(S) � 3, and m,M be such that m < �r(S)  �1(S) < M .

Then, if

⇢  m
2(r � 2)

d2r

c
2
1�

4
m

2

36M3
(C.44)

F is locally geodesically strongly convex over the the largest BW ball inside the set

S(m,M) \ {⌃ 2 Sd,r
+ : k⌃� SkF  ⇢}. (C.45)

Proof. Fix ⌃0,⌃1 2 S(m,M) \ {⌃ 2 Sd,r
+ : k⌃� SkF  ⇢}.

Suppose there exists a transport map T between ⌃0 and ⌃1, which we are guaranteed for ⇢ sufficiently small. Then
for the BW geodesic ⌃t = ((1� t)I + tT )⌃0((1� t)I + tT ), we can compute

@
2
t F (⌃t)|t=s = Exx>⇠Q Tr[(T � I)⌃0(T � I)] (C.46)

+ 2
Tr(xx>(T � I)⌃0)2

(Tr(xx>⌃s))3/2

� Tr

"
xx>(T � I)⌃0(T � I)p

Tr(xx>⌃s)

#
.

Some manipulation when s = 0 yields

@
2
t F (⌃t)|t=0 =

D
(T � I)⌃0(T � I),rF (⌃0)

E
(C.47)
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+ Exx>⇠Q2
Tr(xx>(T � I)⌃0)2

(Tr(xx>⌃0))3/2

� �d
2
BW(⌃0,⌃1)krF (⌃0)kF

+ Exx>⇠Q2
Tr(xx>(T � I)⌃0)2

(Tr(xx>⌃0))3/2
.

Following the proof of Lemma 11 last term satisfies the lower bound

Exx>⇠Q2
Tr(xx>(T � I)⌃0)2

(Tr(xx>⌃0))3/2
(C.48)

� c1�
2

3M3/2
k(T � I)⌃0k2F

� c1�
2
m

3M3/2
k(T � I)⌃1/2

0 k2F

=
c1�

2
m

3M3/2
d
2
BW(⌃0,⌃1)

On the other hand, by our Euclidean arguments, S is the unique rank r point such that rF = 0. We can upper bound
krF (⌃)kF on the set {⌃ 2 Sd,r

+ : k⌃� SkF  ⇢} using Lemma 12 by

krF (⌃)kF  d
p
r

m
p
r � 2

p
⇢. (C.49)

Thus, if

⇢  m
2(r � 2)

d2r

c
2
1�

4
m

2

36M3
,

then

@
2
t F (⌃t)|t=0 � c1�

2
m

6M3/2
d
2
BW(⌃0,⌃1). (C.50)

for all ⌃0 2 {⌃ 2 Sd,r
+ : k⌃� SkF  ⇢}. We thus have local strong geodesic convexity in the set

S(m,M) \ {⌃ 2 Sd,r
+ : k⌃� SkF  ⇢}. (C.51)

Remark 19. We note that the same proof extends this to the sample setting with high probability in an analogous way to
how Lemma 12 extends Lemma 11 to the sample setting.

C.2.7 Proof of Theorem 4

We first restate the theorem for ease of reference.

Theorem 4 Suppose that we observe yi = hxix>
i ,Si, i = 1, . . . , n, where xi and S satisfy Assumption 1. Suppose

further that r = rank(S) � 5, and let Sn = C1/2
n SC1/2

n . Then, for constants c1, c2, if n & dr, with probability at least
1� exp(�c2n),

1. Sn is the unique global minimizer of F over Sd
+.

2. Let U0 be the initial iterate of BWGD. If �1(U0U
>
0 )  M , and F (U0U

>
0 ) � F (Sn)  c51m

8(r�2)2�10

65M15/2d3r2
for an S

dependent constant �, then BWGD with step size 1 satisfies the following bound for C = O
�
c1m/M

3/2
�
.

d
2
BW(UkU

>
k ,C

1/2
n SC1/2

n )

 (1� C)k(F (U0U
>
0 )� F (S)).
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Theorem 4. The first statement follows by the Euclidean strong convexity in Lemma 12.

To prove the second statement, suppose that we initialize such that m  �r(U0U
>
0 )  �1(U0U

>
0 )  M , and

F (U0U
>
0 )� F (S) 

⇣
m

2(r � 2)

d2r

c
2
1�

4
m

2

36M3

⌘2
· c1�

2
d

6M3/2
(C.52)

=
c
5
1m

8(r � 2)2�10

65M15/2d3r2
.

First, by Euclidean strong convexity, we have

k⌃� SkF 

s

(F (⌃)� F (S))
6M3/2

c1�
2d

. (C.53)

Therefore, the initialization condition on F (U0U
>
0 )� F (S) is enough to guarantee that

kU0U
>
0 � Sk  m

2(r � 2)

d2r

c
2
1�

4
m

2

36M3
, (C.54)

and therefore Proposition 18 holds. Furthermore, by Lemma 17, F (UkU
>
k )  F (Uk�1U

>
k�1) for all k, and thus

kUkU
>
k � Sk  m

2(r � 2)

d2r

2c21�
4
m

2

36M3
(C.55)

for all k, and the iterates remain in the ball of strong geodesic convexity.

Using the strong geodesic convexity of Proposition 18 and Lemma 17, it is then a standard argument to show linear
convergence. We can apply, for example, [Zhang and Sra, 2016, Theorem 15] to yield the result.

C.3 Proof of Theorem 7

We give a proof of this theorem by following Ghadimi and Lan [2013].

Let T⌃0!⌃1 = TN(0,⌃0)!N(0,⌃1) be the optimal transport map between the measures N(0,⌃0) and N(0,⌃1). For
simplicity, we will write �⌃ = N(0,⌃). Consider a observing a sequence of rank one matrices y1x1x>

1 , . . . , ynxnx>
n .

Let

⌃1 =
⇣
(1� ⌘)I + ⌘

p
y1x1x>

1

Tr(x1x>
1 ⌃0)1/2

⌘
⌃0 (C.56)

·
⇣
(1� ⌘)I + ⌘

p
y1x1x>

1

Tr(x1x>
1 ⌃0)1/2

⌘
.

or written in terms of measures,
�⌃1 = [(1� ⌘) id+⌘T⌃0!y1x1x>

1
]#�⌃0 . (C.57)

Due to nonnegative curvature, we have for any rank one matrix ww>

W
2
2 (�⌃1 , �ww>)  kT⌃0!⌃1 � T⌃0!ww>k2⌃0

(C.58)

= k(1� ⌘)I + ⌘T⌃0!x1x>
1
� T⌃0!ww>k2⌃0

= k(I � T⌃0!ww>) + ⌘(T⌃0!x1x>
1
� I)k2⌃0

= kI � T⌃0!ww>k2⌃0
+ ⌘

2kI � T⌃0!x1x>
1
k2⌃0

� 2⌘hI � T⌃0!ww> , I � T⌃0!x1x>
1
i.

Taking the expectation with respect to ww> = yxx>, where y = x>Sx,

F (⌃1)� F (⌃0)  �2⌘hrF (⌃0), I � T⌃0!x1x>
1
i⌃0 (C.59)
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+ ⌘
2
d
2
BW(⌃0, y1x1x

>
1 ).

Summing over iterations, we find

F (⌃K)� F (⌃0)  (C.60)

� 2⌘
KX

k=1

hrF (⌃k�1), I � T⌃k�1!ykxkx>
k
i⌃k�1

+ ⌘
2

KX

k=1

d
2
BW(⌃k�1, ykxkx

>
k ).

Taking the expectation with respect to y1x1x>
1 , . . . , yKxKx>

K conditioned on ⌃1, . . . ,⌃K�1, and using
E[d2BW(⌃k�1, ykxkx>

k )|⌃k�1]  �
2,

EF (⌃K)� F (⌃0)  �2⌘
KX

k=1

krF (⌃k)k2⌃k
+ ⌘

2
K�

2
. (C.61)

With this,
KX

k=1

krF (⌃k)k2⌃k
 E

F (⌃K)� F (⌃0)

2⌘
+

⌘

2
K�

2
. (C.62)

Choosing ⌘ = 1/
p
K,

1

K

KX

k=1

krF (⌃k)k2⌃k
 E

F (⌃K)� F (⌃0)

2
p
K

+
⌘�

2

2
p
K

. (C.63)

Within the sequence of iterates ⌃0, . . . ,⌃K , at least one element must have gradient bounded by O(1/
p
K).

C.4 Suboptimal Stationary Points

There potentially exist stationary points that are not optimal in the low-rank case. In particular, with the parametrization
⌃ = UU>, these are points such that

E

p
x>V V >xp
x>UU>x

xx>U = U , (C.64)

where V V > = S.

In the following, we will show that at least in the r = 1 case, there are no local minima uu> that are not orthogonal to
vv>.

C.4.1 No Local Minima in 1D Case

Theorem 20. Consider the observation model with the rank one matrix S = vv> and y = hxx>
,Si. Then, the only fixed

points of the iteration

E

r
x>vv>x

x>uu>x
xx>u = u (C.65)

are orthogonal to v or u = v. Since the points orthogonal to v are local maxima, population gradient descent converges
to v.

Proof. In the 1-dimensional case, the stationary points are

E
|v>x|
|u>x|xx

>u = u. (C.66)

Obviously, u = v is a stationary point.
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On the other hand, suppose that u ? v. Then, we can write

E
|v>x|
|u>x|xx

>u =

E
|v>x|
|u>x| (uu

>
/kuk2 + vv>

/kvk2 +ww>)xx>u

=
1

kuk2 E
|v>x|
|u>x|uu

>xx>u+
1

kvk2E
|v>x|
|u>x|vv

>xx>u

=
⇣ 1

kuk2 E|v>x|E|u>x|
⌘
u+

1

kvk2
⇣
E(v>x)2E

x>u

|u>x|

⌘
v

=
2

⇡
kvk u

kuk .

Therefore, for this to be a stationary point, we need

2

⇡

kvk
kuk = 1, or kuk =

2kvk
⇡

. (C.67)

Thus, any orthogonal vector with this length is a stationary point.

Finally, we show that there are no other stationary points. For u to be a fixed point, we need to have that

E|v>x|sign(u>x)x = u. (C.68)

Due to the rotational symmetry of the x’s, we can assume without loss of generality that only the first two coordinates of v,
u are nonzero. Furthermore, we can reduce to the two dimensional case, since the coordinates x3, . . . , xd do not contribute
to the expectation. Finally, we can assume without loss of generality that u and v are rotated so that u = [a, 0]>. In this
way, if v = (v1, v2), (C.68) becomes

E|v1x1 + v2x2|sign(x1)[x1, x2]
>
. (C.69)

The first coordinate is obviously positive. If we can show that the second coordinate is nonzero, then u cannot be a fixed
point. We assume without loss of generality that v2 > 0.

Thus we consider
E|v1x1 + v2x2|sign(x1)x2 (C.70)

for i.i.d. N(0, 1) random variables x1, x2. By symmetry, (x1, x2) occurs with the same probability as (�x1,�x2), and

|v1(�x1) + v2(�x2)|sign(�x1)(�x2) = (C.71)
|v1x1 + v2x2|sign(x1)x2.

Therefore, we can integrate over any half-plane, and so

E|v1x1 + v2x2|sign(x1)x2 = (C.72)
E(x1,x2)|x1>0|v1x1 + v2x2|x2.

For all fixed x1 > 0, it is easy to see that

Ex2|x1>0|v1x1 + v2x2|x2 > 0, (C.73)

since |v1x1+ |v2x2|| > |v1x1� |v2x2|| when v2 > 0. Therefore the second coordinate cannot be zero, and this means that
u is not a fixed point.

Together with the monotonicity of gradient descent, which implies convergence to a fixed point, we conclude that
population gradient descent in the 1D case converges to the underlying vector v.
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C.5 Highly Local Recovery in Discrete 1D Case

Suppose that we have a discrete set of sensing vectors x1, . . . ,xn that satisfy the `2/`1-RIP condition, and that
1
n

P
i xixT

i = I . Suppose that S = vv>. Define the set

B = {u : |u>xi| > ✏ 8i}. (C.74)

This is an open set. Over this set, we can bound

krF (u)�rF (v)k . kvv> � uu>k1/2F

1

n

X

i

kxik
|u>xi|

(C.75)

 Ckvv> � uu>k1/2F ,

for some C that depends on all parameters. Assume that v 2 B. This implies that there exists a ball around v that is
contained within B. In this ball, we can get the local Euclidean smoothness bound given in Section C.2.3. In turn, this
implies local geodesic strong convexity over a small subset of this ball, which implies local linear convergence.

C.6 Lack of Strong Geodesic Convexity

We illustrate here that the functional F , while being locally strongly convex about S when restricted to rank r matrices, is
not locally strongly convex around S for higher rank matrices.

Let S be the matrix
S =


a 0
0 0

�
, (C.76)

⌃0 be the matrix

⌃0 =


a 0
0 b

�
, (C.77)

and let
T =


1 0
0 0

�
(C.78)

be the transport map from ⌃0 to S. Let ⌃t be the geodesic from S Using the first display in (C.47), we find

@
2
t F (⌃t)|t=0 =

D
(T � I)⌃0(T � I),rF (⌃0)

E
(C.79)

+ Exx>⇠Q2
Tr(xx>(T � I)⌃0)2

(Tr(xx>⌃0))3/2

=
D0 0

0 b

�
,rF (⌃0)

E
+ Exx>⇠Q2

Tr(xx>(T � I)⌃0)2

(Tr(xx>⌃0))3/2

By a trace inequality,

2EQ
(Tr[xx>(T � I)⌃1/2

0 ])2)

Tr[xx>⌃0]3/2
. k(T � I)⌃0k2F . (C.80)

To have geodesic strong convexity, we need to lower bound @
2
t F (⌃t)|t=0 by ck(T � I)⌃1/2

0 k2F = cdBW(⌃0,⌃1)2 for
some c > 0. On the other hand, using the result of Section C.2.3, krF (⌃0)kF . k⌃0 � SkF = |b|, and so

@
2
t F (⌃t)|t=0 . b

2 + k(T � I)⌃0k2F . (C.81)

We note that

k(T � I)⌃0k2F = b
2
.

On the other hand,

d
2
BW(⌃0,⌃1) = k(T � I)⌃1/2

0 k2F = b,

There is no c > 0 such that
b
2 � cb (C.82)

for all b > 0. Therefore, F is not strongly geodesically convex at full-rank ⌃0 that are close the boundary. In particular, if
the true barycenter is low-rank, then as the full-rank ⌃ approach ⌃, we cannot expect strong convexity.
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D SUPPLEMENTAL EXPERIMENTS

D.1 Convergence of BWGD M/m = 1

We first repeat the experiment in Figure 2, except we generate the data using S = V V >, where V now has orthogonal
columns. The results are displayed in Figure 7.

Figure 7: Convergence of BWGD (2.15) with the full gradient and GD [Li et al., 2019]. Here, the model is the same
as in Figure 2, except the columns of V are orthogonal and length

p
d. We set d = 32, and down the columns we use

r = 1, 4, 16, respectively. Across the rows we vary the number of points, with n = 3dr, n = 10dr, and n = 20dr,
respectively. As we can see, for low to moderate ranks, the BWGD method converges much faster than the standard GD
method.

D.2 Phase Retreival on CelebA Data

Here, we repeat the experiment of Section 4.2 on 20 images taken from the CelebA dataset Liu et al. [2015]. We give
two plots. First, we plot error versus iteration for both BWGD and Wirtinger Flow. Second, we give some examples of
the generated images. As we can see, BWGD recovers sharp images much faster than Wirtinger flow across a range of
examples.

D.3 Convergence of BWGD Versus BWSGD

In the plot for SGD, we also give lines to show the different rates. Here, it appears that SGD is converging to the true
barycenter. Also, it appears to be converging at a faster than anticipated rate. An explanation of this phenomenon will be
explored in future work. In the left plot of Figure 9, we set d = 20 and n = d

2, and we plot the error versus iteration for
BWGD for the various ranks. As we can see, the convergence takes longer as the rank increases. In the right plot of Figure
9, we plot the error versus iteration for BWSGD using the single sample gradient of (2.14), where at each iteration we draw
a new sample. As we can see, the BWSGD interpolates between two convergence regimes: a slow regime where the rate is
k
�1/4 and a fast regime where the rate is k�1/2. The latter rate is typical of cases where there is local strong convexity or

a Polyak-Łojasiewicz inequality.

D.4 Abalone Dataset

We also present an experiment with real data. This example is one where we attempt to measure the heterogeneity in a
regression dataset. Here, we pick the classical Abalone dataset available from the UCI machine learning repository [Blake
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Figure 8: Convergence and example images of BWGD and WF on the CelebA Phase Retrieval experiment.

and Merz, 1998]. In this dataset, one attempts to predict the age of abalone from certain covariates. Linear regression
models exhibit poor fit on this data for a variety of reasons. One reason, which we demonstrate here, is the presence of
heterogeneity in the measurements.

Assuming the covariance recovery model yi = hxi,wii + ✏i, where wi ⇠ N(0,S), we could try to measure hetero-
geneity in the data by recovering the covariance of the regression vectors, and then plotting how x relates to y in its top
principal space. Here, we recover such a covariance, and then project x onto the top two principal directions. We then
plot y against these two directions. The resulting plots show varying degrees of heterogenity depending on the method em-
ployed. Here, we compare BWGD, GD, PCA on the x’s, and the spectral method, which finds the top principal directions
of the matrix

Sn =
1

2n

nX

i=1

yi(xix
>
i � I) (D.1)

As we can see, the spectral methods completely fails here. The BWGD method gives a similar but qualitatively different
result from the Euclidean gradient descent method. In particular, there appear to be two primary directions of variation,
which would indicate that this may be a mixture of two different regression components. Both BWGD and GD recover a
stretched direction, but the secondary direction (in the PX1 direction) appears to be more pronounced for BWGD.
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Figure 9: Convergence of BWGD and WF on the CelebA Phase Retrieval experiment.

Figure 10: Projections for abalone data. The left column are projections for a fixed rank BW and full-rank BW barycen-
ter, the middle column corresponds to low-rank and full-rank Euclidean gradient descent on (2.2), and the right column
corresponds to the top principal subspace of x and the result of the spectral method.
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