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#### Abstract

A sparsification of a given graph $G$ is a sparser graph (typically a subgraph) which aims to approximate or preserve some property of $G$. Examples of sparsifications include but are not limited to spanning trees, Steiner trees, spanners, emulators, and distance preservers. Each vertex has the same priority in all of these problems. However, real-world graphs typically assign different "priorities" or "levels" to different vertices, in which higher-priority vertices require higher-quality connectivity between them. Multi-priority variants of the Steiner tree problem have been studied in prior literature but this generalization is much less studied for other sparsification problems. In this paper, we define a generalized multi-priority problem and present a rounding-up approach that can be used for a variety of graph sparsifications. Our analysis provides a systematic way to compute approximate solutions to multi-priority variants of a wide range of graph sparsification problems given access to a single-priority subroutine.
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## 1 Introduction

A sparsification of a graph $G$ is a graph $H$ which preserves some property of $G$. Examples of sparsifications include spanning trees, Steiner trees, spanners, emulators, distance preservers, $t$-connected subgraphs, and spectral sparsifiers. Many sparsification problems are defined with respect to a given subset of vertices $T \subseteq V$ which we call terminals: e.g., a Steiner tree over $(G, T)$ requires a tree in $G$ which spans $T$. Most of the corresponding optimization problems of these sparsifications are NP-hard to compute optimally, so we often seek approximation algorithms or other algorithms which yield good solutions in practice.

Different sparsifications can play a significant role in tackling real-world network design problems containing a large number of nodes and edges. For example, networks arising in real-world applications can be of vast scale, and often contain millions of vertices and even more edges (social networks, epidemiological networks, road networks, etc.). Visualizing such large networks at once with all important information is impossible, hence it is desirable to have a multi-priority structure for the network, in which low priority vertices and edges capture finer

[^0]detail, while higher priority vertices and edges form a significantly sparser network, which nonetheless still represents the underlying structure.

In this paper, we are interested in generalizations of sparsification problems where each vertex possesses one of $k+1$ different priorities (between 0 and $k$, where $k$ is the highest), in which the goal is to construct a graph $H$ such that (i) every edge in $H$ has a rate between 1 and $k$ inclusive, and (ii) For all $i \in\{1, \ldots, k\}$, the edges in $H$ of rate $\geq i$ constitute a given type of sparsifier over the vertices whose priority is at least $i$. Throughout, we assume a vertex with priority 0 need not be included. This multi-priority problem has been studied in the context of Steiner or multicast trees $[10,14,17]$, where the objective is to connect a source to a set of heterogeneous receivers, each with a certain priority request. However, this generalization is far less studied for other types of sparsifications. We investigate multi-priority generalizations of other graph problems and provide approximation algorithms for these problems.

### 1.1 Problem definition

Here, we will consider a general range of sparsification problems. A sparsification $H$ is valid if it satisfies a set of constraints that depends on the type of sparsification. Given $G$ and a set of terminals $T$, let $\mathcal{F}$ be the set of all valid sparsifications $H$ of $G$ over $T$. Throughout, we will assume that $\mathcal{F}$ satisfies the following general constraints that must hold for all types of sparsification we consider in this article: for all $H \in \mathcal{F}$ :

- $H$ contains all terminals $T$ in the same connected component, and
- $H$ is a subgraph of $G$.

Besides these general constraints, there are additional constraints that depend on the specific type of sparsification as described below. Note that $|\mathcal{F}|$ is usually too large to enumerate, but in many cases $\mathcal{F}$ can be implicitly stated via constraints, and we will assume that checking if $H \in \mathcal{F}$ can be done in polynomial-time. Several such sparsification problems we focus on include:
Steiner trees: A Steiner tree over $(G, T)$ is a subtree that spans $T$. In this case, we may let $\mathcal{F}$ be the set of all Steiner trees over $(G, T)$. The specific constraint for this problem is the sparsification $H$ which is a Steiner tree over $(G, T)$; we denote this constraint by tree constraint.
Subset spanners and distance preservers: A spanner is a subgraph which approximately preserves pairwise distances in the original graph $G$. A subset spanner needs only approximately preserve distances between a subset $T \subseteq V$ of vertices. Two common types of spanners include multiplicative $\alpha$-spanners, which preserve distances in $G$ up to a multiplicative $\alpha$ factor, and additive $+\beta$ spanners, which preserve distances up to additive $+\beta$ error. A distance preserver is a special case of the spanner where distances are preserved exactly. The specific constraints are basically the distance constraints applied from the problem definition. For example, for multiplicative $\alpha$-spanners the constraints are that the distance in $H$ between any pair of vertices is no more than $\alpha$ times the distance in $G$. We denote these types of constraints by distance constraints.

The above problems are widely studied in literature; see surveys [5,21]. An example sparsification which we will not consider in the above framework is the emulator, which approximates distances but is not necessarily a subgraph.

In a standard weighted graph $G=(V, E)$, given a set of edges $E^{\prime} \subseteq E$, the weight of the induced subgraph just depends on the weight of edges in $E^{\prime}$. In this paper we study a problem where the weight not only depends on the edge weights but also on the rate of the edges. We denote the weight of the edge $e$ having rate $r$ by $w(e, r)$. Different strategies can be used to increase the weight of the edge as the rate increases. One natural setting is the linear increment: $w(e, r)=r w(e, 1)$. We can set $w(e, 1)=w(e)$, the input weight of $e$. It is also possible to consider $w(e, 1)=1$ if the graph is unweighted. We assess the quality of a sparsification $H$ by weight $(H):=\sum_{e \in E(H)} w(e, R(e))$. We define a $k$-priority sparsification as follows, where $[k]:=\{1,2, \ldots, k\}$.

Definition 1 ( $k$-priority sparsification). Let $G(V, E)$ be a graph, where each vertex $v \in V$ has priority $\ell(v) \in[k] \cup\{0\}$. Let $T_{i}:=\{v \in V \mid \ell(v) \geq i\}$. Let $w(e)$ be the edge weight of edge $e$. The weight of an edge having rate $i$ is denoted by $w(e, i)=i w(e, 1)=i w(e)$. For $i \in[k]$, let $\mathcal{F}_{i}$ denote the set of all valid sparsifications over $T_{i}$. A subgraph $H$ with edge rates $R: E(H) \rightarrow[k]$ is a $k$-priority sparsification if for all $i \in[k]$, the subgraph of $H$ induced by all edges of rate $\geq i$ belongs to $\mathcal{F}_{i}$. We assess the quality of a sparsification $H$ by weight $(H):=\sum_{e \in E(H)} w(e, R(e))$.

Note that $H$ induces a nested sequence of $k$ subgraphs, and can also be interpreted as a multi-level graph sparsification [3]. A road map serves as a good analogy of a multi-level sparsification, as zooming out only displays highways and other major roads (Figure 1). Figure 2 shows an example of 2 -priority sparsification with distance constraints where $\mathcal{F}_{i}$ is the set of all subset +2 spanners over $T_{i}$; that is, the vertex pairs of $T_{i}$ is connected by a path in $H_{i}$ at most 2 edges longer than the corresponding shortest path in $G$. Similarly, Figure 3 shows an example of 2-priority sparsification with a tree constraint.


Fig. 1: Three different zoom levels of a map of New York (Map data: Google).

The linearly increasing $k$-priority instance is motivated by a natural large network visualization problem. Semantic zooming features similar to the Google map (Figure 1) are desirable while visualizing large networks. In semantic zooming, when an object appears at a particular level, it should not suddenly disappear after zooming in. In the context of network visualization, we can say that if an


Fig. 2: Right: A graph $G$ with $k=2$ priorities, with four and three vertices of priority 1 and 2 , respectively (indicated using small and large circles). mid: The subgraph $H_{1}$ with edges of rates 2 and 1 (indicated using the thickness) of a 2-priority sparsification with distance constraints. left: The subgraph $H_{2}$ with edges of rate 2 of the same 2-priority sparsification.


Fig. 3: Right: A graph $G$ with $k=2$ priorities, with four and three vertices of priority 1 and 2 , respectively (indicated using small and large circles). mid: The subgraph $H_{1}$ with edges of rates 2 and 1 (indicated using the thickness) of a 2-priority sparsification with a tree constraint. left: The subgraph $H_{2}$ with edges of rate 2 of the same 2-priority sparsification.
edge appears at a particular rate or level, then it should also appear in the lower levels. In other words, an edge can appear in multiple levels and the total weight is the highest level of appearance times the edge weight in level 1.

Definition 1 is intentially open-ended to encompass a wide variety of sparsification problems. The $k$-priority problem is a generalization of many NP-hard problems, for example, Steiner trees, spanners, distance preservers, etc. These classical problems can be considered different variants of the 1-priority problem. Hence, the $k$-priority problem can not be simpler than the 1-priority problem. In this paper, we are mainly interested in the following problem: how much harder is it to compute a $k$-priority sparsification, compared to the corresponding 1-priority sparsification problem?

We use the terms cost and weight interchangeably, as from an optimization point of view the term "cost" is more intuitive. Let OPT be an optimal solution to the $k$-priority problem and the cost of OPT be weight(OPT).

Problem. Given $\langle G, P, w\rangle$ consisting of a graph $G$ with vertex priorities $\ell$ : $V \rightarrow[k] \cup\{0\}$, can we compute a $k$-priority sparsification whose weight is small compared to weight $(\mathrm{OPT})$ ?

### 1.2 Related work

The case where $\mathcal{F}_{i}$ consists of all Steiner trees over $T_{i}$ is known under different names including Priority Steiner Tree [17], Multi-level Network Design [10], Quality-of-Service Multicast Tree [14,22], and Multi-level Steiner Tree [3].

Charikar et al. [14] give two $O$ (1)-approximations for the Priority Steiner Tree problem using a rounding approach which rounds the priorities of each terminal up to the nearest power of some fixed base (2 or $e$ ), then using a subroutine which computes an exact or approximate Steiner tree. If edge weights are arbitrary with respect to rate (not necessarily increasing linearly w.r.t. the input edge weights), the best known approximation algorithm achieves ratio $O(\min \{\log |T|, k \rho\}[14,30]$ where $\rho \approx 1.39$ [13] is an approximation ratio for the edge-weighted Steiner tree problem. On the other hand, the Priority Steiner tree problem cannot be approximated with ratio $c \log \log n$ unless NP $\subseteq \operatorname{DTIME}\left(n^{O(\log \log \log n)}\right)$ [17].

Ahmed et al. [7] describe an experimental study for the $k$-priority problem in the case where $\mathcal{F}_{i}$ consists of all subset multiplicative spanners over $T_{i}$. They show that simple heuristics for computing multi-priority spanners already perform nearly optimally on a variety of random graphs. Multi-priority variants of additive spanners have also been studied [6], although with objective functions that are more restricted than our setting.

### 1.3 Our contribution

We have extended the rounded-up approach provided by Charikar et al. [14]. The original approach has several limitations:

- The algorithm only ensures that for each priority the terminals are connected. By removing the redundant paths, one can generate a tree-like structure, but it is not obvious how to generate sparsifications for distance preservers or spanners.
- The algorithm computes a solution for different priorities independently. However, we may need to satisfy constraints between different priorities. For example, in graph spanners, we have to maintain the distance constraints between pairs of vertices with different priorities. The independent solutions approach does not easily handle distance constraints between different priorities.

We generalize the algorithm to deal with these limitations and the result can be applied not only Steiner trees but to other sparsifiers. Specifically:

- We define a merging operation that can handle graph spanners, distance preservers, and similar structures in addition to Steiner trees.
- We propose different partitioning of the terminals that helps to satisfy the distance constraints between different priorities and study the trade-offs between different partitioning techniques.
- We prove an approximation guarantee for all considered sparsifications using proof by induction that is independent of the partitioning method.


## 2 A general approximation for $k$-priority sparsification

In this section, we generalize the rounding approach of [14]. The approach has two main steps: the first step rounds up the priority of all terminals to the nearest power of 2 ; the second step computes a solution independently for each rounded-up priority and merges all solutions from the highest priority to the lowest priority. Each of these steps can make the solution at most two times worse than the optimal solution. Hence, overall the algorithm is a 4 -approximation, we provide the pseudocode of the algorithm below.

```
Algorithm \(k\)-priority Approximation \((G=(V, E))\)
    // Round up the priorities
    for each terminal \(v \in V\) do
        Round up the priority of \(v\) to the nearest power of 2
    // Independently compute the solutions
    Compute a partition \(S_{1}, S_{2}, \cdots, S_{k}\) from the rounded-up terminals
    for each partition \(S_{i}\) do
        Compute a 1-priority solution on partition \(S_{i}\)
    // Merge the independent solutions
    for \(i \in\{k, k-1, \cdots, 1\}\) do
        Merge the solution of \(S_{i}\) to the solutions of lower priorities
```

Independently computed solutions introduce some complicated situations for the $k$-priority problem. For example, consider the most natural partitioning of the terminals to different priorities: if $t_{i}$ and $t_{j}$ are two terminals having priority $i$ and $j$ respectively (where $i<j$ ), then assign $t_{i}$ to $S_{i}$ and $t_{j}$ to $S_{j} \backslash S_{i}$. Here, $S_{i}$ and $S_{j}$ are the partitions having priority $i$ and $j$, respectively. In other words, this is an exclusive partitioning: each terminal vertex is assigned to exactly one set of terminals. In the second step, we can compute a solution for each terminal set independently. Although exclusive partitioning is a natural approach, it may generate invalid solutions. If we select a vertex with the highest priority as a root and add it to each partition, then the solution based on exclusive partitioning will satisfy the general constraints mentioned in Section 1.1. It will also satisfy the additional constraints for the Steiner tree after merging the solutions. However, it may not satisfy the additional constraints of other types of problems: for example, in graph spanners, we may need to satisfy the distance constraints between two terminal vertices that belong to two different partitions.

We now propose two partitioning techniques that will guarantee valid solutions. The first one is the inclusive partitioning: each terminal $t_{j}$ is assigned to each partition in $\left\{S_{i}: i \leq \ell\left(t_{j}\right)\right\}$. In other words, $S_{i}=T_{i}$ for all $i$.

Definition 2. An inclusive partitioning of the terminal vertices of a k-priority instance assigns each terminal $t_{j}$ to each partition in $\left\{S_{i}: i \leq \ell\left(t_{j}\right)\right\}$.

We propose another partitioning that is based on pairs of terminals. Consider a pair of terminals $t_{i}$ and $t_{j}$ and w.l.o.g. let $\ell\left(t_{i}\right) \leq \ell\left(t_{j}\right)$. Then we assign the priority to this pair equal to $\min \left(\ell\left(t_{i}\right), \ell\left(t_{j}\right)\right)$. We partition the pairs of terminals for each priority and refer to it as the pairwise partitioning.

Definition 3. A pairwise partitioning of the terminal vertices of a $k$-priority instance assigns the priority of each pair of terminals $t_{i}$ and $t_{j}$ equal to $\min \left(\ell\left(t_{i}\right)\right.$, $\left.\ell\left(t_{j}\right)\right)$. Based on this assignment, we can create a partitioning; $\forall k S_{k}=\left\{\left(t_{i}, t_{j}\right)\right.$ : $\left.\min \left(\ell\left(t_{i}\right), \ell\left(t_{j}\right)\right)=k\right\}$.

We compute partitions $S_{1}, S_{2}, \cdots, S_{k}$ from the terminal sets $T_{1}, T_{2}, \cdots, T_{k}$ and use them to compute the independent solutions. Here, we require one more assumption: given $1 \leq i<j \leq k$ and two partitioned sets $S_{i}, S_{j}$, any two sparsifications of rate $i$ and $j$ can be "merged" to produce a third sparsification of rate $i$. Specifically, if $H_{i} \in \mathcal{F}_{i}$, and $H_{j} \in \mathcal{F}_{j}$, then there is a graph $H_{i, j} \in \mathcal{F}_{i}$ such that $H_{j} \subseteq H_{i, j} \subseteq H_{i} \cup H_{j}$. For the above sparsification problems (e.g., Steiner tree, spanners), we can often let $H_{i, j}$ be the union of $H_{i}$ and $H_{j}$, though edges may need to be pruned to ensure that $H_{i, j}$ is a Steiner tree (by removing cycles).

Definition 4. Let $S_{i}$ and $S_{j}$ be two partitions where $i<j$. Let $H_{i}$ and $H_{j}$ be the independently computed solution for the terminal set $T_{i}$ and $T_{j}$ respectively. We say that the solution $H_{j}$ is merged with solution $H_{i}$ if we complete the following two steps:

1. If an edge $e$ is not present in $H_{i}$ but present in $H_{j}$, then we add e to $H_{i}$.
2. If there is a tree constraint, then prune some lower-rated edges to ensure there is no cycle.

For a tree constraint, we need to prune lower-rated edges since pruning higher-rated edges may disconnect the tree. More specifically, for each pair of terminals $u$ and $v$ in $S_{j}$, we check if there exists more than one path in $H_{j}$. We prune edges until there is only one path $P$ between $u$ and $v$. Now consider the solution $H_{i}$. If a path between $u$ and $v$ other than $P$ exists in $H_{i}$, we remove more edges until $P$ is the only path between $u$ and $v$. At the end, there is exactly one path for each pair of terminals in both $H_{i}$ and $H_{j}$. We need the second step of merging particularly for sparsifications with tree constraints. Although the merging operation treats these sparsifications differently, we will later show that the pruning step does not play a significant role in the approximation guarantee.

Algorithm $k$-priority Approximation computes a partition from the roundedup terminals. The following claims show that if the algorithm computes either an inclusive or pairwise partitioning, then the algorithm provides a valid solution.

Lemma 1. If Algorithm k-priority Approximation computes an inclusive partitioning, then the algorithm provides a valid solution.

Proof. To compute the solution of the $k$-priority instance we merge all the independent solutions, that is, if an edge is present for a particular rate $i$, then it is also present for all rates smaller than $i$. If we are computing the Steiner
tree, then the merging operation ensures that we have exactly one path for each pair of terminals. Hence, we have a valid priority Steiner tree. Now suppose that we are computing a spanner (or preserver). Consider a pair of terminals $t_{i} \in S_{i}$ and $t_{j} \in S_{j}$, w.l.o.g. we assume $\ell\left(t_{i}\right) \leq \ell\left(t_{j}\right)$. Then $t_{j} \in S_{i}$ since the partitioning is inclusive. Hence there is a path between $t_{i}$ and $t_{j}$ satisfying the distance constraint since we have computed an independent spanner on $S_{i}$. Hence the merged solution is valid.

Lemma 2. If Algorithm $k$-priority Approximation computes a pairwise partitioning, then the algorithm provides a valid solution.

Proof. After we merge the independent solutions, the general constraints will be satisfied. Also, the second step of the merging operation will make sure that for each pair of terminals there is exactly one path if we are computing priority Steiner trees. Hence, in that case, the output will be a valid priority Steiner tree. Now consider a sparsification where distance constraints must be satisfied to obtain a valid solution. Consider any pair of terminals $t_{i}$ and $t_{j}$. If $\ell\left(t_{i}\right)=\ell\left(t_{j}\right)=k$, then the partition $S_{k}$ contains this pair. Hence, when we compute the independent solution of $S_{k}$, the distance constraint of this pair is satisfied. Otherwise, let $\min \left(\ell\left(t_{i}\right), \ell\left(t_{j}\right)\right)=k$. Then the distance constraint needs to be satisfied at priority $k$. Also, the pair will be in $S_{k}$. Hence, after computing the independent solution the constraint will be satisfied. Hence, in both cases, we have a valid sparsification.

Both the pairwise partitioning and inclusive partitioning are theoretically no worse than four times the optimal solution as we prove later. The proof is the same for both cases. However, in practice, pairwise partitioning will perform better than inclusive partitioning as indicated by the following claim.

Lemma 3. The total number of distance constraints in pairwise partitioning is less than or equal to the number of distance constraints in an inclusive partitioning.

Proof. In pairwise partitioning, the total number of distance constraints is equal to the total number of pairs in $S_{1}, S_{2}, \cdots, S_{k}$. On the other hand, the total number of distance constraints in inclusive partitioning is equal to $\sum_{i}\binom{\left|S_{i}\right|}{2}$. Consider a pair of terminals $t_{i}$ and $t_{j}$ such that both $\ell\left(t_{i}\right)$ and $\ell\left(t_{j}\right)$ are not equal to 1 . Then in the inclusive partitioning this pair will be considered in partitions $S_{\min \left(\ell\left(t_{i}\right), \ell\left(t_{j}\right)\right)}$ to $S_{1}$. On the other hand, in the pairwise partitioning, this pair will be only considered in $S_{\min \left(\ell\left(t_{i}\right), \ell\left(t_{j}\right)\right)}$. Hence, pairwise partitioning will have only one constraint for this pair and the inclusive partitioning will have more than one constraint. Overall, the pairwise partitioning will have a smaller number of constraints and better running time.

Algorithm $k$-priority Approximation provides valid solutions for both inclusive partitioning and pairwise partitioning as shown in Lemma 1 and 2. Lemma 3 shows that pairwise partitioning is better in terms of the number of distance constraints. We now provide an approximation guarantee for Algorithm $k$-priority Approximation that is independent of the partitioning method.

Theorem 1. Consider an instance $\varphi=\langle G, P, w\rangle$ of the $k$-priority problem with linear edge weights. If we are given an oracle that can compute the minimum weight sparsification of $G$ over $T$, then with at most $\log _{2} k+1$ queries to the oracle, Algorithm $k$-priority computes a $k$-priority sparsification with weight at most 4 weight( OPT ).

Proof. The $k$-priority problem does not explicitly require some vertex has priority $k$, so we will assume w.l.o.g. $k$ is a power of 2 . Given $\varphi$, construct the rounded-up instance $\varphi^{\prime}$ which is obtained by rounding up the priority of each vertex to the nearest power of 2 . Then, if $\mathrm{OPT}^{\prime}$ is an optimum solution to the rounded-up instance, we have weight $\left(\mathrm{OPT}^{\prime}\right) \leq 2$ weight $(\mathrm{OPT})$, since edge weights are linear.

Then for each rounded-up priority $i \in\{1,2,4,8, \ldots, k\}$, compute a sparsification independently over the partition $S_{i}$, creating $\log _{2} k+1$ graphs. Denote these graphs $\mathrm{ALG}_{1}, \mathrm{ALG}_{2}, \mathrm{ALG}_{4}, \ldots$, ALG $_{k}$. Combine these sparsifications into a single subgraph ALG. This is done using the "merging" operation described earlier in this section: (i) add each edge of $H_{i}$ to all sparsification of lower priorities $H_{i-1}, H_{i-2}, \cdots, H_{1}$ and (ii) prune some edges to make sure that there is exactly one path between each pair of terminals if we are computing priority Steiner tree.

It is not obvious why after this merging operation we have a $k$-priority sparsification with cost no more than 4 weight(OPT). The approximation algorithm computes solutions independently, which means it is unaware of the terminal sets at the lower levels. Consider the top most partition $S_{k}$ of the rounded up instance. The approximation algorithm computes an optimal solution for that partition. The optimal algorithm of the $k$-priority sparsification computes the solution while considering all the terminals and all priorities. Let $\mathrm{OPT}_{i}$ be the minimum weighted subgraph in an optimal $k$-priority solution OPT to generate a valid sparsification on partition $S_{i}$. Then weight $\left(\mathrm{ALG}_{k}\right) \leq$ weight $\left(\mathrm{OPT}_{k}\right)$, i.e., if we only consider the top partition $S_{k}$, then the approximation algorithm is no worse than the optimal algorithm.

However, the approximation algorithm may incur additional cost when merging the edges of $\mathrm{ALG}_{k}$ in lower priorities. In the worst case, merged edges might not be needed to compute the solutions of the lower partitions (if the merged edges are used in the lower partitions in their independent solutions, then we do not need to pay any cost for the merging operation). This is because the approximation algorithm computes the solutions independently. On the other hand, in the worst case, it may happen that $\mathrm{OPT}_{k}$ includes all the edges to satisfy all the constraints of lower partitions. In this case, the cost of the optimal $k$-priority solution is $k$ weight $\left(\mathrm{OPT}_{k}\right)$. If $\operatorname{weight~}\left(\mathrm{ALG}_{k}\right) \approx \operatorname{weight}\left(\mathrm{ALG}_{k-1}\right)$ $\approx \cdots \approx$ weight $\left(\mathrm{ALG}_{1}\right)$ and the edges of the sparsification of a particular priority do not help in the lower priorities, then it seems like the approximation algorithm can perform around $k$ times worse than the optimal $k$-priority solution. However, the hypothesis (the edges of the sparsification of a particular priority do not help in the lower priorities) will not be true because we are considering a rounded up instance. In a rounded up instance $S_{k}=S_{k-1}=\cdots=S_{\frac{k}{2}+1}$. Hence, weight $\left(\mathrm{ALG}_{i}\right) \leq \operatorname{weight}\left(\mathrm{OPT}_{i}\right)$ for $i=k, k / 2, \cdots, \frac{k}{2}+1$.

Lemma 4. If we compute independent solutions of a rounded up $k$-priority instance and merge them, then the cost of the solution is no more than 2 weight(OPT).

Proof. Let the set of partitions be $S_{k}, S_{k / 2}, \cdots, S_{1}$. Suppose we have computed the independent solution and merged them in lower priorities. We actually prove a stronger claim, and use that to prove the lemma. Note that in the worst case the cost of approximation algorithm is $2^{k}$ weight $\left(\mathrm{ALG}_{k}\right)+$ $2^{k / 2}$ weight $\left(\mathrm{ALG}_{k / 2}\right)+\cdots+$ weight $\left(\mathrm{ALG}_{1}\right)$. And the cost of the optimal algorithm is weight $\left(\mathrm{OPT}_{k}\right)+$ weight $\left(\mathrm{OPT}_{k-1}\right)+\cdots+$ weight $\left(\mathrm{OPT}_{1}\right)$. We show that $2^{k}$ weight $\left(\mathrm{ALG}_{k}\right)+2^{k / 2}$ weight $\left(\mathrm{ALG}_{k / 2}\right)+\cdots+$ weight $\left(\mathrm{ALG}_{1}\right) \leq 2\left(\right.$ weight $\left(\mathrm{OPT}_{k}\right)+$ weight $\left(\mathrm{OPT}_{k-1}\right)+\cdots+$ weight $\left.\left(\mathrm{OPT}_{1}\right)\right)$. Let $k=2^{i}$. We provide a proof by induction on $i$.

Base step: If $i=0$, then we have just one partition $S_{1}$. The approximation algorithm computes a sparsification for $S_{1}$ and there is nothing to merge. Since the approximation algorithm uses an optimal algorithm to compute independent solutions, weight $\left(\mathrm{ALG}_{1}\right) \leq 2$ weight $\left(\mathrm{OPT}_{1}\right)$.

Inductive step: We assume that the claim is true for $i=j$ which is the induction hypothesis. Hence $2^{j}$ weight $\left(\mathrm{ALG}_{2^{j}}\right)+2^{j-1}$ weight $\left(\mathrm{ALG}_{2^{j-1}}\right)+\cdots+$ weight $\left(\mathrm{ALG}_{1}\right) \leq 2\left(\operatorname{weight}\left(\mathrm{OPT}_{2^{j}}\right)+\operatorname{weight}\left(\mathrm{OPT}_{2^{j}-1}\right)+\cdots+\operatorname{weight}\left(\mathrm{OPT}_{1}\right)\right)$. We now show that the claim is also true for $i=j+1$. In other words, we have to show that $2^{j+1}$ weight $\left(\mathrm{ALG}_{2^{j+1}}\right)+2^{j}$ weight $\left(\mathrm{ALG}_{2^{j}}\right)+\cdots+$ weight $\left(\mathrm{ALG}_{1}\right) \leq$ $2\left(\right.$ weight $\left.\left(\mathrm{OPT}_{2^{j+1}}\right)+\operatorname{weight}\left(\mathrm{OPT}_{2^{j+1}-1}\right)+\cdots+\operatorname{weight}\left(\mathrm{OPT}_{1}\right)\right)$. We know,

$$
\begin{aligned}
\text { L.H.S. } & =2^{j+1} \text { weight }\left(\mathrm{ALG}_{2^{j+1}}\right)+2^{j} \text { weight }\left(\mathrm{ALG}_{2^{j}}\right)+\cdots+\text { weight }\left(\mathrm{ALG}_{1}\right) \\
& =\operatorname{weight}\left(\mathrm{ALG}_{2^{j+1}}\right)+\text { weight }\left(\mathrm{ALG}_{2^{j+1}}\right)+\cdots+\operatorname{weight}\left(\mathrm{ALG}_{2^{j+1}}\right) \\
& \left.+2^{j} \text { weight }\left(\mathrm{ALG}_{2^{j}}\right)+2^{j-1} \text { weight }\left(\mathrm{ALG}_{2^{j}-1}\right)+\cdots+\operatorname{weight}\left(\mathrm{ALG}_{1}\right)\right) \\
& \leq \operatorname{weight}\left(\mathrm{OPT}_{2^{j+1}}\right)+\operatorname{weight}\left(\mathrm{OPT}_{2^{j+1}}\right)+\cdots+\operatorname{weight}\left(\mathrm{OPT}_{2^{j+1}}\right) \\
& \left.+2^{j} \text { weight }\left(\mathrm{ALG}_{2^{j}}\right)+2^{j-1} \text { weight }\left(\mathrm{ALG}_{2^{j}-1}\right)+\cdots+\operatorname{weight}\left(\mathrm{ALG}_{1}\right)\right) \\
& =2^{j+1} \operatorname{weight}\left(\mathrm{OPT}_{2^{j+1}}\right)+2^{j} \operatorname{weight}\left(\mathrm{ALG}_{2^{j}}\right)+\cdots+\operatorname{weight}\left(\mathrm{ALG}_{1}\right) \\
& =2\left(\text { weight }\left(\mathrm{OPT}_{2^{j+1}}\right)+\operatorname{weight}\left(\mathrm{OPT}_{2^{j+1}-1}\right)+\cdots+\operatorname{weight}\left(\mathrm{OPT}_{2^{j}+1}\right)\right) \\
& \left.+2^{j} \text { weight }\left(\mathrm{ALG}_{2^{j}}\right)+2^{j-1} \operatorname{weight}\left(\mathrm{ALG}_{2^{j}-1}\right)+\cdots+\operatorname{weight}\left(\mathrm{ALG}_{1}\right)\right) \\
& \leq 2\left(\text { weight }\left(\mathrm{OPT}_{2^{j+1}}\right)+\operatorname{weight}\left(\mathrm{OPT}_{2^{j+1}-1}\right)+\cdots+\operatorname{weight}\left(\mathrm{OPT}_{2^{j}+1}\right)\right) \\
& +2\left(\operatorname{weight}\left(\mathrm{OPT}_{2^{j}}\right)+\operatorname{weight}\left(\mathrm{OPT}_{2^{j}-1}\right)+\cdots+\operatorname{weight}\left(\mathrm{OPT}_{1}\right)\right) \\
& =2\left(\text { weight }\left(\mathrm{OPT}_{2^{j+1}}\right)+\operatorname{weight}\left(\mathrm{OPT}_{2^{j+1}-1}\right)+\cdots+\operatorname{weight}\left(\mathrm{OPT}_{1}\right)\right) \\
& =\text { R.H.S. }
\end{aligned}
$$

Here, the second equality is just a simplification. The third inequality uses the fact that an independent optimal solution has a cost lower than or equal to any other solution. The fourth equality is a simplification, the fifth inequality uses the fact that the input is a rounded up instance. The sixth inequality uses the induction hypothesis. The L.H.S. is greater than the cost of the approximation algorithm. The R.H.S. is smaller than 2 weight(OPT).

We have shown earlier that the solution of the rounded up instance has a cost of no more than 2 weight(OPT). Combining that claim and the previous claim, we can show that the solution of the approximation algorithm has cost no more than 4 weight(OPT).

In most cases, computing the optimal sparsification is computationally difficult. If an oracle is instead replaced with a $\rho$-approximation, the rounding-up approach is a $4 \rho$-approximation, by following the same proof as above.

## 3 Subset spanners and distance preservers

Here we provide a bound on the size of subsetwise graph spanners, where lightness is expressed with respect to the weight of the corresponding Steiner tree.

A spanner of a graph $G$ is a subgraph $H$ which approximates distances in $G$ up to some error. Specifically, given a (possibly edge-weighted) graph $G$ and $\alpha \geq 1$, we say that $H$ is a (multiplicative) $\alpha$-spanner if $d_{H}(u, v) \leq \alpha \cdot d_{G}(u, v)$ for all $u, v \in V$, where $\alpha$ is the stretch factor of the spanner and $d_{G}(u, v)$ is the graph distance between $u$ and $v$ in $G$. A subset spanner over $T \subseteq V$ approximates distances between pairs of vertices in $T$ (e.g., $d_{H}(u, v) \leq \alpha \cdot d_{G}(u, v)$ for all $u, v \in T)$. For clarity, we refer to the case where $T=V$ as an all-pairs spanner. The lightness of an all-pairs spanner is defined as its total edge weight divided by $w(M S T(G))$. A distance preserver is a spanner with $\alpha=1$.

Althöfer et al. [9] give a simple greedy algorithm which constructs an all-pairs $(2 k-1)$-spanner $H$ of size $O\left(n^{1+1 / k}\right)$ and lightness $1+\frac{n}{2 k}$. The lightness has been subsequently improved; in particular Chechik and Wulff-Nilsen [16] give a $(2 k-1)(1+\varepsilon)$ spanner with size $O\left(n^{1+1 / k}\right)$ and lightness $O_{\varepsilon}\left(n^{1 / k}\right)$. Up to $\varepsilon$ dependence, these size and lightness bounds are conditionally tight assuming a girth conjecture by Erdős [20], which states that there exist graphs of girth $2 k+1$ and $\Omega\left(n^{1+1 / k}\right)$ edges.

For subset spanners over $T \subseteq V$, the lightness is defined with respect to the minimum Steiner tree over $T$, since that is the minimum weight subgraph which connects $T$. We remark that in general graphs, the problem of finding a light multiplicative subset spanner can be reduced to that of finding a light spanner:

Lemma 5. Let $G$ be a weighted graph and let $T \subseteq V$. Then there is a poly-time constructible subset spanner with stretch $(2 k-1)(\overline{1}+\varepsilon)$ and lightness $O_{\varepsilon}\left(|T|^{1 / k}\right)$.

Proof. Let $\tilde{G}$ be the metric closure over $(G, T)$, namely the complete graph $K_{|T|}$ where each edge $u v \in E(\tilde{G})$ has weight $d_{G}(u, v)$. Let $H^{\prime}$ be a $(2 k-1)(1+\varepsilon)$ spanner of $\tilde{G}$. By replacing each edge of $H^{\prime}$ with the corresponding shortest path in $G$, we obtain a subset spanner $H$ of $G$ with the same stretch and total weight. Using the spanner construction of [16], the total weight of $H^{\prime}$ is $O_{\varepsilon}\left(|T|^{1 / k}\right) w(\operatorname{MST}(\tilde{G}))$. Using the well-known fact that the MST of $\tilde{G}$ is a 2 approximation for the minimum Steiner tree over $(G, T)$, it follows that the total weight of $H^{\prime}$ is also $O_{\varepsilon}\left(|T|^{1 / k}\right)$ times the minimum Steiner tree over $(G, T)$.

Thus, the problem of finding a subset spanner with multiplicative stretch becomes more interesting when the input graph is restricted (e.g., planar, or $H$-minor free). Klein [24] showed that every planar graph has a subset $(1+\varepsilon)$ spanner with lightness $O_{\varepsilon}(1)$. Le [27] gave a poly-time algorithm which computes a subset $(1+\varepsilon)$-spanner with lightness $O_{\varepsilon}(\log |T|)$, where $G$ is restricted to be $H$-minor free.

On the other hand, subset spanners with additive $+\beta$ error are more interesting, as one cannot simply reduce this problem to the all-pairs spanner as in Lemma 5. It is known that every unweighted graph $G$ has $+2,+4$, and +6 spanners with $O\left(n^{3 / 2}\right)$ edges [8], $\widetilde{O}\left(n^{7 / 5}\right)$ edges [15], and $O\left(n^{4 / 3}\right)$ edges [11,25] respectively, and that the upper bound of $O\left(n^{4 / 3}\right)$ edges cannot be improved even with $+n^{o(1)}$ additive error [2].

### 3.1 Subset distance preservers

Unlike spanners, general graphs do not contain sparse distance preservers that preserve all distances exactly; the unweighted complete graph has no nontrivial distance preserver and thus $\Theta\left(n^{2}\right)$ edges are needed. Similarly, subset distance preservers over a subset $T \subseteq V$ may require $\Theta\left(|T|^{2}\right)$ edges. It is an open question whether there exists $c>0$ such that any undirected, unweighted graph and subset of size $|T|=O\left(n^{1-c}\right)$ has a distance preserver on $O\left(|T|^{2}\right)$ edges [12]. Moreover, when $|T|=O\left(n^{2 / 3}\right)$, there are graphs for which any subset distance preserver requires $\Omega\left(|T| n^{2 / 3}\right)$ edges, which is $\omega\left(|T|^{2}\right)$ when $|T|=o\left(n^{2 / 3}\right)$ [12].

Theorem 2. If the above open question is true, then every unweighted graph with $|T|=O\left(n^{1-c}\right)$ and terminal priorities in $[k]$ has a priority distance preserver of size 4 weight( OPT ).

## 4 Multi-Priority Approximation Algorithms

In this section, we illustrate how the subset spanners mentioned in Section 3 can be used in Theorem 1, and show several corollaries of the kinds of guarantees one can obtain in this manner. In particular, we give the first weight bounds for multi-priority graph spanners. The case of Steiner trees was discussed [3].

### 4.1 Spanners

If the input graph is planar, then we can use the algorithm by Klein [24] to compute a subset spanner for the set of priorities we get from the rounding approach. The polynomial-time algorithm in [24] has constant approximation ratio, assuming constant stretch factor, yielding the following corollary.

Corollary 1. Given a planar graph $G$ and $\varepsilon>0$, there exists a rounding approach based algorithm to compute a multi-priority multiplicative $(1+\varepsilon)$-spanner of $G$ having $O\left(\varepsilon^{-4}\right)$ approximation. The algorithm runs in $O\left(\frac{|T| \log |T|}{\varepsilon}\right)$ time, where $T$ is the set of terminals.

The proof of this corollary follows from combining the guarantee of Klein [24] with the bound of Theorem 1. Using the approximation result for subset spanners provided in Lemma 5, we obtain the following corollary.

Corollary 2. Given an undirected weighted graph $G, t \in \mathbb{N}, \varepsilon>0$, there exists a rounding approach based algorithm to compute a multi-priority multiplicative $(2 t-1)(1+\varepsilon)$-spanner of $G$ having $O\left(|T|^{\frac{1}{\varepsilon}}\right)$ approximation, where $T$ is the set of terminals. The algorithm runs in $O\left(|T|^{2+\frac{1}{k}+\varepsilon}\right)$ time.

For additive spanners, there are algorithms to compute subset spanners of size $O\left(n|T|^{\frac{2}{3}}\right), \tilde{O}\left(n|T|^{\frac{4}{7}}\right)$ and $O\left(n|T|^{\frac{1}{2}}\right)$ for additive stretch 2,4 and 6 , respectively $[1,23]$. Similarly, there is an algorithm to compute a near-additive subset $(1+\varepsilon, 4)$-spanner of size $O\left(n \sqrt{\frac{|T| \log n}{\varepsilon}}\right)$ [23]. If we use these algorithms as subroutines in Lemma 5 to compute subset spanners for different priorities, then we have the following corollaries.

Corollary 3. Given an undirected weighted graph $G$, there exist polynomial-time algorithms to compute multi-priority graph spanners with additive stretch 2, 4 and 6 , of size $O\left(n|T|^{\frac{2}{3}}\right), \tilde{O}\left(n|T|^{\frac{4}{7}}\right)$, and $O\left(n|T|^{\frac{1}{2}}\right)$, respectively.

Corollary 4. Given an undirected unweighted graph $G$, there exists a polynomialtime algorithm to compute multi-priority $(1+\varepsilon, 4)$-spanners of size $O\left(n \sqrt{\frac{|T| \log n}{\varepsilon}}\right)$.

Several of the above results involving additive spanners have been recently generalized to weighted graphs; more specifically, there are algorithms to compute subset spanners in weighted graphs of size $O\left(n|T|^{\frac{2}{3}}\right)$, and $O\left(n|T|^{\frac{1}{2}}\right)$ for additive stretch $2 W(\cdot, \cdot)$, and $6 W(\cdot, \cdot)$, respectively $[18,19,4]$, where $W(u, v)$ denotes the maximum edge weight along the shortest $u-v$ path in $G$. Hence, we have the following corollary.

Corollary 5. Given an undirected weighted graph $G$, there exist polynomial-time algorithms to compute multi-priority graph spanners with additive stretch $2 W(\cdot, \cdot)$, and $6 W(\cdot, \cdot)$, of size $O\left(n|T|^{\frac{2}{3}}\right)$, and $O\left(n|T|^{\frac{1}{2}}\right)$, respectively.

## $4.2 t$-Connected Subgraphs

Another example which fits the framework of Section 1.1 is that of finding $t-$ connected subgraphs $[28,26,29]$, in which (similar to the Steiner tree problem) a set $T \subseteq V$ of terminals is given, and the goal is to find the minimum-cost subgraph $H$ such that each pair of terminals is connected with at least $t$ vertex-disjoint paths in $H$. Nutov [28] presents an approximation algorithm for this problem giving approximation ratio $O\left(t^{2} \log t\right)$. Laekhanukit [26] improves the approximation guarantee to $O(t \log t)$ if $|T| \geq t^{2}$ and shows that the hardest instances of the problem are when $|T| \approx t$. Nutov [29] studies the subset $t$-connectivity augmentation problem where given a graph $G$ and a $(t-1)$-connected subgraph $H$, we want to augment some edges to $H$ to make it $t$-connected. The objective
is to minimize the size of the set of augmented edges. If we use the algorithm of [26] in Theorem 1 to compute subsetwise $t$-connected subgraphs for different priorities, then we have following corollary.

Corollary 6. Given an undirected weighted graph G, using the algorithm of [26] as a subroutine in Theorem 1 yields a polynomial-time algorithm which computes a multi-priority $t$-connected subgraph over the terimals with approximation ratio $O(t \log t)$ provided $|T| \geq t^{2}$.

## 5 Conclusions and Future Work

We defined a class of $k$-priority sparsification problems and analyzed their difficulty relative to their corresponding single-priority problems. The proposed technique solves these problems using a subroutine for the corresponding single-priority problem. Assuming linearly increasing edge weights and an exact oracle for the single priority module, our algorithm yields a constant approximation to the optimal solution that is independent of the number of priorities $k$. Naturally, a $\rho$-approximation can be used in place of the oracle, yielding a $O(\rho)$-approximation to the $k$-priority problem, which is again independent of the number of priorities $k$. Since the $k$-priority sparsification problem relies on a single priority subroutine, we studied the single priority subsetwise problem for graph spanners and distance preservers. A feature in common for all the results in this paper is that solving the $k$-priority problem relies on single priority solutions (exact or approximate). A nice open problem is whether these $k$-priority problems can be solved directly, without relying on single priority solvers, by building the solution simultaneously for all priorities.
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