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Abstract

We consider the problem of quantum state certification, where we are given the description
of a mixed state ¢ € C™*? n copies of a mixed state p € C?*? and ¢ > 0, and we are
asked to determine whether p = o or whether [[p — oll1 > e. When o is the maximally mixed
state é[d, this is known as mixedness testing. We focus on algorithms which use incoherent
measurements, i.e. which only measure one copy of p at a time. Unlike those that use entangled,
multi-copy measurements, these can be implemented without persistent quantum memory and
thus represent a large class of protocols that can be run on current or near-term devices.

For mixedness testing, there is a folklore algorithm which uses incoherent measurements and
only needs O(d®?/e?) copies. The algorithm is non-adaptive, that is, its measurements are
fixed ahead of time, and is known to be optimal for non-adaptive algorithms. However, when
the algorithm can make arbitrary incoherent measurements, the best known lower bound is only
Q(d*/? /&%) [BCL20], and it has been an outstanding open problem to close this polynomial gap.
In this work:

e We settle the copy complexity of mixedness testing with incoherent measurements and show
that Q(d/?/e?) copies are necessary. This fully resolves open questions of [Wri16] and [BCL20].

e We show the instance-optimal bounds for state certification to general o first derived in [CLO21]
for non-adaptive measurements also hold for arbitrary incoherent measurements.
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Qualitatively, our results say that adaptivity does not help at all for these problems. Our
results are based on new techniques that allow us to reduce the problem to understanding the
concentration of certain matrix martingales, which we believe may be of independent interest.
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1 Introduction

Quantum mixedness testing, and more generally quantum state certification, are two of the most
basic and fundamental tasks in quantum property testing. In quantum state certification, the
learner is given n copies of a mixed state p € C*?, and an explicit description of a mixed state
o € C™? and the objective is to distinguish with probability at least 0.99 between the case where
p = o or if it is e-far from o in trace distance.! Mixedness testing is the special case of state
certification where o = é[d, i.e., when the target state is the maximally mixed state.

Mixedness testing and state certification are the natural quantum analogues of uniformity test-
ing and identity testing, respectively, two of the most well-studied problems in distribution testing.
From a more practical point of view, state certification is also a key subroutine which allows exper-
imentalists to verify the outcomes of their quantum experiments. For instance, if an algorithmist
wishes to check that a quantum algorithm with quantum output is correctly outputting the right
state, then this is exactly the problem of state certification.

Despite the fundamental nature of the problems, it was not until relatively recently that the
copy complexity of state certification and mixedness testing were first understood. The seminal
paper of [OW15] first demonstrated that n = ©(d/e?) copies were necessary and sufficient to
solve mixedness testing. Follow-up work of [BOW19] later demonstrated that n = O(d/e?) is also
sufficient for the more general problem of state certification. Combined with the lower bound for
mixedness testing, this resolved the copy complexity of state certification, in the worst case over o.

However, a major downside of the estimators which achieve these copy complexities is that they
require heavily entangled measurements over the joint state p®". This poses a number of challenges
to porting these algorithms into practical settings. First, the descriptions of the measurements are
quite large (as the overall joint state is of size d"” x d"), and cannot be implemented on current
(or near-term) quantum devices. Second, the measurements require that all n copies of p are
simultaneously present. In many realistic settings, such as streaming settings where one copy of p
is given to the algorithm at a time, this would require that the quantum device be able to store
all of these copies in persistent quantum memory. Such a task is also out of reach for current or
near-term quantum devices, in essentially any non-trivial regime of the parameters, especially when
one considers that d is exponential in the number of qubits in the system!

An appealing class of algorithms which avoids both these issues, and which can be implemented
on real world noisy intermediate-scale quantum (NISQ) devices, are algorithms which only rely on
incoherent (a.k.a. unentangled) measurements. In contrast to general protocols which perform arbi-
trary measurements on the joint state over all n copies, these algorithms only apply measurements
to one copy of p at a time, although these measurements can possibly be adaptively chosen based
on the (classical) outcomes of the previous measurements. Consequently, these measurements are
performed on much smaller states, and moreover, can be performed without any quantum memory.

For these reasons, there has been a considerable amount of attention in recent years devoted to
understanding the statistical power of algorithms that only use incoherent measurements, which was
also posed as an open problem in Wright’s thesis [Wril6]. A recent work of [BCL20| demonstrated
that if the measurements are additionally chosen non-adaptively, then n = ©(d%? /&) copies are
necessary and sufficient to solve mixedness testing. They also demonstrated that any algorithm
using incoherent measurements—even those chosen adaptively—must use at least n = Q(d*/?/e?)
copies. In other words, there is a polynomial separation between the power of algorithms with and
without quantum memory for this problem. Still, this left a gap between the best known upper
and lower bounds for mixedness testing with incoherent measurements. This begs the question:

'Note that by standard bootstrapping arguments the choice of constant here is arbitrary, and can be any constant
larger than 1/2. This only changes the sample complexity by constant factors.



Can we fully characterize the copy complexity of mizedness testing with incoherent measurements?

Closing this gap was posed as an open question in the work of [BCL20)].

Underlying this question is another, more qualitative one, regarding the power of adaptivity.
Indeed, a recurring theme in a number of different quantum learning settings is that while proving
tight lower bounds against adaptive algorithms is quite challenging, the state-of-the-art algorithms
almost always tend to be the “obvious” non-adaptive strategies. A very interesting meta-question
is understanding for which natural quantum learning problems (if any) adaptivity helps at all for
algorithms that use incoherent measurements.

Our first main contribution is to fully resolve this question for mixedness testing: we prove that
adaptivity does not improve the sample complexity at all, except possibly up to constant factors.

Theorem 1.1 (Informal, see Theorem 6.1). The copy complexity of mizedness testing using inco-
herent measurements is n = O(d>? /e2).

By completely pinning down the copy complexity of mixedness testing with incoherent measure-
ments, this answers open questions of [Wril6] and [BCL20]. Qualitatively, our theorem states that
adaptivity does not help the copy complexity of this problem whatsoever.

Instance-optimal lower bounds for state certification. We next turn to state certification.
Because mixedness testing is a special case of state certification, Theorem 1.1 immediately implies
that n = Q(d%?/e?) copies are necessary for state certification, in the worst case over all choices
of the reference state o. This, coupled with a matching upper bound from [CLO21, Lemma 6.2],
resolves the copy complexity of state certification with incoherent measurements for worst-case o.

However, it should be clear that this bound is not the correct bound for all possible o. For
instance, when o is pure, it is not hard to see that ©(1/¢2) copies are sufficient and necessary.
This raises the natural question: what is the copy complexity of state certification with incoherent
measurements, as a function of the reference state o7 This is the quantum analogue of the (classical)
distribution testing problem of obtaining instance optimal bounds for identity testing against a
known distribution over d elements [ADJT11, ADJ*12, VV17, DK16, BCG19, JHW18]. In the
classical version of the problem, there is a known distribution p over {1,...,d}, and we are given
samples from a distribution q. We are asked to distinguish between the case wher p = ¢, and the
case when ||p — ¢l[1 > . A landmark result of [VV17] states that the sample complexity of this
question is (essentially) characterized by the ¢, /3-quasinorm of p.

In this work, we ask whether or not a similar characterization can be obtained for the quantum
version of the question. Prior work of [CLO21] demonstrated such a characterization, but under
the caveat that the measurements are chosen non-adaptively. At a high level, they showed that the
copy complexity of the problem is governed by the fidelity between o and the maximally mixed
state. More precisely, they showed that if @ and ¢ are states given by zeroing out eigenvalues
of o that have total mass at most ©(¢?) and O(e) respectively and normalizing, then the copy
complexity with non-adaptive measurements, denoted n, satisfies

N d-d1/2 - g2
Q( —eff ~F(g,$fd)> <n< O(%.F(E,lld)> y (1)

g2 g2 d

where d. (resp. def) is the “effective dimension” of the problem, namely, the rank of o (resp.
7). In the same work, they also gave lower bounds for arbitrary (possibly adaptive) incoherent
measurements, but, like with mixedness testing, these lower bounds were looser and did not match
the corresponding upper bound. In light of this, we ask:



Can we give an instance-optimal characterization of the copy complexity of state certification with
incoherent measurements?

Our second main contribution is to give such a characterization:

Theorem 1.2 (Informal, see Theorem 8.1). For any o, and ¢ sufficiently small, the copy complexity
of state certification w.r.t. o using incoherent measurements is upper and lower bounded by (1).

We regard this as strong evidence that, as with mixedness testing, adaptivity does not help for
state certification. It is not always a tight bound, as there are states for which the upper and lower
bounds in (1) can differ by polynomial factors for some choices of €, and so this bound can be
loose, even in the non-adaptive setting. Still, we conjecture that for all o, the copy complexity of
state certification to o with incoherent and non-adaptive measurements is the same as that with
arbitrary incoherent measurements. Indeed, when ¢ is sufficiently small compared to the smallest
nonzero eigenvalue of o, our bounds are tight up to logarithmic factors.

Our techniques. We achieve our new lower bounds via a new proof technique which we believe
may be of independent interest. As with other lower bounds in this area, we reduce to a “one-
versus-many” distinguishing problem. To construct this instance, prior work leveraged the natural
quantum analogue of Paninski’s famous construction in the lower bound for (classical) uniformity
testing [Pan08] — namely, an additive perturbation by a multiple of UZU . where U is a Haar
random matrix and Z = diag(1,...,—1,...) has equally many +1s and —1s.

We instead use a different hard instance based on Gaussian perturbations. While this introduces
a number of additional technical challenges, the key advantage of this instance is that the likelihood
ratio for this instance has a very clean, self-similar form (see (4)). This allows us to essentially
reduce the problem into one of understanding the concentration of a certain matrix martingale
defined by the learning process, as well as an auxiliary matrix balancing question. We can then
use classical tools from scalar and matrix concentration to demonstrate that the likelihood ratio is
close to 1 with high probability over all possible outcomes of the learning algorithm, which yields
our desired lower bound. We defer a more detailed explanation of our techniques to Section 3.

Not only does this framework dramatically simplify many of the difficult concentration calcu-
lations in prior work such as [BCL20], it also has the conceptual advantage that it never requires a
pointwise bound on the likelihood ratio. To our knowledge, all prior lower bounds against adaptive
algorithms in this literature required some worst-case pointwise bound on the likelihood ratio. For
some problems, e.g. shadow tomography [CCHL22], this was already sufficient to prove tight lower
bounds. However, for mixedness testing, a worst-case bound cannot be sufficient (as we explain in
Section 3), and from a technical perspective, the fact that [BCL20] had to balance between their
(much tighter) average case bound on the likelihood ratio and this (fairly large) worst-case bound
to control the contribution of certain tail events was why their overall lower bound was loose. Con-
sequently, we believe that this martingale-based technique may also yield tight lower bounds for a
number of other problems in the literature.

2 Preliminaries

Throughout, let p denote the unknown state, and let ppm = é[ 4 denote the maximally mixed state.

Measurements. We now define the standard measurement formalism, which is the way algo-
rithms are allowed to interact with the unknown quantum state p.



Definition 2.1 (Positive operator valued measurement (POVM), see e.g. [NC02]). A positive
operator valued measurement M is a finite collection of psd matrices M = {M,},cz satisfying
Y. M, =1;. When a state p is measured using M, we get a draw from a classical distribution
over Z, where we observe z with probability Tr(pM,). Afterwards, the quantum state is destroyed.

Incoherent Measurements. Next, we formally define what we mean by an algorithm that uses
incoherent measurements. Intuitively, such an algorithm operates as follows: given n copies of p,
it iteratively measures the i-th copy using a POVM (which could depend on the results of previous
measurements), records the outcome, and then repeats this process on the (i 4+ 1)-th copy. After
having performed all n measurements, it must output a decision based on the (classical) sequence
of outcomes it has received. More formally, such an algorithm can be represented as a tree:

Definition 2.2 (Tree representation, see e.g. [CCHL22]). Fiz an unknown d-dimensional mized
state p. A learning algorithm that only uses n incoherent, possibly adaptive, measurements of p can
be expressed as a rooted tree T of depth n satisfying the following properties:

e FEach node is labeled by a string of vectors @ = (x1,...,x¢), where each x; corresponds to mea-
surement outcome observed in the i-th step.

e Fach node x is associated with a probability pP(x) corresponding to the probability of observing
x over the course of the algorithm. The probability for the root is 1.

e At each non-leaf node, we measure p using a rank-1 POVM {w,d - xa'}, to obtain classical

outcome x € S* 1. The children of @ consist of all strings ' = (x1,...,x4,x) for which z is a
possible POVM outcome.
o Ifax' = (x1,...,2¢,2) is a child of x, then

P(a') = pf(a) - wed - 2 pa.

o FEuvery root-to-leaf path is length-n. Note that T and p induce a distribution over the leaves of T .

We briefly note that in this definition, we assume that the POVMs are always rank-1. It is a
standard fact that this is without loss of generality (see e.g. [CCHL22, Lemma 4.8]).

3 Technical Overview

3.1 Mixedness Testing

We begin by describing the proof of our optimal lower bound for mixedness testing. As is standard
in this line of work, we first formulate a hard “point-vs-mixture” distinguishing task. Here, we
specify some set of states {pq}a, and the goal is to distinguish the case where the state p is
maximally mixed (the “null hypothesis”), and the case where p = p,, where « is chosen from some
distribution D (the “alternative hypothesis”). Our goal will be to construct such a task so that
(1) |lp — pallr > € for all a, and (2) for any algorithm that uses incoherent measurements, if pg
is the distribution over outcomes of the algorithm when run on n copies of the maximally mixed
state, and p, is the distribution over outcomes of the algorithm when run on n copies of p,, then
drv (po; Eanplpa]) = 0(1) as long as n = o(d*?/e?). These two facts together immediately imply
our desired lower bound.



Gaussian perturbations. Our first departure from prior work is in the choice of the ensemble of
perturbations. All known lower bounds for mixedness testing [BCL20, CCHL21, CLO21, OW15],
consider alternate hypotheses of the form 2(I; + eUZUT), where U € R%*? is a Haar-random
unitary matrix and Z = diag(1,...,—1,...) has %l +1s and —1s. A drawback of working with these
perturbations is that the typical ways of analyzing such distinguishing tasks involve controlling
higher-order moments, but the tricky representation-theoretic structure of moments of Haar unitary
matrices makes them difficult to work with.

To circumvent this, we work with a Gaussian approximation to the standard Haar-random
ensemble: in place of é([d +eUZUT), we consider the random state é([d + e M), where M is
drawn from the Gaussian orthogonal ensemble (GOE), suitably shifted to have trace zero (see
Definition 5.1). This new alternative hypothesis exhibits comparable tail behavior and fluctuations
of the same magnitude as the original, but its moments are much more tractable to analyze and,
as we will see, exhibit useful self-similar structure that will be vital to our argument.

Note that strictly speaking, as the distribution over M is supported over all symmetric matrices,
with some low probability é([d + ¢ M) may not even be psd, or it may have trace distance < ¢
from the maximally mixed state. We thus technically need to work with a distribution over M
where we condition out these bad events, but it turns out that the impact of this conditioning on
our calculations is negligible (see Lemma 6.2 in the proof of Theorem 6.3), and in this overview we
will work without conditioning, for simplicity.

Primer on adaptive lower bounds. Having specified the distinguishing task, we now briefly
review the usual framework for proving lower bounds against adaptively chosen incoherent mea-
surements. Recall from Definition 2.2 that any learning strategy that uses such measurements
can be thought of as specifying a tree, where each internal node corresponds to the transcript of
measurement outcomes seen so far, and the edges emanating from that node correspond to the
possible outcomes of the POVM that gets chosen to measure the next copy of p. At any leaf node,
the learner decides based on all the outcomes they have seen along their root-to-leaf path whether
the node is maximally mixed or not. As the probabilities for transitioning from any given node
to one of its children depend on the unknown state being measured, we can thus think of the null
hypothesis and alternative hypothesis as inducing two different distributions py and p; over the
leaves of the tree. As described above, to show our lower bound for mixedness testing, it suffices
to show that for n = o(d*/?/?), the total variation distance between these distributions satisfies
drv(po,p1) = o(1).

The main challenge in controlling drv (po, p1), and also the key difference from classical distribu-
tion testing, is the adaptivity in the measurements. Whereas [BCL20] dealt with this by passing to
KL divergence and using chain rule, we will instead work directly with the total variation distance.

Likelihood ratio martingale. In this overview, we will assume for simplicity that every POVM
used by the learner consists of rank-1 projectors yy' to some (adaptively chosen) orthonormal basis.

To bound the total variation distance, we focus on controlling the likelihood ratio L(x), i.e. the
ratio between the probability masses that p; and pg place on a given leaf x. As dry(po,p1) =
E[|L(x) — 1|], where the expectation is over @ ~ py, it is enough to show that L(x) ~ 1 with high
probability over pg. Henceforth we will thus think of L(x) as a random variable where & ~ py.

Note that for any leaf = (z1,...,z,) specifying a transcript of measurement outcomes corre-
sponding to rank-1 POVM elements xlx];, . ,:EnxL, the likelihood ratio between reaching & under
the alternative hypothesis versus under the null hypothesis can be expressed as

L(x) = pi(z) _ E [ﬁ(l + €:EIM:EZ)] . (2)

po(x) i1
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We can also extend this to non-leaf nodes x: if @ = (x1,...,2) is a partial transcript for some
t <mn, then L(z) = Ep [T, (1+ Ea:ZT-M x;)] is simply the ratio between the probability of reaching
x after t measurements under the alternative hypothesis versus under the null hypothesis.

Roughly speaking, our strategy will be to track the evolution of the likelihood ratio as ¢ increases.
Note that for a fixed node x, if ' is the random child node that one transitions to upon measuring
another copy of the maximally mixed state, then E[L(2’)/L(x)] = 1. In other words, the likelihood
ratio evolves like a multiplicative martingale indexed by ¢t. While this is a basic feature of any
likelihood ratio between two sequences of random variables, we are not aware of prior work in
quantum learning that exploits this, whereas for us this will be essential to dealing with adaptivity.

We pause to remark that while there have been a number of previous works establishing quantum
testing lower bounds by bounding the likelihood ratio [CCHL22, CCHL21, HKP21], in their settings
they simply show that the likelihood ratio is bounded for every leaf. In contrast, in mixedness
testing, such a strategy cannot work, as there can be leaves which are much rarer under the
alternative hypothesis than the null hypothesis. For instance, if the algorithm always measures
in the standard basis, then a transcript which consists of an equal number of every measurement
outcome will be much rarer under the alternative hypothesis than the null.

Recursive structure of L. We now explain how our choice of Gaussian ensemble makes control-
ling the likelihood ratio martingale particularly convenient. By Isserlis’ theorem, one can evaluate
(2) explicitly: for (leaf or internal node) &’ given by a transcript 1, ..., %, Tri1, we get

o\ k k
%) X .-, B

{{ai,bi}} =1
where the latter sum is over all partial matchings of {1,...,¢t+ 1} consisting of k pairs. Now observe
that the expression (3) contains a copy of the likelihood ratio for the parent of «’. If x is the parent
corresponding to transcript z1,..., 2, then L(x) is precisely the sum of the terms in (3) given by
partial matchings which only consist of z for 1 < s < t. Moreover, the remaining terms given by
partial matchings that contain ;41 also contain likelihood ratio-like terms. Specifically, defining

L(z;) 2 Ey [Hje[t]:j#(l + Ex;r-ij)} ,2 one can verify (Lemma 6.5) that

Li)= )

L(t+1)/2] <
k=0

22 <
L) = L(z) + — > (dlwizen)? —1) - L), (4)
i=1
Now consider the following thought experiment. Imagine for the moment that L(x.;) ~ L(x)
for all ¢ € [t]. Then we could divide by L(x) on both sides of (4) to get that

L(z") 262 & 9 2e2 . ! t
L@ I~ — D (d(wiym41)® = 1) = 2 el > (dwix] — 1g) Jzesr. (5)
i=1 i=1
As dmlx]; — Id,dzngzzt; — Ig,--+ is a matrix martingale difference sequence, by matrix Freedman

[Troll, Theorem 1.2] we expect the right hand side of (5) to have fluctuations of order roughly
+(e2/d?) - Vtd = +(e2/d%/?) - /t (ignoring logarithmic factors). In other words, the likelihood
ratio martingale jumps by a multiplicative factor of 1 + (¢2/ d3/ 2) . V/t in every step, which means
that cumulatively over n steps, it changes by a multiplicative factor of 1 % (2 /d3/ 2)n with high
probability. So if n = o(d*?/e?), the likelihood ratio is 1 + o(1) with high probability over the
leaves as desired, and we get the optimal lower bound for mixedness testing.

2Note that strictly speaking the transcript @1, ...,%i_1,Zit1, ...,z does not appear in the tree (unless ¢ = t), but
this quantity is still well-defined even if it is not a “real” likelihood ratio.



Bootstrapping. This thought experiment is of course inherently circular. Our goal was to show
that the likelihood ratio doesn’t change very much, but to prove this we assumed that L(x.;) ~
L(x), i.e. that removing one element from the transcript doesn’t change the likelihood ratio very
much! Here we outline our approach for resolving this chicken-and-egg problem. The high-level
idea is that for n < O(d%/?/?), it is actually easy to show that the likelihood ratio can never change
by more than a 14 o(1) factor in a single step (see e.g. (23)). For the likelihood ratio martingale
argument to work, we need a more refined bound on these multiplicative jumps on the order of
1+ (%/ a3/ 2) . /n, which we will achieve by recursively bootstrapping the cruder bound- see the
proof of Lemma, 6.7, which we now sketch.
First, note that the correct version of (5), without approximation, is actually given by

t

411 St (St i (10 (So

i=1 =1

A

So the quantity dictating how much the thought experiment deviates from reality is the operator
norm of the matrix A in (6). Suppose inductively that we have shown that each of the multiplicative

L%a(c“:)i) is bounded by 1 &+ « for some 0 < o < 1. Then we can upper bound A by

jumps

t
> bi(dwiz] — 1)

i=1

52
1A],, <O (Z . a) s (7)

bi,sbe€[—1,1]

op

If Z';:l(da;,-x;r — 1) is close to its typical value of v/td and t = ©(n), then it is not hard to show
using a few applications of triangle inequality that the supremum above is upper bounded by O(t)

(see Lemma 6.12). In this case, ||A|| < O (%2} 'a), whereas recall that the other term in (6) is of
order (e2/d%/?) - /1.

The upshot is that we have bootstrapped a bound of 1 £+ « on the multiplicative jumps into a
better bound on the next multiplicative jump L(2’)/L(x) which is of order

g2 2t

In particular, because t < n < d?/e2, our bound has contracted towards the ideal bound of
(€2/d3/?) - \/t from the thought experiment! Repeating this bootstrapping O(log n) many rounds
and noting that the matrices zses(dxisx;rs — 1), for S C [t],|S| > t — O(logn), that arise in
recursive applications of the argument above will not be that different from zgzl(da:,-a:;f — 1), we
ensure that A’s contribution to (6) becomes negligible, thus resolving the chicken-and-egg problem.

Log factors. As described, the above would appear to only achieve the optimal bound of d3/2 /2
up to log factors. For one, we are using matrix martingale concentration to bound Z';:l(da:ix;r —1y)
and its operator norm thus has fluctuations of order \/#dlog d rather than v/td. We also appear to
be conditioning on concentration holding for all ¢ € [n], thus losing another log factor.

To avoid this, instead of bounding the multiplicative jumps pointwise using operator norm,
we directly bound the second moment of the multiplicative jumps using ezpected Frobenius norm.
More precisely, we show that it suffices to control the expected maximum of || Zle(dxiznj- —1y)||%
across 1 <t <n (see Lemma 6.8). This can then be bounded without additional log factors using
an argument reminiscent of the proof of Doob’s L? maximal inequality (see Section 6.4).



3.2 State certification

Here we describe how to extend these techniques to the more general setting of state certification
with respect to an arbitrary state o. Without loss of generality we will assume o is diagonal.

Eigenvalue bucketing. We first describe the hard distinguishing task that we consider. [CLO21]
gave a reduction, up to log factors, from showing instance-optimal lower bounds for state certifica-
tion with respect to arbitrary o, to showing such bounds when o takes one of two forms:

(A) o has eigenvalues that are all within a small multiplicative factor of 1/d

(B) There are two values 0 < a,b < 1 such that each of o’s eigenvalues is within a small multi-
plicative factor of either a or b.

For completeness, we give a self-contained proof of this reduction in Section 8. At a high level,
the idea is that we divide the eigenvalues of ¢ into logarithmically many buckets where in each
bucket, any two eigenvalues are multiplicatively close. Then, the hardest possible distinguishing
task one can formulate, up to log factors, is to take the alternative hypothesis to either perturb the
submatrix of o corresponding to a single bucket (this submatrix corresponds to category A above),
or to perturb the off-diagonal submatrices of o corresponding to a pair of buckets (the submatrix
of entries from these two buckets corresponds to category B above). The former distinguishing task
is sufficient to show optimal lower bounds for states o like the maximally mixed state, whereas the
latter may be harder e.g. for certain approximately low-rank o.

For o in category A, the lower bound follows by a simple modification of our analysis for
mixedness testing. This proof is presented in Section 6, and includes the proof of the mixedness
testing lower bound as a special case. The remaining technical challenge is to prove the lower bound
for category B, which we now sketch. This proof is carried out in Section 7.

Off-diagonal perturbations. For simplicity, consider o of the form (a-Ig,)® (b-14,) for a,b > 0
and dy > dg. Concretely, the distinguishing task considered in [CLO21] is the following. The null
hypothesis is that p = o, and the alternative hypothesis is that

a-Idl d£W>
p= : ; 8
<C‘§—2VVT b-1g4, (8)

where W consists of the first do columns of a Haar-random d; X di unitary. Motivated by the
Gaussian perturbations used in our proof for mixedness testing, here we consider a Gaussian version
of this alternative hypothesis where we instead take W to be a d; x do matrix whose entries are
independent mean-zero Gaussians with variance 1/d; (see Definition 5.2).

Likelihood ratio pitfalls. To prove this, our goal as before is to show that the likelihood ratio
between the distributions pi, pg over leaves of the learning tree induced by the alternative and null
hypotheses is close to 1 with high probability with respect to pg. Here it will be convenient to refer
to a transcript & = (z1,...,7;) as (z,w) = ((z1,w1),. .., (z,w;)), where z; € C% w; € C%=. We
can explicitly compute the likelihood ratio to be

L 2e 2 W,
L(zw) =B\ 7 o ’
((z,w)) =E 11 ( dy allz? + waiH2>]

i=1

and analogously to (4), we can prove (see Lemma 7.7) that this likelihood ratio has the following
nice recursive form. For (leaf or internal node) (2, w’) corresponding to the transcript ((z1,w1),. ..,



(zt41,wes1)), if (2, w) is its parent corresponding to transcript ((z1,w1),. .., (2, wy)), then

') = L{(z0) Ziy Zt41) (Wi, Wey1) Lz w).
P ) = 1A dldzz[auzzuubuwzu el 2+ ) E O] O

The first indication that this distinguishing task could be harder to analyze is the al|z||? + b||w||?
terms that appear in the denominator. For the parameter regimes where we consider this distin-
guishing task, it turns out that a can be quite small. So any POVM with elements that are aligned
with the directions corresponding to the a - I;, block will lead to measurement outcomes that are
rare under the null hypothesis, but not necessarily under the alternative hypothesis.

To see how this issue arises, consider the thought experiment where we imagine L((z,w)~;) =~
L((z,w)) for every i. Then if we divide by L((z,w)) on both sides of (9) and define

t 1

Z; W,

K, £ § L
' i—1 allzil|? + bflwi|?’

we get
L((z,w")) 4e? z2+1Ktwt+1

L((z, w)) d1d2 al[ze41[1* + bllwet |2 1o

The matrix K; is the analogue of the ZZ 1 dx; :E — Iz from mixedness testing. Because

|2y Kwi| |2 ) Kywi| - 1Kl op
allz1l” + bllwea * 7 2vab| zppn | lwea | T 2vab

we might be tempted to imitate the proof for mixedness testing by bounding || K| op USINg matrix
Freedman. Unfortunately this doesn’t work: as a — 0, with high probability the operator norm of
this matrix is of order at least /t/b, so by (10) the multiplicative jumps in the likelihood ratio

iy

7 d2 N I d2 2 b \/_ So cumulatively over n steps, the likelihood

ratio changes by a multiplicative factor of 1 + -n. This translates to a copy complexity

dldg\/ab
lower bound of dyd3/ab/e?. When a and b are both of order 1/d, this recovers the d*/2/? lower
bound for mixedness tes‘mng.3 But when a — 0, this lower bound becomes vacuous.

From operator to Frobenius. In other words, for this distinguishing task, working with the
operator norm is too crude even in the thought experiment! Intuitively the issue is that it yields
a uniform upper bound on the magnitude of every multiplicative jump, regardless of (z441, wet1)-
But given that there can be measurement outcomes which are extremely unlikely under the null
hypothesis and thus induce rare, huge jumps in the likelihood ratio, it makes more sense to give an
upper bound on the magnitude of a typical multiplicative jump.

To bound a typical jump, we thus look at the second moment of the jump % —lasa
random variable in (241, w;y1) under the null hypothesis:

(zer1wei1) |\ @llzeg1]]? + bl|wira |2 bllwit1]1?

2
E ( z;[+1Ktwt+1 ) < Z ZLth(thle)Kfth
(Zt+1,we41)

1 1
<3 dnEiklan = DK, (11)

3The reason we didn’t also use this off-diagonal perturbation to prove our mixedness testing lower bound is that
this instance is only well-defined for € sufficiently small; otherwise, the instance (8) is not psd.



where in the second step we used that thw;r 1/ lweg]]? =2 g,

It is not hard to show that ||K||% is typically of order tdidy (see Lemma 7. 9) So by (11),
tdid
d1 d2 ’ \/% )
2
1+ \/le -v/t. So cumulatively over n steps, the likelihood ratio changes by a factor of 14+ —~——

the typlcal multiplicative jump in the likelihood ratio martingale is of order 1 4+

13
\/d1d3b
This translates to a copy complexity lower bound of \/dyd3b/ b/e2. In the parameter regime we care
about, dab > Q(1) (see Fact 7.5), so this yields the (optimal) lower bound of dov/d; /2.

‘n.

Bootstrapping. As with our proof for mixedness testing, the above thought experiment is cir-
cular. If we no longer pretend that L((z,w)~;) = L((z,w)) for every i, then in place of K}, the
matrix whose Frobenius norm we actually need to bound is

t

e Z ziwj .L((z,w)wi) _ Kt—i—j: | ziwg . <L((z,w)~i) B 1>7 (1)

< allzi|* + Ollwil*  L((z, w)) — al|zi]]* + bllwi]* \ L((z,w))
A
but controlling H; relies on recursively controlling % — 1. We solve this chicken-and-egg

problem by bootstrapping the following crude upper bound. The idea is that for “H,-like” matrices,
the Frobenius norm can always be very loosely upper bounded by n/ Vab, essentially because the
multiplicative jumps in the likelihood ratio are never greater than O(1) (see Lemma 7.14)— we note
that the precise polynomial dependence on n in this crude bound is unimportant, as our goal will
be to contract this bound by a constant factor in each of O(log(n)) rounds of bootstrapping.

So if we apply the aforementioned operator norm bound to control % — 1 and naively
upper bound the operator norm of the resulting H;-like matrix by its Frobenius norm, we get

Lz w)w) o 4 allflwd]
L((z, w)) = dyd3vab allz]? + bl|wi|?

Substituting this into the right-hand side of (12), we obtain the following analogue of (7):

t
aw! ||zl |Jws]

4e?n
su ;
. @l + bllwi]2)2

d d2\/_ bl, ,bte 1,1]

1Al < (13)

As we show in Lemma 7.10, with high probability over (z,w) this supremum is at most %dld% /2,
so |Allp <n/ 2v/ab. Before we sketch how to prove this, let us see how to conclude the argument.

Indeed, by plugging the bound on the supremum into (12), we find that we have bootstrapped a
crude bound of n/v/ab on the Frobenius norm of the “H;-like” matrices that dictate the preceding

multiplicative jumps % into a better bound on the Frobenius norm of H;, namely

15| < |l ]| + n/2v ab. (14)

By repeating this bootstrapping logarithmically many rounds, we can thus shrink the second term
in (14) until it is dominated by the contribution from | K;||, showing that the above thought
experiment is valid.

Supremum bound. Recall that for mixedness testing, we could show that the analogous supre-
mum was bounded as long as || Zle(dznixj — Ig)|lop was (Lemma 6.12). Analogously, one might
hope that (13) is bounded as long as || K| is. Unfortunately, this turns out to be false (see Ap-
pendix D), essentially because the off-diagonal structure of the distinguishing task makes it possible
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for K to be small, in fact zero, even under extremely atypical transcripts (e.g. consider a transcript
that repeatedly alternates between a vector (z,w) and the vector (z, —w)), whereas the supremum
for such transcripts will be extremely large.

This necessitates an entirely different argument for the supremum. The proof involves a careful
net argument that is facilitated by a judicious application of Grothendieck’s inequality. We defer
the details to Section 7.5.

Roadmap. In Section 4 we survey relevant prior work. In Section 5 we provide additional tech-
nical preliminaries and formally define the ensembles of perturbations we use. In Section 6, we
prove our lower bound for mixedness testing, and in Section 7, we prove our lower bound for the
distinguishing task involving “off-diagonal” perturbations that was described in the overview. In
Section 8 we state our instance-optimal lower bound for state certification and use the results of
Section 6 and 7 to give a simple proof of a slightly weaker version of it. In Appendix A and B we
refine our analysis to give a full proof of the instance-optimal bound. In Appendix C we present the
deferred proofs that the bad events we condition out when we define our Gaussian perturbations
occur with small probability.

4 Related Work

A full literature review on quantum (and classical) testing is out of the scope of this paper. For
concision we only discuss some of the more relevant works below.

The questions we consider in this paper fall under the domain of quantum state property testing.
See [MdW16] for a more complete survey on property testing of quantum states. In this literature,
roughly speaking, there are two settings considered, the asymptotic regime, and the non-asymptotic
regime, the latter of which is the setting we study.

In the former setting, one considers the regime of parameters where n — oo and d,e are
held fixed and relatively small, and the goal is to precisely characterize the exponential rate of
convergence as a function of n. In this setting, quantum state certification is usually called quantum
state discrimination, see e.g. [Che00, ANSV08, BC09] and references within. However, since d and
¢ are fixed, this allows for rates which could depend exponentially on the dimensionality of the
problem.

Instead, we consider the “non-asymptotic regime,” where the goal is to characterize the statis-
tical rate, as a function of d and e. Similar work in this regime includes the aforementioned works
of [OW15] and [BOW19]. However, as described previously, their algorithms require using fully
entangled measurements.

Our work falls into the line of work considering restricted classes of measurements, and specif-
ically, those with without quantum memory. Understanding the power of such algorithms in the
context of mixedness testing and, more generally, spectrum testing was posed as an open problem
in [Wril6]. Similar questions have also been considered in other settings, such as shadow tomog-
raphy [Aarl8]. However, until recently, lower bounds for algorithms without quantum memory
usually only held in the non-adaptive setting, e.g. [HHJT17, CLO21]. Recent work of [BCL20]
demonstrated the first lower bound against general (possibly adaptive) incoherent measurements
for such a task. Subsequently, there has been a flurry of work demonstrating similar bounds in a va-
riety of settings [HKP20, ACQ22, HKP21, HBC*21, CCHL22, ALL21, CCHL21, Low21, CZSJ22].
It is an interesting question if our techniques can be extended to also improve any of the lower
bounds in these works.

Other restricted models of computation have also been considered in the literature. [Yul9]
gives algorithms for various quantum property testing problems using local measurements which
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act on each individual qubit, and in an non-adaptive manner. A number of works considers the
special case where the measurements are only Pauli matrices [FL11, FGLE12, dSLCP11, AGKE15].
Overall, these classes of measurements seem to be much more restrictive than general non-adaptive
measurements. In particular, the copy complexity of tasks such as mixedness testing under these
measurements seem to be asymptotically higher than general incoherent measurements.

5 Additional Preliminaries

Notation. Given z € R, we use z_ to denote —min(z,0). We use A and V to denote min and
max. We use f < g to denote f = O(g), f < g to denote f = o(g), and f << g to denote that
there exists some absolute constant ¢ for which f = o(g/log®g). We will always implicitly assume
a sufficiently large system; for example, if f > g we will assume where necessary that f > 100g.
We use f = O(g) (resp. f = (g)) to denote that there exists some absolute constant ¢ for which
f=0(g-log"g) (resp. f =Q(g/log"g)).

Given a vector v, we use |[v||, to denote its ¢’ norm; when p = 2, we sometimes drop the
subscript. Given a matrix M, we use || M]|,, or [[M]| to denote its operator norm, ||M |, to denote
its trace norm, and ||M || to denote its Frobenius norm.

For a string = (x1,...,2,), we let ©; and x; ; denote the string with the i-th index removed
and the string with the i-th and j-th indices removed. For any set S C [n], we let &g denote the
string restricted to the entries in S.

We will work with the following random matrix ensembles:

Definition 5.1 (Trace-centered Gaussian orthogonal ensemble (GOE)). For d € N, let G ~
GOE(d), that is, G € R¥9 is symmetric with upper diagonal entries sampled independently from
N(0,1/d) and diagonal entries sampled independently from N(0,2/d).

Define M = G — %Id. We say that M is a trace-centered GOE matrix and denote its
distribution GOE*(d). For U C R¥™4 M is a U-truncated trace-centered GOE matrix if it is
drawn from GOE*(d) conditioned on M € U. We denote the distribution of M by GOE};(d).

Definition 5.2 (Truncated Ginibre). For di,dy € N, let G ~ Gin(dy,ds2) be the (normalized)
dy x dy Ginibre matrix, that is, G € R"*% has i.i.d. entries N'(0,1/dy). For U C Rh*dz G s
a U-truncated dy x do Ginibre matrix if it is drawn from Gin(dy,ds) conditioned on GeU. We
denote the distribution of G by Giny (d).

Our result for state certification uses the following notion of fidelity.

Definition 5.3 (Fidelity between two quantum states). The fidelity of quantum states p, o € C**?
is F(p,0) = (Tr\/pt/20p!/2)2.

Our lower bounds are based on Le Cam’s two-point method which we briefly review here. The
following is an elementary result in binary hypothesis testing:

Fact 5.4 (See e.g. Theorem 4.3 from [Wul7]). Given distributions pg,p1 over a domain S, if
drv(po,p1) < 1/3, there is no A: S — {0,1} for which Pry,,[A(x) =i > 2/3 for both i = 0,1.

Now consider a state distinguishing task of the form
Hy:p=o and Hi:p=oun,

where o)y is a random state sampled from some distribution D over the set of states satisfying
lo — oall; > €. Recall from Definition 2.2 that a learning algorithm that uses n incoherent mea-
surements corresponds to a tree 7 of depth n, and p = ¢ and p = o) induce distributions pg
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and pys on the leaves of this tree. We can use Fact 5.4 to reduce proving a copy complexity lower
bound for state certification with respect to o, which is a worst-case guarantee over all possible
input states p, to bounding drv (po, Ear[par]), which is an average-case bound.

Lemma 5.5 (Le Cam’s two-point method, see e.g. Lemma 1 in [Yu97]). If there is a distribution
D over states satisfying || — on||; > € for which drv(po, Ea[par]) < 1/3 for any tree T of depth
n, then any algorithm A using incoherent measurements for state certification with respect to o
must make more than n incoherent measurements to achieve success probability at least 2/3.

Proof. Suppose to the contrary there existed such an algorithm A using at most n incoherent
measurements, and let pg and py; denote the distributions over the leaves of the tree corresponding
to A when p = o and p = o7 respectively. Suppose when it succeeds, A outputs 0 when p = ¢ and
1 when |p — o||; > €. Let py £ Epup[pu]. Because A successfully outputs 1 with probability 2/3
when given as input the state oy for any M, 2/3 < Ep[Proep,, [A(x) = 1]] = Egp, [Alz) = 1].
Similarly, 2/3 < Egp,[A(x) = 0]. By Fact 5.4, this would contradict the bound on drv (pg,p1). O

6 Lower Bound for Mixedness Testing

In this section we prove the following theorem, which is the formal version of Theorem 1.1.

Theorem 6.1. Let d > 1 and 0 < ¢ < 1/12. Any algorithm that uses incoherent measurements
which, given n copies of a mized state p € C¥¥9, can distinguish between the case where p = pmm
and where ||p — pmml|1 > € with probability at least 2/3, must use at least n = Q(d*/?/e?) copies.

By the upper bound in [BCL20], this is tight up to constant factors. Also note that by standard
amplification arguments, the choice of constant in the success probability is arbitrary, and can be
taken to be any constant which is strictly larger than 1/2.

In fact, we will prove a slightly stronger theorem, which will be useful later on for our lower
bounds against state certification. Namely, we will show that the same bound holds not just when
the null hypothesis is the maximally mixed state, but for any state whose smallest and largest
eigenvalues are comparable.

More formally, let A € R?*? be a diagonal matrix with diagonal entries a; > --- > ag > 0,
satisfying 2a4 > aj, and Tr(A) = d. We consider the task of distinguishing between the following
two alternatives:

1 1 —
Hozp:EA and H, :p:E(A—i-EM). (15)

Here, M ~ GOEp,;(d) for the U given by Lemma 6.2 below.

Lemma 6.2. There exists U C R™? such that if M ~ GOE*(d), then Pr[M & U] < exp(—£(d))
and on the event M € U, we have |[M||,, <3 and ||M|[; > d/12.

We defer the proof of this lemma to Appendix C. Our main result for the distinguishing task (15)
is the following.

Theorem 6.3. If d > 1 and ¢ < 1/12, then any algorithm using incoherent measurements that
distinguishes between Hy and Hy with success probability at least 2/3 requires n = Q(d*/? /€2) copies.

Again, by standard amplification arguments, the choice of constant in the success probability is
arbitrary, and can be taken to be any constant greater than 1/2. Note that the bounds in Lemma 6.2
ensure that under Hy, p is psd (and thus a valid quantum state) and has trace distance Q(¢) to éA.
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In particular, since any algorithm for mixedness testing must solve this distinguishing problem as
well, setting A = I; into Theorem 6.3 immediately implies Theorem 6.1.

Take any learning tree 7 corresponding to an algorithm for this task that uses n incoherent
measurements. Recalling the terminology from Definition 2.2, we let py and p; denote the distri-
butions over leaves of T induced by p under Hy and H;p respectively. In the rest of this section,
we assume n < d*/? /e? and will prove drv (pg, p1) = o(1). It is clear that this immediately implies
Theorem 6.3.

We let L*(-) denote the likelihood ratio between p; and pg. That is, for a sequence of vectors
x = (x1,...,2,), let L*(x) 2 pi(x)/po(x). Note that

1 —l-E .
i=1 ZA‘TZ

n t
x; Mx;
Lz)= E 14et——
(@) M~GOE*(d) [E( +€$iji>

This is an estimate for the likelihood ratio L*(x) where the conditioned Gaussian integral is replaced
by a true Gaussian integral. Most of the computations in this section will be done in terms of L(x);
the proof of Theorem 6.3 below quantifies that L(x) is a close approximation of L*(x).

Throughout this section, we will somewhat abuse notation and write L(z) for any sequence of
unit vectors z = (z1,...,2) of length not necessarily n. This is defined the same way as in (16).
We also write L(x,x) to denote the value of L on input (21,21, Z2,Z2,...,Tn, Tp).

The main ingredient in the proof of Theorem 6.3 is the following high-probability bound on L
evaluated at the leaves of 7.

Proposition 6.4. There exists a subset S of the leaves of T such that Prp,[S] =1 — o(1) and for
allz e S, |L(x) — 1| =o(1) and L(z,x) < eVd.

Let us first prove Theorem 6.3 assuming Proposition 6.4.

’:]:

L (w) M GOE*

Define similarly

(16)

Proof of Theorem 6.3. Let U be as in Lemma 6.2. Define

n f
_ x! Max;
L(x) = E 1{M 1 Ui
() MNGOE*@[ { eU}H( te u@)

It is clear that L*(x) = Pr[U] *L(x). For all & € S, by Cauchy-Schwarz

v gzU}H <1+ a2 MJ’)]

L) -I@)=|, E

:EZAJJZ'

Pr{U¢|L(z,xz) = o(1).
Here we use that Pr[U¢] < exp(—(d)) and L(z, ) < V4. Moreover, we have |L(x) — 1| = o(1).
Thus, for all € S, L(x) = 1+ o(1) and
|1L*(z) — 1| < |L*(®) — L(z)| + [L(z) — 1]

PriU¢]—
= ] @) +o(1) = o(0).

—
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Finally,
drv(po,p1) = QwINEpO[(L*(fU) —1)]
=2 E [I{z € SHL"(z) —1)-] + Qm}?po[ﬂ{ﬂe ¢ SHL"(z) —1)-]

@~po
< 2sup(L*(x) — 1)— + 2Pr[S°] = o(1). O
xzeS po

6.1 Recursive evaluation of likelihood ratio

Let z = (z1,...,2) be a sequence of unit vectors. For 1 < i < ¢, let z.; be the sequence z with
z; omitted. Similarly, for 1 <17 < j <t, let z.;; be the sequence z with z;, z; omitted. The main
result of this subsection is the following recursive formula for L(z).

Lemma 6.5. The function L satisfies

262 t—1
2
d i=1

d(zi, z)? — 1

L(z) = L(z~t) + (2f Az) (] Azy)

L(ZNZ'J,)

The proof is based on Isserlis’ theorem, which we record below. For k even, let PMat(k) denote
the set of perfect matchings of {1,...,k}.

Theorem 6.6 ([Iss18]). Let g = (g1,...,9k) be a jointly Gaussian vector. If k is odd, then
E[Hle gi] = 0. If k is even, then
k/2

k
E ng] = > 11 Blga: 95,
i=1

{{a1,b1},.{ax 2,02} }EPMat (k) i=1

Proof of Lemma 6.5. For a set S C [t] with |S| even, let PMat(S) denote the set of perfect match-
ings of S. For even k < t, let Mat(¢, k) denote the set of matchings of [t] consisting of k/2 pairs.
We compute that

L(z) = Z gl E

M~GOE*(d)

(expanding (16))

SClt] ics ~
151/2 t i
Mz, 2z, Mz,
- 3 e 3 [ E |fsZfe o2l (Th66)
ST {Howbihdors)abys 2 ePMat(s) i=1 MTOOT @] za, Aze 2, Az,
|S| even
[t/2] k

zalMZa Z;riMzbi
li Az, zgi Az,

k
N Z e Z H MNG%E*(d)

k=0 {{a1,b1},....{ax,bi} }E€Mat(t,2k) i=1

t/2] k k dlzass 2,2 — 1
-> (%) > o HOaiiay "

({a1,b1 Yoo {a b} FEMat (£,2k) i=1 (2, Aza)) (2]

In the final step we use that for unit vectors z,y € C,

2
MNGI(E)E*(d) [(xTMx)( TMy)} o (d(z, y)? - 1),

which can be verified by direct computation. The lemma follows by partitioning the summands in
(17) based on whether ¢t appears in the matching, and if so which i € {1,...,t — 1} it is paired
with. O
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6.2 High probability bound on likelihood ratio at leaves

This subsection gives the main part of the proof of Proposition 6.4. For any sequence of unit vectors
z = (z1,...,2), define

t t

dzizl — I; L(z) dzizl — I
H(z) = L . and K(z)= _— .
(=) ZZ:; zZ-TAzZ- L(z) (=) ; ZZTAZZ'

The function H enters our calculations by the following rewriting of Lemma 6.5:

L 22 2 H(z.~
(=) _14 = AT AR (zot)zt. (18)
L(ZNt) d ZgAZt
If z=x< = (1,...,2¢) is a prefix of © ~ pg, then L%éi)t) = Lﬁliii) is one step in the likelihood

ratio martingale. As we will see (proof of Claim 6.10) below, the multiplicative fluctuation of this

step is 2
5[@i§ib>

Thus, an upper bound on ||H(z)||y over all prefixes z of « controls the fluctuations of the
likelihood ratio martingale. Because the matrices output by H are hard to control directly, we will
use the function K as a proxy for H. The following lemma quantifies this relationship, showing
that if K(z) is bounded in Frobenius norm, H(z) is bounded at the same scale.

e

~1+0(5%) IH@a-lE-

Lemma 6.7. Suppose 1 < v < d/(e2n/?). If z = (21,...,2) is a sequence of unit vectors
satisfying t < n and |K(2)| p < n'/2dy, then |H(2)||p < 3n'/2dy.

Note that this lemma is a “deterministic” statement about a sequence of vectors. We will prove
this in Subsection 6.3 using the bootstrap argument alluded to earlier. The following lemma
bounds K(z) in Frobenius norm uniformly over all prefixes z of . We will prove this lemma
in Subsection 6.4 by mimicking the proof of Doob’s L? maximal inequality for the matrix valued
martingale K (x<;).

Lemma 6.8. If x ~ pg, then E[suplgtgn ||K(a:§t)||%] < nd?.

We will now prove Proposition 6.4 assuming Lemmas 6.7 and 6.8. We set «, 8 to be slowly-growing
functions such that 1 < a < 8 < d*?/(¢?n) Ad/(¢*n'/?), and furthermore o < d%2/(%n). This
is possible because n < d%/? /&2

Let & ~ pg. For 1 <t < n, define the filtration F; = o(x<;) and the sequences

H; = H(z<y), K = K(z<), Oy = L(z<y).

Consider the time

: e2n
T = inf {t K| g > n'2do or |®y — 1] > Wﬁ} U {oo},

which is clearly a stopping time with respect to F;. Also define the stopped sequence ¥y = ®ya ;.

Claim 6.9. With probability 1 — o(1), | K¢l < n'/2da for all 1 <t < n.
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Proof. By Lemma 6.8,

2
E[SUPlgtgn ”Kt”F

P Kyl >n'?da| < 2= o(1). O
' élfgn” tllp >nda) < nd?a? ~ @ o(1)
Claim 6.10. With probability 1 — o(1), |¥,, — 1| < d3/25

Proof. Note that U, is a multiplicative martingale: if 7 < ¢ —1 then certainly E[g; LL | Fia] = 1,
and if 7 > ¢t — 1, (18) implies

22 |alH,_ 1z
E[ | Fi— 1] 1+ —E %HU'}A =1,
Wi g d xy Axy

using that

.I>
x, Hy 1z
t Tt 1 t’}"t_ll = szt(xIHt_lxt) = <Ht_1,wat$t$I> = (Hi-1,14/d) = 0. (19)

xy Ay

E

Tt Tt

We next bound the quadratic increment E[( ‘Il\fjl V2| Fi_1]. If 7 <t — 1 this is 1, and otherwise

0, >2 4¢? xIHt_lxt 4t (a:IHt_lxt)2
E Fa| =1+ = p|Zi28 gy | 4 g | e
(‘I/t—l i d? x] Axy Fes d (z] Azy)? Fes

The first expectation is zero by (19). To bound the remaining expectation, note that for any unit
vector x,

et Az > agale = ag > (20)

l\’)l»—\

So,

(] Hy_ya0)?

E
(] Azy)?

|Fio1| <2E

a:I Azy

t 2
o Hy 1z H
Mu—t_ll - 2Zwmt$IHt_l($t$I) t—12¢

Tt

2
<2} jwnaHl o0 =2 <Hf—172wzt:ctxi > = 2(Hy, La/d) = 5 | Hea 7

Tt Tt

Moreover, since 7 >t — 1, ||[K;_1||» < n'/?da and Lemma 6.7 implies || H;_1 |z < 3n'/2da. Thus,

T, 2 gt 725n
E<\Ilt> |]:t1 <1—|——‘|Ht 1||F<1+ 2
t—1
So, for all 1 <t <mn,
)\ 2 724
Blof) =B || (gt ) 17 |98 < (14 0 Bped )
U, d

and therefore




since £ d" a? < 1. Moreover,

T, 2 v
E[(V, — 1)’ =E|E ( ¢ > | Foop |92, — 21@:[ : |ft_1]\lft_1 +1
\I’t—l \I’t—l
72en
< R 4BV, - 1))
144en
S TOP + E[(\I/t_l — 1)2],
so by induction
144e*n?
Thus ) U ’2] )
e‘n E|l|lw, -1 144¢
Pr||¥, — 1| > —p3]| < < = o(1).
d3/2 52_7312/82 52
Therefore, |¥,, — 1] < d3/25 with probability 1 — o(1). O

Claim 6.11. If | K, » < n'/2da, then L(z,x) < eV,

Proof. Using the elementary inequality e " > (1+ 2)? and then Cauchy Schwarz, we can write

- T )
' Mz,

L = E 1 Ul

(x,z) MGOE (@) H< +e " )

< K 7
M~GOE*(d) =1 T sz

n TM
exp (425 TAﬂiz)
T

=1

A\
@
M
ko)
(]
DO
o
5]
S
&
+
VR
™
B
=
&
~—
no

IN

E
M~GOE*(d)

n T 2
E exp ZZ (e—:u) . (21)
M~GOE*(d) . T Az

Now we bound each of the terms in (21). For the first term, we have

x, Mux;
E 4
ol (5

=1

= M@ [exp <%€<M’ K"M ’ 22

where we used that Tr(M) =0. As M =G — %Id for G ~ GOE(d), we have that (M, K,,) =

(G, K,) is distributed as a Gaussian with variance at most 2 ||Kn||§; < 2nda?. So we can bound
(22) by

E _ ,16c2na?/d < Vd

g~N(0,322na2/d) [eXp (g)] ° °

as a® < d*?/(e?n) by assumption. Next we bound the second term in the product in (21). Use
vec(M) to denote rearranging M as a vector in R% (done in a consistent way) and use ® to denote
the Kronecker product of two matrices. Let Q € R%*4* 1o defined as

T
T, Q x; x
Q= E .
i1 TAxZ
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We have

2
x; Mz; B 9 t
MNGI(E;E*(d) exp 2; < IA:EZ> = MNGIEE*(d) [exp (25 vec(M) Qvec(M))} .

Now note that

x; x ® Id 2K, 4nly
Q=2 =< < + > ® 14
> (B

so we have [|Q||,, < 6n/d. Also, we have

n@n<2§th’<4
1_ —_ n
i=1 xjA i

Let Aq,..., Az be the eigenvalues of ). Next note that we have

2 T 2/d - ot
MNG%E*(d) [exp (26 vec(M) Qvec(M))] < UNNI(%JdQ)[eXp <10€ /d-v Qv)}
d2
2,7 2y
f;j:19~£gﬁl>kxp(log /d-g*);)]

< 202 Mt Ag2)/d Vi

In the first step above, we used the convexity of the function inside the expectation to replace
the distribution over M ~ GOE*(d) with another distribution that can be obtained by adding
independent, mean-0 noise to M. Afterwards, we used the rotational invariance of N (0, I;2) and
then the bound on [|Q,, (together with the fact that Eg[ecxz] = (1 —2¢)7! < €2 for sufficiently
small ¢), and finally the bound on ||Q||,. Putting everything together, we conclude that L(z, ) <

eV as desired. O

Proof of Proposition 6.4. Define the event

2
S =1 sup |[Killp <n'?da and [, — 1] < 2Bt
1<t<n d3/2

By Claims 6.9 and 6.10, Prp,[S] = 1 — o(1). We will show that if S holds, then 7 = co. Indeed, if

T =t < 00, then either |K||p > n'/2da or |®; — 1| > dS/Qﬁ holds. Since ¥,, = ¥y, this contradicts
S.
So, 7 = oo on S. This implies |L(x) — 1| = |, — 1| < dJ/QB = 0(1). Moreover ||K,||» < n'/?da,

so by Claim 6.11 we have L(z, z) < eV O

6.3 Bounding H in Frobenius norm by bootstrapping

In this subsection, we prove Lemma 6.7. Throughout this subsection, let z = (z1,...,2) be a
sequence of unit vectors satisfying ¢ < n and

1K () < n'/?dy

for some 1 < vy < d/(e?n'/?).

The following lemma bounds a variant of K(z) where we multiply each summand by an adver-
sarial b; € [—1,1]. This will be used to control the discrepancy H(z) — K(z) in the bootstrapping
argument.
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Lemma 6.12. Uniformly over by, ..., b € [—1,1], we have

dz,

< n'2dy + 2nd"/2.
TAzZ

F

Proof. For any choice of by, ..., b,
t

b

o1 ZiAz

dzz
TAZZ

! dz; zZ-T

ZZ; b z;-f Az;
dzZ

Z TAZ,

i=1 %

F F F

F

< K(2)p+2

The second inequality holds because the matrices dzizj and I; are both psd. Using (20), we have

t

Z

i=1

< 2tdY? < 2nd'/?.
F

Az
The result follows by the assumed bound on ||K(2)||z. O

For S C [t], let zg = (z;)ics. Further, let

dzizl — 1y L(zs\piy) dzizl — 1y
Hg = L . and Kg = —_—
; szzi L(zs) ; szzi

The following lemma gives a preliminary bound on ||Hg||z. In the proof of Lemma 6.7, we will
use this bound to control ||Hgl| for |S| =t — O(logn), followed by the bootstrap argument over
O(log n) recursive rounds to contract the bound to O(n'/2d).

Lemma 6.13. For all S C [t], |Hs||» < 2n'/2dy + 4nd'/?.
Proof. Note that for any fixed M € U, for the U given by Lemma 6.2, and any unit vector z,

M2
E —_—
2T Az

1 3 1

ST

so 1+ EZTMZ € [1/2,3/2]. Thus, for all i, L(zs)/L(zs\ (1) € [1/2,3/2], which implies

L(zg\fi})

T(zs) © [2/3,2]. (23)

Lemma 6.12 gives
1
5 [1Hsllp < n'2dy +2nd'2,

as desired. n
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Proof of Lemma 6.7. Let D =log+/n/d. If t < D, then by equations (20) and (23),

el e
|H(z Z e L(z)l <4dD < n1/2d7

as desired. Otherwise t > D. We will prove by induction on a > 0 that if S C [¢] satisfies
|S| =t — D + a, then

|Hsllp < & = 2 dry + dend"/?.
The base case a = 0 holds by Lemma 6.13. For the inductive step, assume a > 1. By the inductive
hypothesis and equations (18) and (20), for all : € S

Hg\;
zTAzZ-

)

L(zs) 2e2 22 422
Ty S o < = I <X
‘L<ZS\{i}) 1‘ iz < —5 [Hsvill p < Z56an

op

Since this upper bound is o(1), we also have

Lizs\(i) | < 5—625
L(zs) =gzt

Write Lezsva) _ 1= %;fa_lb,- for b; € [-1,1]. By Lemma 6.12,

L(zs)

dzizg —1; (L(zs\1i}) ) B 5e2 dzizg -1y h

Z Az . L(zs) - B ?Sa_l Z Az o
ies  ZiA% F i€S i
5¢2n1/2  10e2n _

< < d v+ d3/2 >£a—1 <e léa—ly

using the hypotheses v < d/(£2n'/?) and n < d3/? /2. By the triangle inequality, equation (20),
and our choice of D,

F

s -1

[Ksllp < 1K(2)]|F + Z TAz

i€[t]\S

N W< p12gy 4 2dD < u 100 1/2d

Hence

[Hs|p < IKsllp

dzizT — 1y L(ZS\{i})
[ . _ 1
" Z TAZ’Z' ( L(ZS) >

€S r
101 _
< oo+ e e <
%8% + 2e~! < 2. This completes the induction. Finally,
IH ()|l = || Hyg HF < 2n'2dry + e Pnd'/? = 20 2dy + An'/2d < 3n'/2dy. ]
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6.4 Uniform Frobenius bound on the K(x<;) matrix martingale

In this subsection, we will prove Lemma 6.8. The proof mimics the proof of Doob’s L? maximal
inequality. Let & ~ po, recall that K; = K(x<), and define X = sup;<;<,, [|[K¢|| -

Lemma 6.14. We have that E[X?] < 4E[||K,, 3]

Proof. We will first upper bound Pr[X > z] for all z > 0. Consider the stopping time 7 = inf{¢ :
| K¢||p > 2} U{n}. Then,

Pr[X > a] = Pr[| K- p > ]
< e B[ K| p HIIE | p > 2}
< o EE[| Knl 5 [FAL K-l p 2> 2]
= o E[| Kol p 1{X > a}].

The first estimate is by Markov’s inequality, and the second is by convexity of the norm ||-|| . Thus,

E[X?] = /OOO Pr{X? > 2] do = /OOO Pr{X > 2)22 do < /OOO QE[| Kl 1{X > 2] da

= 2B X] < 2 B[l ] BLX2)

Rearranging yields the result. O
Lemma 6.15. We have that E[HKnH?:‘} < nd?.

Proof. We can expand

T 2
d:Ei:EZ- — Id

a;;foi

+2 ) E

F 1<i<j<n

b
<dwimj_[d,dmﬁj Id>]. (24)

E[| K7 =Y E
(1K 7] 223 A, oA

Since '

dr;xt — I
E ]T]7|]:j_1]
:EjA:Ej

= waj(dxja:} —1;) =0,
for any i < j we have

zj
da:,-a;T — 1y diﬂij- — Iy dmiﬂ -1, dl‘j!ET- — 1y
E T T, =k r B i )| =0
x; Ax; xijj x, Az; l‘jA:Ej

The other expectation in (24) can be bounded by (recalling (20))

2
dziz! — 1 daia] — Ip,dwa) — 1 1
E||=5—4| | <2E (i, b 2| _oqa—1E —— | =2d(d—1)
x, Ax; P x; Ax; x; Az;
Therefore E[HKnH%] < 2nd(d — 1) < nd?. O
Proof of Lemma 6.8. Follows immediately from Lemmas 6.14 and 6.15. O
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7 Lower Bound for Off-Diagonal Perturbations

In this section we consider the family of perturbations which correspond to the “off-diagonal” case
described in Section 3. More formally, let d; > do and A € R >4 and B € R%*% be diagonal
matrices with diagonal entries a; > --- > a4, > 0 and by > --- > by, > 0 satisfying 2a4, > ay,
2bg, > by, and Tr(A) + Tr(B) = 1. We abbreviate a4, = a, bg, = b. With these settings, we
consider the task of distinguishing between the following two alternatives:

(A0 (A &C
Hy:p= (0 B> and H :p= <%GT 5| (25)
Here, G ~ Giny/(dy, dy) for the U given by Lemma 7.1 below.

Lemma 7.1. For dy > do, there exists U C R4*% such that if G ~ Gin(dy,ds), then Pr[G € U] <
exp(—0.1d1) and on the event G € U, we have |G| ,, <3 and [|M||; > d2/3 for

0 G
= (0 9).

We defer the proof of this lemma to Appendix C.

Parameter Settings. We will assume the parameters a, b, d1, ds, € satisfy the following relations:

1 dyvab

€_W@ dl\/(_lﬁd%/g dy > do

d1>>1

Remark 7.2. For most places, it suffices to use € < w%dg\/ ab so we will often drop the log(1/a)
except for the few places where it is actually necessary.

Our main result for the distinguishing task (25) is the following.

Theorem 7.3. Under the assumed parameter settings, the copy complexity of distinguishing between
Hy and Hy with incoherent measurements is Q(d}/2d2/62).

We first record several elementary consequences of the parameters settings.
Fact 7.4. Under the parameter settings, p ~ Hy is psd with trace distance at least €/3 to Hy.

Proof. The trace distance bound is immediate from the properties of U given by Lemma 7.1. To
show p is psd, note that for any nonzero x € C%, y € C%,

26 ;— 9 be
(@, 9) p(a,y) = 2 Az +y" By + d—szGy > al|® +byl* - 5 Iyl

6
> ala]* +bllyl* - om0 Vb=l gl > 0. O
Fact 7.5. Under the parameter settings, bdy € [1/4,1].
Proof. Since dy > dy and dj\/a < dov/b, we have dija < g—fdgb < dgb. Thus 1 = Tr(A) + Tr(B) <
2d1a + 2dgb < 4d2[) and 1 > TI‘(B) > dgb. |
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Take any learning tree 7 corresponding to an algorithm for this task that uses n <« dgd}/ 2 /2
incoherent measurements. The parameter settings imply that we may further assume, by taking
additional superfluous measurements, that (log \/%)2 /(dya) < n. Similarly to the previous section,
we let pg and p denote the distributions over leaves of 7 induced by p under Hy and H; respectively,
and we will show dpv(pg,p1) — 0.

Because of the block structure in (25), we denote leaves of 7 by (z,y) = ((x1,91),- -+, (Tn,Yn))-
Here, each (z;,y;) satisfies x; € C, y; € C%, and (x;,1;) € CP+% and corresponds to an outcome
from some (adaptively chosen) rank-1 POVM which we write as

{(‘Tv y)(‘rv y)T}(x,y)E'P'

Note that (x,y) are not necessarily unit vectors. We only require that

Z (:E’y)(:lj,y)T = Id1+d2 .

(z,y)EP

We let L*(-) denote the likelihood ratio between p; and pg, i.e. L*((x,y)) = p1((z,v))/po((x,y)).

Note that
L 2e T, @yl
L*((xz,y)) = E 1+ ————
(@y)) C~Ging (dy,d2) [21;[1 < da TAa:, + y By,)

We similarly define the non-truncated estimate

- 25 €z, ayz
L((z,y)= E 14—
() GGin(dy ,dz) Ll;[l < dy TAa;, + y Byz)

(26)

We will abuse notation and write L((z,w)) for any sequence of unit vectors (z,w) = ((z1,w1),...,
(z¢,wy)) of length not necessarily n. This is defined identically to (26). We let L((z,y), (xz,y))
denote the value of L on input ((z1,y1), (1,Y1),-- - (@n, Yn), (@n, yn))-

The following proposition is analogous to Proposition 6.4 and will be the main ingredient in
our proof.

Proposition 7.6. There exists a subset S of the leaves of T such that Prp,[S] =1 — o(1) and for
all (z,y) € S, |L((z,y)) — 1| = o(1) and L((z,y), (z,y)) < ™2V,

We now prove Theorem 7.3 assuming Proposition 7.6.

Proof of Theorem 7.3. Analogous to the proof of Theorem 6.3 assuming Proposition 6.4. O

7.1 Recursive evaluation of likelihood ratio

Similarly to the previous section, we obtain a recursive expression for L. Let the sequence of unit
vectors (z,w) = ((z1,w1),..., (2, wy)) be as above. For 1 < i < ¢, let (z,w)~; be this sequence
with (z;,w;) omitted. Similarly, for 1 <1 < j <t, let (z,w)~;; be this sequence with (z;, w;) and
(25, wj) omitted.

Lemma 7.7. The function L satisfies

2t1

zzazt><wi7wt>
L((z,w)) = L((z,w) - L((z,w)~,
( ) ( d1d2 Z TAzZ + wTAwZ)(szzt + wIAwt) (« it)

Proof. Analogous to Lemma 6.5. The pairwise moments are evaluated by

E  [@'Gy)('Gw)] = —(z,2)(y, w). O

GGin(dy,da) dy 4@
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7.2 High probability bound on likelihood ratio at leaves

This subsection gives the main part of the proof of Proposition 7.6. For the sequence of unit vectors
(z,w) = ((21,w1), ..., (2, w)) as above, define

! ziwg L((z,w)~;)

H((z,w)) = :
) ZZTAZZ' + wngi L((z,w

Lemma 7.7 can be rewritten as

L((zw) _ . 4 A H((zw)wr (7)
L((z,w)~t) dld% szzt—FwZBwt

Further define

Z and k((z,w)) = sup

Py zTAzZ +wTBwZ bi,...,bt€[—1,1]

Zb ziw] || i
(2] Az; + w) Bw;)?

F

As in the previous section, K will be our proxy for H. The condition that the error terms in
the bootstrapping argument contract correspond to an upper bound on k((z,w)). In contrast to
Lemma 6.12, it is no longer true in this setting that boundedness of K ((z,w)) implies the required
bound on k((z,w)) (see Appendix D); this will instead be separately proved in Lemma 7.10 below.

The following three lemmas are the analogs of Lemmas 6.7 and 6.8. Lemma 7.8 deterministically
controls H given bounds on K and x, and Lemmas 7.9 and 7.10 give the required high probability
bounds on K((x,y)) and k((x,y)).

Lemma 7.8. Suppose v > 1. If (z w) = ((z1,w1), ..., (2, w)) satisfies t < n, [|[K((z,w))|p <
vndidey and k((z,w)) < Wdld /€2, then ||H((z,w))||z < 3v/ndidyy.

Lemma 7.9. For (z,y) ~ po, let (x,y)<t = ((z1,91),--., (z,y¢)) be the length-t prefix of (z,y).
Then E[supy<;<,, | K (2, y)<)lI}] S ndids.
Lemma 7.10. If (z,y) ~ po, then Prlk((x,y)) > 10 drdid3/e?] = o(1).

We now prove Proposition 7.6 assuming Lemmas 7.8, 7.9, and 7.10. These lemmas will be proved
in Subsections 7.3, 7.4, and 7.5.

Let a, 8 be slowly-growing functions with 1 €« a € 8 < d}/ %d, /(¢?n) and furthermore a? <
d}/2d2/(62n). This is possible because n < d}/2d2/€2. Let (x,y) ~ po. For 1 <t < n, define the
filtration F; = o((x,y)<¢) and the sequences

Hy=H((z,y)<t), Ki=K((z,y)<t), rwe=r(z,y)<t), = L((z,y)<t)-

Consider the stopping time (with respect to F;)
. e2n
T = inf {t K|l p > Vndidao or Ky > 03d1d2 or & — 1| > dl/—2d2/8 U {oo}
1

and stopped sequence Wy = ®yp.

Claim 7.11. With probability 1 — o(1), | Kt||p < Vndidaa for all 1 <t <n.
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Proof. Follows from Lemma 7.9 and Markov’s inequality. O
Claim 7.12. With probability 1 — o(1), |¥,, — 1| < 1/2
2

Proof. This is analogous to Claim 6.10, and we only sketch the differences. Note that V¥; is a
multiplicative martingale. We will bound the quadratic increment E[( \I,\fjl)2|]:t_1]. This is 1 if

7 < t—1, and otherwise by (27), (because the linear term expects to 0)

U, \2 ol Hy_ )2
<\II t ) ’.B_l ( t t 1yt) ‘ft_l] .
t—1 )

(] Az, + y] By,)?
This last expectation is bounded by

12
14105 g

E
did;

TH 2 TH TH 2 TH2
E (mt t— 1yt) ‘ | =E Ty d1p 1YY 111 — 1!Et‘ft_l <E Hyt” Ty t 12t ‘]___1
(z} Az + y] By,)? (z} Az + y) By,)? (z] Az + y) By,)?
T 772
1 o, Hf |z H,;_
< EE : 41t 1Tt ‘th—l _ H tbl”F §4d2 ”Ht—lui“
xy Az + y, By

using Fact 7.5. Since 7 >t — 1, we have |K;_1]|p < vndidaa and k; < 1Oalld2 Thus Lemma 7.8
implies ||Hy—1| p < 3v/ndidacr, and

Uy 2 64 5 576c'n
E Fi1| <14+ ——=||Hee <1 .
<\Ilt_1> ‘ t—1 — +d%d:~25 ” t 1HF— + dld%
Analogously to the proof of Claim 6.10, this implies
2 - 576en?
E[(P, —1)’] < —— —
The result now follows from Markov’s inequality. O

Claim 7.13. If | K,||p < vVndidaa and Ky, < 1(1]3 dég , then L((z,y), (z,y)) < 002Vdidz

Proof. Using the elementary inequality e* > 1 4 z and then Cauchy-Schwarz, we can upper bound
L((z,y), (x,y)) by

2
TGy 2 TGy
L((z,y), (z,y)) < Z L T
GNGln(dl,d2 do xTAajZ +y; By da :L';[A:EZ + yTByZ-

i
. Z 8 @Gy
GNGln(d1,d2 da ZETsz + yTByZ

(28)
" 8e2 a:TGy ?
S TR - g - T
GNGin(dl,dz) i—1 d2 xi A:I:Z _|_ yl Byl
Now, we bound the two terms in the last product in (28) separately. First, we have
n i
8e ! Gy; [ <8€ )}

E ex —t || = E exp | — (G, K . 29
G~Gin(d1,dz>[ P <; dy 2§ Az + o Byi> GnGin(drdn) | T d2< n) (29)
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Note that %(G,Kn> is distributed as a Gaussian with variance 2==; 645 HK Ik < 6452" a?. So we can

bound (29) by
E ex = ble*na®/dy e‘/aa
g~N(0,6462na2/d2))[ p(g)]
as o? < di/ %dy /(€?n) by assumption. Next, we bound the second term in the product in (28). Use
vec(G) to denote rearranging G as a vector in R%% (done in a consistent way) and use ® to denote

the Kronecker product of two matrices. Define @ € R%d2xdid2 a4

0= Z TiZ; ®yzyj
(x] Az; +y] By:)?

Let X € C%%X" be the matrix with columns given by % fori=1,2,...,n. Let

2 2

=l Nyl
0 = T i 2
(z)Az; + y) By;)

(2

and let D € R™" be the diagonal matrix whose diagonal entries are 6; for i = 1,2,...,n. We can
write
It =0 i{ vyl s, >2 (DX'XD, X'X)
e il 11yl N5l lysll /- ’ '

By Grothendieck’s inequality, we can replace the second term XX with ofo for some o € [—1,1]"

while incurring at most a factor of 2 in the inequality. Thus, we have

n t

) oiiy; ||| [|ysll
{ (xAzi + y] By)?

2
<\/§/{ < d1d2 .

||QHF < \/7 maX . — n —= 70052

[—1,1)"

In particular, we have [|Q||,, < (d1d3)/(700e?) and ||Q||; < di’/2dg/2/(70062). Let Ai,..., Agya, be
the eigenvalues of (). Returning to the last term in (28), we can write

L ge2 xTGy' [ (862 >}
E ex _ | = E exp [ —vec(G) Qvec(G
Gcinlin ) | 2 & (sz:Ei +y] Byi> mcintay )| P \ g VoL Qveel )

= E [exp <8—€2@TQU>]
’UNN(O,Idld2) dl d%

dll_[dQ exp 8%y’ —j
N g~N (0,1) dydZ

< 61052(>\1+ +Ady dy)/(d1d3)

e\/d1d2/70 ) (30)

IN

where in the fourth step we used our bound on [|Q]|,, together with the fact that Eg[ech] =

(1 —2¢)~! < e>°/* for sufficiently small ¢, and in the last step we used our bound on [|Q||,.
Putting (28), (29), 7.2, and (30) together, we conclude L((z,y), (x,y)) < eV1% as desired. O

27



Proof of Proposition 7.6. Define the event

S = {liltlgn | K¢l p < V/ndidea and &y, < 1036— and ¥,, < d1/2d25 .

By Lemma 7.10 and Claims 7.11 and 7.12, Prp,[S] = 1 — o(1). If S holds, then T = oo: indeed,

if 7 =t < oo, then one of ||K;||p > vndidaor, k¢ > ﬁd;@, and |®; — 1| > 1/2 ﬁ holds. Since
1
U, = &, and K, > K¢ (because in the definition of k((x,y)) we can take by = = b, = 0) this
contradicts S. .
So, 7 = oo on S. This implies |L((z,y)) — 1] = |®, — 1| < d1/2" = o(1). Moreover,
| K|l < Vndidaa, so by Claim 7.13 we have L((z,y), (z,y)) < e?02Vdidz, O

7.3 Bounding H in Frobenius norm by bootstrapping

In this section, we will prove Lemma 7.8. Let (z,w) = ((z1,w1),..., (2, w;)) be a sequence of unit
vectors satisfying t < n, ||K((z,w))|z < vndidao, and /{((z,w)) < %dld%, where v > 1. For
S C[t], let (z,w)s = ((zi,w;))ies. Let

ant L .
Hg = Z T ZiW; ) ((sz)S\z) and Z A
S

Az + wTBw, L((z,w)s) z; + w; sz

Lemma 7.14. For all S C [t], | Hs||p < n/Vab.
Proof. For any fixed G € U, for the U given by Lemma 7.1, and any unit vector (z,w),

2_6
dy

.
21 Gw ‘<2€ 32| Jw]| < 3e <2 3
Az +wlBw| = dy a2+ b|jw|? T dovab

Thus, for all i, L((z,w)s)/L((z,w)s\;) € [1/(1 +107°),1+ 10°] which implies

L((z w)S\z) 1 -5
T Gowls) © [1+10_5,1+10 . (31)
Thus
| Hsllp <> . 14107) € = (14+107) € = O
S = pyaye TAzﬁ—wTBwZ » ~ 2vab ~ Vab

Proof of Lemma 7.8. Let D = log(n/v/ab). If t < D, then by equation (31) and the assumption
(log \/%)2/(d1a) < n,

T

>~ 3\/ ndldQ’y.

1H (2, w))llp < Z S(14107%) <

g
N

TAzZ + wTBw,

F

Otherwise ¢t > D. We will prove by induction on a > 0 that if S C [t] satisfies |S| =t — D + a, then

e M
HHSHFSSaé2vnd1d2’y+e \/ﬁ'
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The base case a = 0 holds by Lemma 7.14. For the inductive step, assume a > 1. By the inductive
hypothesis and equation (27),

ZZTHS\iwi
szzi + ijwi N

) L((z w S\z
Z TAzZ—FwTBwZ (L(( H

€S “i

4%l llwil

dld% z;fAzi + ijwi'

Lok 4
H(zws) | 4B

Thus,

IHsllp < [ Kslp +

These terms are bounded by (in light of (31))
ziwg

ZZTAZZ' + wngi

IKsllp < 1K((z,w)]lp+ (1+107°) >

ie[t\S F
ndid +£<101 ndid
1a27 Jab = 1427
and, for some by,...,b € [—1,1],
3 w] ' <L (z,w)s\i) 1) 46 S [zl [|wil
Py ZTAZZ —l—wTBw, L((z,w)s) . dld% i1 Z(szzi +wZTBwi)2 .
4e?k((2, w)) -1
< =M= < u ]
< I fa—1 S € Ea1
Since 1.01 + 2 < 2, this implies ||Hg| < &. Therefore
_pn
IH((z,w))|p = |Hy |l » < 2V/ndidyy + ™" —= = 2\/ndidyy + 1 < 3y/ndydyy. O

Vab

7.4 Uniform Frobenius bound on K((x,y)<)

In this subsection, we will prove Lemma 7.9. Let (z,y) ~ po, K = K((x,y)<t) and X =
SUP; <<y [ Kt p-

Lemma 7.15. We have that E[X?] < AE[||K,|%].
Proof. Analogous to Lemma 6.14. O

Lemma 7.16. We have that E[HKnH%] < ndyds.
Proof. We expand

T
X
E{| K2 }E E|({ —i B L
ol Az; +y[By;" 2l Az; + i By,

The cross terms have expectation 0 like in the proof of Lemma 6.15. Now,

2
:E;[Al’l +y; Byl

+2 )

r 1<i<j<n

2

2 2 2
o - Ml ll® | L)l ]y,
x Az + y; Byi || (z] Az; + y) By;)? b x] Ax; + y; By; b
in light of Fact 7.5.
Proof of Lemma 7.9. Follows from Lemmas 7.15 and 7.16. O
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7.5 Balancedness of realizations

Finally, it remains to prove Lemma 7.10. Recall that

o agy] il il
> b

(32)
i=1 (xjAa:, + ?JJB%V

(@, y)) = sup
bl,...,bne[—l,l}

F

We will first prove a few preliminary inequalities about the individual terms in the summation
above. In particular, since x;,¥y; are the measurements obtained from a POVM, we argue that over
the randomness in the ith measurement, the term

iyl |l il
(JL”,T-A% -I-y,TByi)z

is not too aligned with any given direction. Thus, intuitively, over ¢ = 1, ..., n, the individual terms
will be very weakly correlated and this will allow us to bound the signed sum. In the next two
claims below, we think of P as a POVM that we will use to measure our state.

Claim 7.17. Let P be a set of vectors (not necessarily unit vectors) in C¢ such that

Z:E:ET:I.

zeP

Then for any coefficients ¢, for all x € P, we have

Seals [Sa
zeP
Proof. For any unit vector v,

reP
<z> S ewar (S| [ i) = [Sa
z€eP zeP z€eP zeP zEP

where we used Cauchy-Schwarz and the hypothesis. Because [|u|| = maxj,|=;(v,u) for all vectors
u, we are done. O

Claim 7.18. Let P = {(z,y)} be a set of vectors where x € C¥,y € C® such that

Z 22t =1.

z=(z,y),2€P

Then for any choice of cg,y € [—1,1] for each (z,y) € P, we have

> s <

(z,y)eP

Proof. For all choices of ¢, € [—1,1]
s el | 1 s~
(zy)eP Az +ytBy | = b (z,y)eP v F
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By Claim 7.17,

S ocylallz| < [ Y @y, lel’ < V. 0

(z.y)EP Ia (z,y)EP

We can think of the bound in Claim 7.18 as a bound on a single term in (32) over the randomness
of the measurement. Now, we will use Claim 7.18 on all of the terms in (32) to bound the signed
sum. Of course, the sum in the expression in Claim 7.18 is inside the norm and it is not immediately
clear how to use this to reason about the sum in (32). Actually relating the two expressions requires
several additional arguments.

Claim 7.19. Consider measuring the state Hy with respect to POVMs P, ..., P, (which may be
chosen adaptively). WLOG, the POVMs are rank-1 and can be viewed as sets of vectors such that

for all i € [n]
Z 22l =1.

zZEP;

Let the results of the measurements be (x1,y1),...,(Tn,yn). If n < d2d1/2/(102062). Then with
probability 1 —e>% over the randomness in the measurements, we have the following inequality for
any choice of cq,...,¢c, € [—1,1]:

3 el Izl ]

i1 (:E;[AJEZ +y; By )2

dido
— 410302

Proof. For each i € [n], define
Ml el
(a:;-foi + ygByi)Q

Let @ be the expression inside the Frobenius norm on the LHS of the desired inequality. Define the

matrix X € C™*" to have columns given by z1, ..., 2, and the matrix Y € C%*" to have columns
given by y1,...,yn. Let N, D € R™ ™ be the diagonal matrices whose entries are ||yi, ..., ||yn]|
and c1601,...,c0, respectively. Now we can rewrite

1QIF = D ciej:6 (wis 23 (i ) = (XD XD, YY) = (XDN)F(XDN), (Y N"Hi (YN ) .
4,3
Now by Grothendieck’s inequality, we can replace the expression (N~'Y)(N~1Y) with ofo for

some sign vector o € {—1,1}" while incurring at most a factor of 2 loss. Thus,

n

3 ciwy ||| |yl
1=

= (mjAmZ + ygByi)2

max || Q|| < 2max (33)

Let R denote the quantity inside the norm on the RHS above. Now it suffices to bound ||R||. First,
consider any fixed unit vector v. Note that

2
x
< § : ‘ Z” HyZH |<':UZ)U>|

TAxZ +y; By,)
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Next, by Claim 7.18, we have that

2
AN

E T T
(w; Az; +y, By;)

ub
[

im0l | <

where the randomness is over the 7th measurement. Also note that the individual terms

2
i
(e} Az; + y] By,)?

are always bounded in magnitude by 1/(ab). Note that the above two observations also imply that

e | v
’ (( >2'<$i’”>'> K

xjAaji + y}LByi

Thus, by Freedman’s inequality, we have

with failure probability at most

d?d3
1 TR < dydza )
exp | —= <exp|———== | <exp(—10d;)

< 2 102[%)15%2@2 + 10531[;%&2 10°¢2 ’

where in the second step we used that % > % > 1040, Finally, we can take some 0.1-net of

possible choices of v, which we call I', and union bound over all elements of I'. If the desired
inequality were false i.e.

dids
P R —
”QHF = 4.103pe2
then by (33), we must have
dids
> —.
1%l 2 8 - 103be2
By the construction of I', there must be some v € I' such that
dids
> 0.
and thus we are done. O

Proof of Lemma 7.10. Plugging in the parameter settings at the beginning of Section 7, and using
Claim 7.19, we get the desired property. O

8 Instance Near-Optimal Lower Bounds

Our main result on general state certification is the following. Recall that for two quantum states
2
o, p, the fidelity F' between them is defined to be F(c, p) = Tr <\/01/2p01/2) .
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Theorem 8.1. Let 0 < ¢ < O(1/loglog(d)). Let o € C™ be a density matriz. Then any
algorithm that uses incoherent measurements which, given n copies of p € C¥?, can distinguish
between the case where p = o and ||p — oll1 > ¢ with probability at least 2/3 must satisfy

n>0 < dr/ des

L i Y PP
e2polylog(d/e) (o, p )>

Here, 0* is an explicit density matriz given by zeroing out O() mass from o and normalizing, and
dess 1S the rank of o™ .

As before, the choice of failure probability can be taken to be any constant greater than 1/2.

In this section we use Theorems 6.3 and 7.3 to give a simple proof of a slightly weaker version of
Theorem 8.1 where the construction of o* requires removing up to O(elog(d/e)) mass. The analysis
is a simplified version of the analysis from Sections 5.5 and A.3 of [CLO21]. Later, in Appendix A
and B we give a full proof of Theorem 8.1, which involves slightly generalizing Theorem 6.3 and
carrying out a more delicate version of the analysis below.

As a first step, notice that since we are given an explicit description of o, by applying an
appropriate rotation, we may assume without loss of generality that o is diagonal. For the remainder
of this section, we will let o7 > ... > o4 be its eigenvalues (equivalently, its diagonal entries in
sorted order).

8.1 Bucketing and mass removal

For j € Z>, let S; denote the set of indices i € [d] for which 27771 < 0; < 277, and define d; = |S;].
Let J denote the set of j for which S; # (0. We will refer to j € J as buckets. Given i € [d], let
j(i) denote the index of the bucket for which i € S;.

Let J* C J denote the buckets j for which }°,. s, 0i 2 €, and let Siighy C [d] denote all i € [d]

for which j(i) € J*. Let ¢’ denote the unnormalized density matrix given by zeroing out the i-th
entry of o for every i € Siignt, and let o* denote the density matrix o’/Tr(c”).

Fact 8.2. |J7*| < O(log(d/¢)). In particular, o’ is given by removing O(elog(d/e)) mass from o.

Proof. Note that for any j € J*, 277 > 0; > ¢/d for all i € S, so j < logy(e/d). O

8.2 Helper lemmas

Here we collect some elementary observations that will be useful in our proof of the weaker version
of Theorem 8.1. We begin by noting an alternative way of representing fidelity with respect to the
maximally mixed state.

Fact 8.3. Given psd matriz o € C*?, let 5 £ o/Tr(0). Then F(5,51;) =3 lolly/e - Tr(o) 2.

Fact 8.4. Let S be any set of distinct positive integers. Given a collection of numbers {d;};jes
satisfying > ; d;277 < 2, let p be the vector with d; entries equal to 277 for every j. Then HpH1/2 <

|S|? - max; d§2_j.
Proof. Let j* = argmaxd?2‘j. Then Hp”ig =2 d;279/%2 < |S|-dj2777/2, O

Our lower bound instances in the proof of the weaker version of Theorem 8.1 will be based on
perturbing certain submatrices of . We will use the following basic fact to analyze these instances.

33



Lemma 8.5. Consider the task of distinguishing between the following alternatives:

S 0 S 0
Hozp:<0 P) and lep:<0 P)

where S € R¥*d" gnd P € RU=4)V(d=d) gre deterministic psd matrices for which Tr(S)+Tr(P) =1,
and S € RY*? s drawn from some distribution over psd matrices with trace Tr(S).

Then the copy complexity of this task using incoherent measurements is Q(n/Tr(S)) > Q(n),
where n is the copy complexity of the following distinguishing task:

Hy:p=S/Tx(S) and Hy :p=S8/Tr(S)
using incoherent measurements.

Theorem 6.3 gives a Q(d*/?/e?) lower bound for mixedness testing for d larger than some absolute
constant. In the following lemma, we complement this with a weaker lower bound that holds for
all d, based on the classical lower bound for uniformity testing. For this, consider the task of
distinguishing between the two alternatives:

1
Hy:p=-=A and Hy:p=

y (A+ePzZP"),

ISHN

where A € R4 ig 5 diagonal matrix with diagonal entries ay > -+ > aq > 0 and Tr(A) = d, where
Z = diag(1l,---,—1,---) if d is even and Z = diag(1,---,—1,---,—1,0) otherwise, and where
P € R™? is a random permutation matrix on the first 2|d/2] coordinates.

Lemma 8.6. For alld > 1 and ¢ < 1, the copy of complexity of distinguishing between Hy and Hy
with incoherent measurements is Q(v/d/e?).

Proof. By Lemma 8.5, it suffices to prove the lemma when d is even. As the states under Hy and
H, are both diagonal, we can assume without loss of generality that the measurements are all in
the standard basis. Let py denote the uniform distribution over [d]. Given S C [d] of size d/2, let
ps denote the discrete distribution over [d] which places mass %‘5 on elements in S and mass 1%5
on elements in [d]\S. Under Hy, if one measures n copies of p, the n measurement outcomes are a
sample from pg@". Under Hi, if one measures n copies of p, the measurement outcomes are a sample
from Eg[pg"] where S is a random subset of [d] of size d/2. It is a standard result in distribution
testing that distinguishing between drv(py", Es[pg"]) = o(1) if n = o(Vd/<?) (see e.g. the proof
of [Wul7, Theorem 24.1] which is based on [Pan08]). O

Finally, we will use the following lower bound to handle a corner case where o has one especially
large eigenvalue.

Lemma 8.7 (Lemma 5.24 from [CLO21]). Let ¢ < 1/2. If o1 > 3/4, then state certification to
error € with respect to o using incoherent measurements is Q(1/€2).

8.3 Proof of weaker variant of Theorem 8.1

We now give a simple proof of a slight weakening of Theorem 8.1 where one removes O(elog(d/e))
mass from o, instead of O(¢). We strengthen this analysis in Appendix B.
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Proof. Note that Tr(o’) > 1 — O(elog(d/e)) > Q(1), so by Fact 8.3 it suffices to lower bound the
copy complexity by

Q (de |0, /(% 108 (d/)) ) -

We proceed by casework depending on whether or not d; =1 for all j € J*.
Case 1. d; =1 for all j € J*. Note that in this case,

1/2 2 _
1/2 Z 277/

JET*

and [lo*[|; , = oo’ /2)- As deff = 1, it thus suffices to show a copy complexity lower bound of
Q(1/¢?) in this case.

If additionally we have |7*| = 1, then for ¢ < 6(1 /log d) sufficiently small, the maximum entry
of o is at least 3/4, so we can apply Lemma 8.7 to obtain a lower bound of Q(1/¢2) as desired.

Otherwise, let j, 7" be the two smallest bucket indices in J*, and let 7,7 be the elements of
the singleton sets 5;,S;. If ¢ < ¢279/2=7'/2=1 for sufficiently small constant ¢ > 0, we can invoke
[CLO21, Lemma A.4] to conclude a copy complexity lower bound of £(1/¢2).*

Otherwise, suppose & > ¢279/273'/2=1 Because 277 > 277, we know that 277" < O(e). In
particular, consider the state o** given by zeroing out o; from ¢’ and normalizing. For this matrix,
deft = 1 and [lo**[|; 5 = O(1). Furthermore, because € < O(1/log(d)), we have o; > 3/4, so we can
apply Lemma 8.7 to conclude a lower bound of Q(1/£2).

Case 2. d; > 1 for some j € J*. In this case, let j; £ arg max;ec 7+ dj and jo £ arg max;e 7+ d§2_j.

Ife< cdj22_j1/ 2-j2/ 2=1/4 for sufficiently small constant ¢ > 0, we can apply the lower bound
instance in Section 7 to these two buckets. Let P denote the submatrix of ¢ containing the diagonal
entries of o outside of S;, US},. Let X;, and ¥;, denote the submatrices of o containing the diagonal
entries indexed by S;, and Sj,.

If j1 # jo, then consider the distinguishing task

S, 000 B @0
J1 J1
Hy:p=[ 0 %, 0] (=0) and Hy:p= %@T ¥, 01,
0 0 P @1z
0 0 P

where G is a C-truncated dj, x d;, Ginibre matrix. If dj, is sufficiently large that Theorem 7.3
applies, then by Lemma 8.5 and Theorem 7.3, this has copy complexity at least

Q <(€/( \/C,E-djz — 2) Q(/dj, -d 2 72 /e) > Qdefe ||’ H1/2/ e2polylog(d/e))),

djy 2770 +dj,2792))

where in the first step we used that dj22_j2 < 2, and in the last step we used Fact 8.2 and Fact 8.4.
Note that [|o*]|; 5 = O([|o"[|; /o). Otherwise, if dj, = O(1) and Theorem 7.3 doesn’t apply, we can

still apply [CLO21, Lemma A.6] which only differs in its suboptimal dependence of djll/ % on the
parameter d;,, which does not affect our overall bound as d;, = O(1) in this case.

“Note that [CLO21, Lemma A.4] gives a (suboptimal) lower bound for the distinguishing task in Section 7. The
reason we invoke it instead of Theorem 7.3 is that unlike the latter, it holds for the setting d; = d;; = 1 that we
consider here.
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If j1 = j2, then because we are in Case 2 we know d;, > 1, so let Eﬁ) and Eﬁ) denote an

arbitrary partition of ¥;, into two % X % diagonal submatrices. Consider the distinguishing task

(1) £ al
=M 0 0 >, difzde !
Ho:p=| 0 xP® of|(=0) and H:p=|_=73G x® o],
1 dl./Qd‘ J1
0 0 P 7 62 0 p

where G is a C-truncated dj% X d% Ginibre matrix. If d;, is sufficiently large that Theorem 7.3
applies, then by Lemma 8.5 and Theorem 7.3, this has copy complexity at least

Ao - d.
Q <(E/dj12\{j?+ dj—:2_j2)2> \/7 2 31/5 > Q(defr Ha H1/2/ € polylog(d/s)))
where in the first step we used that dj12_j1 < 2, and in the last step we used Fact 8.2 and Fact 8.4.
Otherwise, if dj, = O(1), we can apply [CLO21, Lemma A.4] as above.

It remains to consider the case where ¢ > c2‘j1/2_j2/2_1/j1. Let j* £ arg max;e g+ dj2_5j/2.
We can apply the lower bound instance in Section 6 to bucket j*. Letting X« denote the submatrix
of o containing the diagonal entries of S;« and P denote the submatrix containing the remaining
diagonal entries, we consider the distinguishing task

N 0 Y+ =M 0
i Yo (6T

where M is a C-truncated trace-centered GOE matrix. By Lemma 8.5 together with either Theo-
rem 6.3 if d > 1 or Lemma 8.6 if d = O(1), this has copy complexity at least

¢ <(6/(d-~«]2—j*))2 T, ) 32777 /2) > (d) P27 /e2).
y) J*

To complete the proof of the theorem, it suffices to show that

&2 polylog(d/e) > © («/ & d22” ﬂ?)
Suppose to the contrary. Then we would get
d§12_j1polylog(d/e) =0 (d§22_j2) . (34)

But by assumption on e, ‘ ' '
cdj22—11/2—J2/2—1/j1 <e<dp27,

where in the last step we used the fact that de_j > Q(e) for any j € J*. Squaring both sides and
rearranging, we find that

43,2772 < O(d5 2771 j7) < O(d3, 277 log? (dfe)),
where the last step follows by the fact that j; < log(d/e) because 2771d > 2771d;, > ¢, contradicting
(34). O
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A Multi-Block Distinguishing Task

The proofs from the preceding sections imply a slightly weaker version of Theorem 8.1 where the
lower bound involves removing elog(d/c) mass from o. Avoiding the extra log factor requires
working with a slightly more involved instance than the one from Section 6 in which diagonal
blocks of o at all scales are perturbed.

To that end, here we analyze the following more general distinguishing task.

) Aq 1 A1+€1M1
Hg:pza and lepza . (35)

Here, each A, € R%*% is a diagonal matrix. There exist numbers ji, ..., j, such that each A,
has diagonal entries in the interval [d-277,d-27/*T1] and > Tr(A,) = d. Furthermore, for every
v € [m], M, ~ GOEf; (d,) for the events U, £ Uy, given by Lemma A.1 below.

We will refer to the set of d, row/column indices of p which correspond to A, as B,. Let S,
denote the set of unit vectors in C4~! with entries supported on B,.

The following lemma follows easily from the proof of Lemma 6.2.
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Lemma A.1. There is an absolute constant a* > 0 such that for any integer d' > a*, there exists
Uy CRY*Y gych that if M ~ GOE*(d'), then Pr[M & Uy] < o(1/m) and on the event M € Uy,
we have || M|, <3+ O(y/log(m)/d’) and || M|, > d'/12.

op —

Our main result for the distinguishing task (35) is the following.

1/2
Theorem A.2. Let ¢ £ ézu dye, and N & %minye[m} Ci’gde. For a* from Lemma A.1, if
N >1/e, d, > a* for all v, and

e, <d-279" /(12 + ©(y/log(m)/d,))  and  d,/27" >2¢/log(d/e) Vv e m]  (36)

then the copy complexity of distinguishing between Ho and Hy with incoherent measurements with
success probability at least 2/3 is Q(N).

Note that the bounds in Lemma A.1 and the first part of (36) ensure that under Hy, p is psd (and
thus a valid quantum state) and has trace distance at least Q(é >, dvey) to the null hypothesis.

Block structure of POVMs. Take any learning tree 7 corresponding to an algorithm for this
task that uses n incoherent measurements. The following lemma shows that we can assume without
loss of generality that every POVM respects the block structure in the distinguishing task, that is,
it consists of w,d - xa! for which each z € S, for some v € [m].

Lemma A.3. Given an arbitrary d-dimensional POVM {E,}, there is a corresponding rank-1
POVM {Ez//} satisfying the following. Let p,p’ be the distributions over measurement outcomes
from measuring a state p with these POVMs respectively. Then:

e For every Ez,/’ there is some v such that E; 1s zero outside the principal submatriz indexed by

B,.

o There is an explicit function f mapping outcomes x of the former POVM to outcomes of the
latter for which the pushforward of p' under f is p.

Proof. This immediately follows from [CLO21, Lemma 5.6] and the fact that we can always assume
without loss of generality that POV Ms are rank-1. O

Given any x € S, we use the notation v(z) to denote the v € [m] for which x € S,,. Observe that
for any v € [m],
Z we(zat —Iy) =0 (37)
zw(z)=v

The fact that we can assume every POVM respects the block structure will allow our proof to
proceed along very similar lines to that of Theorem 6.3, the key distinction being that instead of
tracking the overall likelihood ratio, we track one likelihood ratio for each set of coordinates B,,.

Recalling the terminology from Definition 2.2, we let pg and p; denote the distributions over
leaves of T induced by p under Hy and Hj respectively. In the rest of this section, let £ be a
slowly-growing function satisfying £ > log®(d/e) for some absolute constant ¢ > 0. We assume

1 4
and will prove dry(pg,p1) = o(1). By the hypothesis in Theorem A.2 that N > 1/e, we may also

assume
n>1/e (39)
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by adding superfluous measurements to the algorithm. We set «, 5 to be slowly-growing functions
1/2 4
such that m!'/2¢'/? < a < 8 < min, 42 Note that these choices are possible by (38) and (39).

€22ivn
We let L*(-) denote the likelihood ratio between p; and pg. That is, for a sequence of vectors

x = (x1,...,2n), let L*(x) £ p1(x)/po(x). For My ~ GOEy, (d1),..., My, ~ GOEf; (dy), note
that because M1, ..., M,, are independent, L*(z) = [[/L; L} (x) where

T,
@2 el J] <1+eyM)
)=v

My i€[n]w(z;)= L Ay

For My ~ GOE*(d1), ..., M,, ~ GOE*(d,,), define similarly L(x) = [[)-, L, (x) for

x Az

TN -
L@2e|l ]I (1+a%). (40)
)

Y lien)v(z)=

Note that L(x) (resp. L,(x)) is an estimate for the likelihood ratio L*(x) (resp. L}(x)) where
the conditioned Gaussian integral is replaced by a true Gaussian integral. Most of the computations
in this section will be done in terms of L instead of L, ; the proof of Theorem A.2 below quantifies
that L(x) is a close approximation of L*(x).

As before, we will somewhat abuse notation and write L(z) for any sequence of unit vectors z =
(21,...,2) of length not necessarily n, that is, L(z) = [~ L.(z) where L,(z) is defined the same
way as in (40). We also write L, (x, x) to denote the value of L, on input (z1,x1, T2, T2, ..., Ty, Tp).

The main ingredient in the proof of Theorem A.2 is the following analogue of Proposition 6.4
giving a high-probability bound on each L, evaluated at the leaves of T .

Proposition A.4. There ezists a subset S of the leaves of T such that Prp,[S] =1 —o(1) and for
allwe S, |Ly(x) — 1| =o(1/m) and L,(z,x) < V% for all v € [m)].

Let us first prove Theorem A.2 assuming Proposition A.4.

Proof of Theorem A.2. Let U denote the event that M, € U, for all v € [m]. Define

n t
_ z, M, \x;
T(z) 2 E 1{U 14 gy ) vt
@) = 0B @), Ertmcom @ | T 11( 2T Ay

i x, BV VX AT

= 1[0, 1+e, 2 TTZ.(
1;[ NGOE* » [ ]ie[n]lu_(lx_)_y< e a:ZA,, ) 13

It is clear that L*(x) = Pr[U,] 'L, (x). For all € S and v € [m], by Cauchy-Schwarz

IL,(z) — Ly(z)| = E [1{U3} 11 <1+sy ZTM” )

i€n]iv(z;)=v 2 Ay

< /Pr[U¢]L,(x,x) = o(1/m).

Here we use that Pr[U¢] < poly(1/m) - exp(—Q(dy)) and L,(z,x) < eV%. Moreover, we have
|L,(x) — 1] = o(1/m). Thus, for all z € S and v € [m], L,(x) = 1 + o(1/m) and

Ly (x) — 1| < |Lj(x) — Ly (z)| + [Ly(x) — 1]

_ PrU] = B
=50 L,(x) 4+ o(1/m) = o(1/m).
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Recalling that L*(z) =[]/~ L} (x), we conclude that L*(x) = 1+ o(1). Finally,

drv(po,p1) = QwINEpO[(L*(fU) -1)-]
=2 E [I{z € SHL*(z) —1)-] + 2m@p0[ﬂ{w ¢ SHL(z) —1)-]

@~po
< 2sup(L*(x) — 1)— + 2Pr[S°] = o(1). O
zesS po

A.1 Recursive evaluation of likelihood ratio

Let z = (z1,...,2) be a sequence of unit vectors. For 1 < i < ¢, let z.; be the sequence z with
z; omitted. Similarly, for 1 <17 < j <t, let z;; be the sequence z with z;, z; omitted. The main
result of this subsection is the following recursive formula for L(z).

Lemma A.5. The function L, satisfies

92 dy(2i, 2¢)* — 1
Lx) = L 2, 4 — Ly(zit
R P D (= FV=TEr T

As with Lemma 6.5, the proof is based on Isserlis’ theorem. For k even, recall that PMat(k) denotes
the set of perfect matchings of {1,...,k}.

Proof of Lemma A.5. The case of v(z;) # v is clear. We now suppose v(z;) = v. Let J C [t] denote
the indices s for which v(zs) = v. For a set S C J with |S| even, let PMat(S) denote the set of
perfect matchings of S. For even k, let Mat(J, k) denote the set of matchings of S consisting of k/2
pairs. We compute that

K Z; M vZi
Zg MyNGOE*(d [H TA L%

(expanding definition of L)

SCJ
[S|/2 T
-y 5 [[. & [ 20 o
v LY p~GOE*(d) | of Az Az
SCJ {Har,b1},.{ays) /2,052 }EPMat(S) i=1 @i @i Sy vehi
|S| even
J|/2
= v ~GOE* i T
k=0 {{a1,b1 b fan by EMat(J,2k) i=1 T EOP (@] 20 Avza; 2, Avz,

L171/2] 92 k k dy (20, 2,)2 — 1
= |7 ) I+ (41)
— d (2 Az V(2 Avz,)
k=0 {{a1,b1},....{ak by } }EMat(J,2k) =1 i i/\7b;

The lemma follows by partitioning the summands in (41) based on whether ¢ appears in the match-
ing, and if so which ¢ € J it is paired with. O
A.2 High probability bound on likelihood ratio at leaves

This subsection gives the main part of the proof of Proposition A.4. For any sequence of vectors

z=(z1,...,2) and v € [m], define

d,,zizT —1;, L(z~;) d,,zizT — Iy
H, (z)= d v d K, (z)= —— v
(z) -<t.z(:,)_ zZA,,zi L(z) o (=) Z Z;[Auzi
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H,, enters our calculations by the following rewriting of Lemma A.5:

L,(z) 2¢2 2 H, (22t
— =14+ Ay =] AT 42
Ly T W= “2)
If z=2< = (z1,...,2¢) is a prefix of  ~ py, then [, 75@(2) =11, Lfé";i)l) = L%;}Zi)l)

one step in the likelihood ratio martingale. We will control the contribution from each multiplicative
martingale L, separately. As we will see (proof of Claim A.10) below, the multiplicative fluctuation

of any such step is
E ( LV(wSt) >2
Ly(z<i-1)

Tt

g2y

=1t e

N Hy (<) -

Thus, an upper bound on | H,(z)|p over all v € [m] and all prefixes z of x controls the
fluctuations of the likelihood ratio martingale. Because the matrices output by H, are hard to
control directly, we will use the function K, as a proxy for H,. The following analogue of Lemma 6.7
quantifies this relationship, showing that if K, (z) is bounded in Frobenius norm, H,(z) is bounded
at the same scale.

Lemma A.6. Suppose v > m/2¢/2. If z = (21,...,2t) is a sequence of unit vectors satisfying
t<nand |K,(2)||p < <n1/2 . 2jV/2d,?3/2/d> v, and the number of s € [t] for which v(zs) = v is at
most n- (d,/27) - mé&, then |H,(2)||p < C <n1/2 . 2jV/2d,?3/2/d) v for some absolute constant C' > 0.
This lemma is a “deterministic” statement about a sequence of vectors. We will prove this in
Subsection A.3 using the same bootstrap argument from earlier.

Lemma A.6 requires that for every v, the number of POVM elements supported on the coordi-
nates B, is not much greater than its expectation, which we show holds with high probability:

Lemma A.7. With probability 1—o(1) over © ~ pyg, for all v € [m] there are at most n-(d, /27)-m&
indices s € [n] for which v(xs) = v.

Proof. Take any POVM {w,d - zz "} where for every = there is some v for which z € S,. Now fix
v € [m] and note that the probability of observing = for which v(x) = v upon measuring a copy of
p under the null hypothesis is

o waldw<d-2 . N w e =27,

zw(z)=z zv(z)=z

where in the last step we used (37). The lemma follows by Markov and a union bound over
v e m]. O

Finally, Lemma A.6 also requires a bound on K,(z). The following analogue of Lemma 6.8
bounds K, (z) in Frobenius norm uniformly over all prefixes z of . We will prove this lemma in
Subsection A.4.

Lemma A.8. If x ~ pg, then E[suplgtgn HK,,(:cg)Hf7 <n-2vdd/d?.

We will now prove Proposition A.4 assuming Lemmas A.6 and A.8. Let © ~ pg. For 1 <t < mn,
define the filtration F; = o(x<;) and the sequences

Hy: = Hy(z<t), Kyi = Ky(z<t), Dyt = Ly(x<t), Q= L(z<y).

)
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Consider the times
7, = {oo} Uinf {t Kl > (n'2. 272832 /d)ae or

, £220v
|se[t]:v(zs) =v|>n-(d/27)-m&  or [Poe =1 >n- d1/2d2ﬂ}

which are clearly stopping times with respect to F;. Also define the stopped sequences ¥, ; =
q>l/,t/\7—l,-

Claim A.9. With probability 1 — o(1), || K| » < n'/?- 2jy/2d,?j/2/d for allt € [n] and all v € [m)].

Proof. By Lemma A.8,

Pr| sup [|K, 4|, >n'/?-27/2d3?/d

_ <
1<t<n (n-2vd3/d*)a? ™

} E[Sllp1gt§n ”KutHiﬂ]
<
The claim follows by a union bound over v.

Claim A.10. With probability 1 — o(1), |V, , — 1| <n- %5 for all v € [m].

Proof. Note that ¥, ; is a multiplicative martingale: if 7 < ¢ —1 then certainly E[\I,\I:”ti - |Fio1] =1,
and if 7 > ¢t — 1, (42) implies

U, 2e2
E L F | =1+ =&
[‘I’u,t—1| ! 1} * d2

o
Lp(ze) = v] - Mu}_l —1,
xy Ay

using that

T
T, H, s 1x
E [ﬂ[um) =] Tiwf] = > wn(efHym)

v (ze)=v
=<Hu,t_1, > thxtx1>:(Hu,t_l,fdy/d>=o. (43)
zyv(ze)=v

We next bound the quadratic increment E[( \I,‘Ilzj -

)2|Fi—1]. If 7 <t —1 this is 1, and otherwise
it is given by

4et

2
i + ar E []l[z/(xt) =v]-

(a;TH,,, qx)?
1+ e E []l[z/(xt) =] At 1

(xi Ayxt)?

.I>
Ty Hu,t—ll’t

| Fi—1 | Fi—1]-

a:IA,,xt

The first expectation is zero by (43). To bound the remaining expectation, note that for any unit
vector x € S,
et A,e >d- 270, (44)
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So,

(xIHV,t—lxt)

2 .
E|1[v(z) =v]- (xIA,,xt)Q \.7-}_1] < (2"/d)E

T 2
v, Hy, 12
1[v(z) = v] - —( L T’t 11) \.7-}_1]
x Ay

= (277 /d) Z tha;IH,,,t_l(xth)HV7t_1a;t

ze:v(ze)=v

<@fd) > wealHZ, w

ze:v(ze)=v

= (27 /d) <H3,t—17 Z Wxt$t$1>

v (ze)=v

= (27 Jd) (2, Ia, /d) = S5 [ Hyp |l

2
=l
Moreover, since 7 >t — 1, || K, ;1| < (n1/2 : 27”/2d§/2/d)04 and Lemma A.G implies [|Hyi—1|p <
(Cnt/? - 20+/243? d)a. Thus,

\I/I/t 2 4642JV 9 365‘422]1/ ‘n ,
El( 2t ) 7 | <1g 25 g 2 < q g 05
<\I/V7t_1> [Feo1| <1+ 2d3 |Hy—1llm <1+ v
So, for all 1 <t <n,
v ’ 366422j” n
E[W,]=E|E (\P—Ztl> | Fee1 |02, 1] < <1+ ZTO‘2> B[22, ],
v,l— y

and therefore

192j, . n 192j, . 2
st (1 B ) o (B

. e192iv .2 o .
since ~——r—a” < 1 by assumption.
v

Moreover,
2
\Iju,t
| Fi1
\I/I/,t—l

36c4220v . nog
- dyd?
72422y . n?
- dydt

E[(T,; - 1)) =E|E

1
v, —2E |:\I/ V’tl |ft—1] W1 +1
v,t—

W2, 4]+ B[P0 — 1))
® +E[(V,—1 — 1),

so by induction '
79e42% 2

(2, - 1 < 20,
Thus 12
72e42%v 7202
Pr||¥,, —1]>n- <ﬁ52> ] < e o(1).
Therefore, |¥,,, — 1| <n- j’/%ﬁ with probability 1 — o(1). O

45



Claim A.11. If | K, < (nV/2- 2243 Jd)a, then L, (@, x) < eV

Proof. Using the elementary inequality e* < 1+ z, we can upper bound L, (x,x) by

Lz,z)< E )[exp<<2s,,M, Y ziz,] >>]:E[exp<2di<M,Kym>>], (45)

- ~ * T .
M~GOE*(d,, i) = TiAvTi v

where in the second step we used that Tr(M) =0. As M = G— %Idu for G ~ GOE(d, ), we have
that (M, K, ,,) = (G, K, 5,) is distributed as a Gaussian with variance % HKl,nH?7 < (2n27vd2 /d?)a?.
So we can bound (45) by

E ex _ 68€3n2j1’a2/d2 < e\/@
gva(O,Segnoﬂ/d)[ p(g)]

where the last step follows by (38). O

Proof of Proposition A.4. Define the event

. 22ju
- < (nl/2 . 9iv/243/2 1l <p. 5 )
S {1i1£n\|K,,t||F < <n 2vI2dy /d) aand |V, , —1] <n dll/zdzﬁ Ve |m]

By Claims A.9 and A.10, Pr,[S] =1 — o(1). We will show that if S holds, then 7 = co. Indeed,
if 7=t < oo, then there exists v such that either ||K, ||, > (n'/?- 2j”/2d,?j/2/d)a or [®,;—1| >

n - % B holds. Since ¥, , = ®,;, this contradicts S.

So, 7 =00 on S. This implies that for all v, |L,(x) — 1| = |[®,, — 1| < n- ;13/22];2/8 — o(1/m).
Moreover [|Ky | < (n'/2 - 20/24%/? /d)a for all v, so by Claim A.11 we have L,(z,z) < eV for
all v. ”

A.3 Bounding H in Frobenius norm by bootstrapping

In this subsection, we prove Lemma A.6. Throughout this subsection, fix some v € [m]. To ease
notation, we will drop subscripts and refer to K,, and H, simply as K and H. Let z = (21,..., %)
be a sequence of unit vectors satisfying ¢ < n and

IK@)|p < (nV2 - 2/2%/2/d) 4

for some v > m'/2¢1/2, Let J C [t] denote the set of s € [t] for which v(z;) = v. Suppose that
] < - (dy/2) - mé (46)

as in Lemma A.7.

The following lemma bounds a variant of K(z) where we multiply each summand by an adver-
sarial b; € [—1,1]. This will be used to control the discrepancy H(z) — K(z) in the bootstrapping
argument.

Lemma A.12. Uniformly over by,...,b € [—1,1], we have

< nd}/2 - mé + (n1/2 ] 2ju/2dl3/2/d)7
F
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Proof. For any choice of by, ..., b,

dyziz;
b;
; sz
d zz
Z A vZi

ieJ %

ieJ i

1,
Z A v Zi

e %

I
ZT“

Py A,z

IN

<K ()l +2

F

The second inequality holds because the matrices d,,zizg and I;, are both psd. Using (44) and the
assume bound on |J| in (46), we have

Z TA w7

e %

(2 /d)|J|dY? < ndY/? - me.

The result follows by our assumed bound on || K (z)|| 5. O

For S C J, let zg = (z;)ies. Further, let

dyzizl — I Lu(zs\ dyzizl — T
o= szl a, Lolzsvy) o Ks=3 szl a
cs  ZAvzi Ly(zs) cs  ziAvz

The following lemma gives a preliminary bound on ||Hg| . In the proof of Lemma A.6, we will
use this bound to control ||Hg|| for |S| =t — O(logn), followed by the bootstrap argument over
O(log n) recursive rounds to contract the bound to O((27» /d)/2d,n'/?y).

Lemma A.13. There exists an absolute constant C' such that for all S C [t], |Hsl||p < C’(nd,l,/2 :
mé + (n'/2 - 201283 1d)).

Proof. We take C' to be twice the constant hidden by the < in Lemma A.12. Note that for any
fixed M, € U,, for the U, given by Lemma A.1, and any unit vector z € S,,,

1 3 1

STV

M,z
£
2TA,z

so 1 +es M”Z € [1/2,3/2]. Thus, for all i, L,(zs)/Lu(zs\fi}) € [1/2,3/2], which implies

L(zg\(iy)

TG © 2/3,2]. (47)

Lemma A.12 gives
1 1 ,
S IHSl e < SOl - me 4 (n'/2 - 22450 fa)y).

as desired.
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Proof of Lemma A.6. Let ¢* = ( 1/2. 2]”/2d3/2/d> v and ¢ £ Cndy/? - mé. If e* > &/, then we are
already done by Lemma A.13. Otherwise, suppose £ < &’. and let D = log(¢’/e*). If t < D, then
by equations (44) and (47),

vZi%; Id,,

‘ L(zwi) _ .;
F 7 v+1
1H (2)] < Z T e S 2+*+1Dd,, /d.

But note that 2/»*1Dd, /d < &* provided that n >> 2/v/(d,~?). By (36), 27 /d, < log(d/e)/(2¢),
so this holds by (39) and our choice of v > m!/2¢1/2 > polylog(d/e). So |H(z)||p < € when
t<D.

Now suppose ¢ > D. By Lemma A.13 and the assumption that e* < &', |[Hg||p < 2¢’. We will
prove by induction on a > 0 that if S C J satisfies |S\J| = D — a, then

|Hsllp < &0 = 2" + e - 2¢.

The base case a = 0 clearly holds. For the inductive step, assume a > 1. By the inductive
hypothesis and equations (42) and (44), for all : € S

Ly(zs) L (@/d)-2 (2v/d) - 2¢

2&7
ey < O 2 ), < CID 2o,

d2

Hg\;

|2 [
z;rA,,z,-

op

Since this upper bound is o(1) by (38) and the second part of (36), we also have

Lizs\@y) | o (27/d)- 3512/5
Lzs) |7 @ T
Write % 1= Mﬁa 1b; for b; € [—1,1]. By Lemma A.12, there is a constant ¢ such
that
dyZiZj -1, L,(zs\1iy) 2 /d v dvzizj —1q,
3t ( L(z\{)} _1> %gal S ey,
ies  FilwEi vAES Ia ics R o

20v /d 3e;, nd1/2 _
s( JA) Seund_ e | <o,

where in the last step we used that n <« By the triangle inequality, equation (44), and

2231' mé”
our choice of D,

‘ —la, P 101
IKsllp < 1K ()l + ) <& 4+27Ddy Jd < 1ose
i€\S 2 Az
Hence
CZZZ'Z]L — Id L('ZS\{Z})
IHsllp < |1 Ksllp+ . : —1
" g Z; 2 Az, L(zs) i
101
_mé’ +e 1§a1<§a7
%8% + 2e~! < 2. This completes the induction. Finally,
|H(2)||p = |Hyllp < 26" + e P2 = 4e*. ]
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A.4 Uniform Frobenius bound on the K,(x<;) matrix martingale

In this subsection, we will prove Lemma A.8. Fix any v € [m], let * ~ po, recall that K, ; =
K,(x<:). To ease notation, we will drop the subscript v and refer to this as K;. Also define
X = supicicy || K| p-

Lemma A.14. We have that E[X?] < 4E[||K, . |7]

Proof. Analogous to Lemma 6.14. O
Lemma A.15. We have that E[HKnH%] < 2vd?n/d.

Proof. We can expand

2
d v i Id
(| Ky E|ljy(x;)=v =
E[|l 7] = Z N e
dyxixl — 1, dyzjxl —1I4,
+2 Z E <ﬂ[u(ajl) =v,v(z;) = V] :E:jl d ]T ;_C >] (48)
I<ici<n x; Ayx; xjA,,x]
By (37),
dyxjx; —1g, +
Ell[v(z;) =v TJ [ Fij1| = ws, (dvajaj = la,) =0,
‘TjAVx] zjwv(zj)=v
J J
so for any ¢ < j we have
d,,a:,a:l — 1y dV:ij — 14,
E|1jv(x;) =v,v(z) = V] T ) T -
x A,z z;AyT;
d,,a:,-a:j- — 1, dyzjr; — Ig,
= B[1la) = ] ( “EE T By = ] P E )] =0
:L'Z-Ayﬂj‘l ZEjAuxj

The other expectation in (48) can be bounded by (recalling (44))

duiT_I i duiT_I duiT_I
E|1l(a) = o] [ BEE | < (o payE () = o] DT e i~ L)
v Az g ;A x;
. 1v(z;) =
= (297 /d) - dy(d,, — 1) E M]
Tl A, x;
<@/d)-dy(dy, — 1) Y wy < 2vd/d%
zv(z)=z
Therefore E[HKHH%] <n-2vd3/d?% O
Proof of Lemma A.8. Follows immediately from Lemmas A.14 and A.15. O
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B Refined Bounds for State Certification

In this section we use the lower bound instance from Appendix A to give a refined version of the
analysis in Section 8 and prove Theorem 8.1. The steps in this section are essentially already
present in [CLO21] (see Sections 5.1, 5.2.2, and 5.5 therein), but we include them for the sake of
completeness.

B.1 Bucketing and mass removal

We will use the following bucketing scheme from [CLO21, Definition 5.2].

For j € Z>q, let S; denote the set of indices i € [d] for which 277! < ¢; < 277, and define
d; £ |Sj|. Let J denote the set of j for which S; # 0. We will refer to j € J as buckets. Given
i € [d], let j(i) denote the index of the bucket for which i € S;.

Our bounds are based on the following modification of o given by removing a small fraction of
its entries:

Definition B.1. If b is the largest number for which the b smallest entries of o sum to at most ¢,
define S|1ight C [d] to be the indices of these b smallest entries. Let Sﬁght denote the set of i € [d] for
which Zi’esj(i) oy < 2¢/log(d/e). Define Siight = S|1ight U Sﬁght.

Without loss of generality, assume that all o; are sorted in increasing order based on o; /di(i).
Recall the constant a* from Lemma A.1 and Theorem A.2. Let d < d denote the largest index for
which Zigsnght:igd’ 0; < Cyee for a constant Cy sufficiently lage depending on a*. Let Siy = {i :
1 ¢ Slight, 1 < d}.

Let m denote the number of buckets j € J for which S; and Signy are disjoint. Let Sgew C [d]
denote the set of i belonging to a bucket of size less than a*, and let Smany C [d] denote the set of i
belonging to a bucket of size at least a*.

Let o' denote the matriz given by zeroing out the entries indexed by Stait U Siight. Let o’ denote
the matriz by further zeroing out the largest entry of o’. Let o* denote the density matriz o’ /Tr(c*).

Lastly, define J* to be the set of j € J for which S; has nonempty intersection with Smany \Slight -

Fact B.2. We have m < O(log(d/¢)), that is, there are at most O(log(d/¢)) indices j € J for
which S; and Syghe are disjoint. Furthermore, the total mass of o in Sight U Stail s O(€).
Proof. This is a slight modification of [CLO21, Fact 5.3]. By definition of Sllight, the (b + 1)-st

smallest entry of o is at least €/d. There are thus at most logy(d/e) buckets containing [d]\Sllight,
which concludes the proof of the first part. The second part follows by construction.

B.2 Tuning the perturbations

The goal of this section will be to tune the perturbations {e;} from the lower bound instance in
Theorem A.2 in order to show the following:

Lemma B.3. For 0 <e < 5(1/log log(d)), for any mized state o € C¥?, the copy complexity of
state certification with respect to o to error € is at least Q(1/€) V Q(||0”H2/5 /(e?polylog(d/e))).

First we handle a minor corner case. Note that Theorem A.2 can only be applied to the buckets of
o which are of size at least a*. We now verify that if the Schatten 2/5-norm of o’ is dominated by
such buckets, then the Q(||o”||, /5 £2) lower bound follows from classical lower bounds.

2/5 1 2/5
Lemma B.4. If Ziesfew\(stailuslight) o 23 H0””2/5’
incoherent measurements has copy complexity at least Q(||J”H2/5 /e2).

then state certification with respect to o using
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For this, we use the following instance-optimal lower bound for classical identity testing:

Theorem B.5 (Theorem 1.1 from [VV17]). Given a known distribution p and samples from an
unknown distribution q, any tester that can distinguish between ¢ = p and ||p —q||; > € with
probability 2/3 must draw at least Q(1/e) V Q(HpiemaXHQ/g /e2) samples, where p—** denotes the
vector given by removing from p the largest element and the smallest elements summing up to at

most €.

Note that this immediately implies a lower bound for state certification by considering only diagonal
mixed states:

Corollary B.6. State certification with respect to any known mized state o to error € using incoher-
ent measurements requires at least Q(1/€) V Q(Hazemaxuz/g /e2) samples, where o~ ™* denotes the
matriz given by projecting out from o the largest eigenvalue and the smallest eigenvalues summing

up to at most €.

Proof of Lemma B.4. This is a slight modification of [CLO21, Lemma 5.12]. The idea is that if the
hypothesis of the lemma holds, then the spectrum of ¢ is essentially dominated by eigenvalues in
geometric progression, in which case there is no distinction between the 2/5- and 2/3-quasinorms
and we can simply apply Corollary B.6.

Formally, Corollary B.6 implies a lower bound of Q(||o maXH2/3 /e2?). We would like to relate

oz ™55 to

2/3 3/2 *=5/2 (1 _ 9—2/5\5/2 2/5 o "
Z o; >a (1-2777) Z g > Q||o H2/5)’ (49)

1€ Stew \ (Stail USlight) 1€ Stew \ Stail

where the last step follows by the hypothesis of the lemma and Fact B.2.

Suppose that there is some i for which d;;) < a* and ¢ is not among the indices removed in

max

the definition of -, Then we can lower bound ||o_;

€
272/3)3/2 = (1) times the left-hand side of (49).
On the other hand, suppose that all i for which d;;) < a* are removed in the definition of

— max max
—& 3

H2/3 by o;, which is at least a*_3/2(1 -

o . As long as o_ has some nonzero entry, call it o;«, then o+ > max;¢ Stew\(Seail USight) 7>

so we can similarly guarantee that Ha:ematz/s > g+ is at least a*™3/2(1 — 272/3)3/2 = (1) times
the left-hand side of (49). Otherwise, we note that ¢” is zero as well, in which case we are also

done. O

It remains to consider the primary case where the hypothesis of Lemma B.4 does not hold,

which we can express as
2/5 _ Ly 25
Z 9 >3 I Hz/s’ (50)
1€ Smany \ (StightUStail)

and this is the case where we will use Theorem A.2. Because Corollary B.6 already shows that the
copy complexity is at least €2(1/¢€), we will assume henceforth that the lower bound in Theorem A.2
is at least Q(1/e€).

First for every i € Smany\Slight, define the perturbations

cig 2 d- {29071 / (1240 ((flstm)/dz) ) } 4 {ez20mash
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for normalizing quantity ¢ satisfying
34 {2—j—1 A2 B0 g2 3} = (52)
JjeT*

Note that this choice ( ensures that the trace distance between the two states under Hy and H; in
Theorem A.2 is Q(¢).

The rest of the proof is devoted to analyzing what Theorem A.2 gives for this choice of {¢;}.
The main step is to upper bound the normalizing quantity (.

Lemma B.7. ( < O(e) - <Zjej* 2—23'/3(1?/3)

To prove this, we will need the following elementary fact.

Fact B.8. Let u; < -+ < u,, be numbers for which there are at most ¢ elements in any interval
27971 277]. Let vy < ---wy, and let dy,...,d, > 1 be arbitrary integers. Let w1 < --- < Wpin
be these numbers uy, ..., U, V1,...,V, in sorted order. For i € [m + n], define dj to be 1 if w;

corresponds to some uj, and d; if w; corresponds to some v;.

There is an absolute constant Cp depending on £ such that the following holds. Let s be the
largest index for which Y7, w;df < Cye. Let a,b be the largest indices for which uq, vy, are present
among wi, ..., ws (if none exists, take it to be 0). Then either b =n or Zf+11 vid; > 2¢.

Proof. This is Fact 5.16 from [CLO21] with minor modifications. We may assume s < m + n
(otherwise obviously b = n). Assume to the contrary that Zerll vid; < e. We proceed by casework
based on whether wg 11 = Ug4+1 Or Wer11 = Vpt1.

If wy 1 = ugy1, then

s+1 a+1 a+1

Cg€<2wz ZuH—szd <va+1 o[- Z/ﬂ—i—zvd < 0Oh(1 €+Z’L)Z iy

=1 i=1

where in the first step we used maximality of s, in the third step we used that u,11 < vp1 and
the assumption on {u;}, and in the last step we used that vpy; < Zi’ill vid; < e. From this, if
Cy is sufficiently large, then we conclude that Z?:l vid; > 2¢, a contradiction. The argument for
Wy 1 = Vp41 is analogous. O

Corollary B.9. If (50) holds, then Smany\(Siight U Stail) is nonempty, and there exists an absolute

constant ¢ > 0 such that for any i € Smany \(Slight USkail) in some bucket j, §'2_2/3(j+1)d§/3 <271

Proof. The first part immediately follows from (50). For the second part, take some constant ¢ > 1
to be optimized later and suppose to the contrary that for some i* € Smany\(Slight U Stail), lying

~2/3" ) 2/

in some bucket j*, we have 27771 < ¢ .2 , or equivalently 277" 1 /dg* < (3. Because

in the definition of Sy, we sorted by Ui/d2(2 , we then also have that 2‘j(i)_1/d?(i) < ¢3 for all
i € Siail, or equivalently, 27901 < ¢ .2~ 2/3(3+1)d2(/?;
To induce a contradiction, we lower bound the sum on the left-hand side of (52) by the contri-

bution from j € J* for which S; contains an index i satisfying ¢ < ¢*. The above discussion implies
that for such j, the corresponding summand in (52) is given by d; - 27/ (=180 the left-hand side

of (52) is at least
Z o; > €,
iESmany\SlighﬁiSi*
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where in the latter inequality we used Fact B.8 applied to the numbers £ £ a*, {u;} £ {0i}icg,,\ Siight?
{v;} & {0/d? (i) 1€ Smany \Siigne> a0 {li } = {d?(i)}iesmany\snghtv in light of our definition for Sg. This
contradicts (52). O

We are finally ready to upper bound the normalizing constant (.

Proof of Lemma B.7. By Corollary B.9 and (52),

£>Q(C Z d;- 2" 2/3(j+1) 2/3 > Q(C Z 9— 29/3d5/3
JET* JET*

The claimed bound follows. O
We are now ready to complete the proof of Lemma B.3.

Proof of Lemma B.3. As discussed above, because of Lemma B.4 it suffices to consider the case
where (50) holds. We will apply Theorem A.2 to the principal submatrix of o indexed by the indices
from buckets in J*. It suffices to show that the copy complexity in that theorem, when specialized
to g; from (51), is at least §~2(HJ”H2/5 /(e*polylog(d/e))). Note that we can apply Theorem A.2
to this submatrix because by our definition of Sjght, the second part of (36) holds, by the first
argument of each minimum in (51), the first part of (36) holds, and by the definition of Smany,
d; is sufficiently large for every j that appears in this submatrix. Note that our definition of m
in Definition B.1 is the same as the parameter m in Theorem A.2. Recall from Fact B.2 that
m < O(log(d/e)).

2. {2—j—1/ (12 1o < 10g(m)/dj>>} A {g2—2/3(j+1)d§/3}

First, let us rewrite the lower bound from that theorem as

—1/2
1/2

1 dj/ 2 1 53122]
omin T > | S0 S
mjeJgr €5 m\ . 4

Substituting our choice of {¢;} from (51) and denoting a; = 12 + O(+/log(m)/d;), we get

2 —-1/2
1 274 /3 5/3
> - Z A C4 2‘7/3d»
~ 4 ]
m i ajdj
-1/2
1 _ iy iy
> —~ Z aj1C32 gdj/\C42 2]/3d?/3
JET*
5o -1/2
¢ . o g 2/3
JjeET™*
3/2
> C_3/2 ) 5_1/2/m > (E—z/m) ) Z 2—2j/3d?/3
JET*
5/2 2 " 2
> >
e oid /(2 108(d/e)) 2 (0" |5 /(polylog(d/e))
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where in the second step we used that the minimum of two nonnegative numbers increases if we
replace one of them by a weighted geometric mean of the two, in the fourth step we used (52), in
the fifth step we used Lemma B.7, in the penultimate step we used Fact B.2, and in the last step
we used (50). O

B.3 Putting everything together

Proof of Theorem 8.1. The proof will be given by modifying a few places in the proof in Section 8.
We proceed by the same casework of whether or not d; =1 for all j € J* (note that our definition
of J* is slightly different from the one used in Section 8).

First by Fact B.2 we have that Tr(c’) > 1 — O(e) > Q(1), so by Fact 8.3 it suffices to lower
bound the copy complexity by

Q (de |0, /(€2 108° 0 (d/)) )

Case 1. d; =1 for all j € J*. Note that in this case,

lo'|l7s = D" 2792 = o(1)

JET*

and [lo*[|; , = @(HO‘IH1/2). As deg = 1, it thus suffices to show a lower bound of Q(1/£2) in this
case.

If additionally we have | J*| = 1, then for € at most a sufficiently small constant, the maximum
entry of o is at least 3/4, so we can apply Lemma 8.7 to obtain a lower bound of Q(1/¢2) as desired.

Otherwise, let 7,7’ be the two smallest bucket indices in J*, and let 7,4’ be the elements of the
singleton sets S;, Sy If ¢ < ¢279/273"/2=1 for sufficiently small absolute constant ¢ > 0, we can
invoke [CLO21, Lemma A.4] to conclude a lower bound of Q(1/£?).

Otherwise, suppose ¢ > ¢279/273"/2=1 Because 277 > 277, we know that 277 < O(g). In
particular, consider the state o** given by zeroing out o from ¢’ and normalizing. For this matrix,
dest = 1 and [|o™*[|; , = O(1). Furthermore, because ¢ is smaller than some absolute constant, we
conclude that the nonzero entry of o** is at least 3/4, so we can again apply Lemma 8.7 to conclude
a lower bound Q(1/¢2).

Case 2. d; > 1 for some j € J*. In this case, let j; £ arg max;ec 7+ dj and jo £ arg max;e 7+ d§2_j.
Note that d2791 > d; 2771 > ¢/log(d/¢), so

J1 < O(log(d/e€)). (53)

If £ < cdj,2771/2772/271 /) for sufficiently small constant ¢ > 0, then we can invoke the lower bound
instance from Section 7. The proof in this case is identical to the corresponding part of the proof
in Section 8.

It remains to consider the case of

e > cdj, 27 /2702/27 g, (54)

We would like to use the lower bound from Lemma B.3. We would first like to relate [lo”[5/5 to
0”5 (recall that the difference is that o” is defined by removing the largest entry from o’

Lemma B.10. Either [|0”[/5 > Q([|0"|ly5), or the following holds. Let j° be the index mazimizing
d)/*279. Then 1) j° = minjeg~j, 2) djo = 1, and 3) j° = 0.
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Proof. This is essentially Lemma 5.26 from [CLO21]. We will assume that [|o”[|y/5 = o(||lo"[[5/5)

and show that 1)-3) must hold. Let iy,ax be the index of the top entry of o’. Suppose 1) does not
hold. Then

2/5 2/5
H /H2§5 O-imax ZzES 00'2/0 <9
2/5 — -7
HU””2/5 E:Z'ES'joai/d

where the first inequality follows by the elementary fact that for a > b > 0 and ¢ > 0, ZTJFE <%
and the second inequality follows by the definition of j°. This contradicts the assumption that

10”1125 = o(llo”ll5/5)-
Next, suppose 1) holds but 2) does not. Then

2/5 2/5
O'/ . o
H ||2/5 < ZZESJ-O 7 < 0(1)7

— 2/5 —
”U”H2/5 ZieSjO\{imax} T

where in the first step we again used the above elementary fact and in the second step we used that
2) does not hold. We again get a contradiction.

Finally, suppose 1) and 2) hold, but 3) does not. Because 1) holds and j° > 0, this implies that
lo’llop < 1/2. On the other hand, [[o”[,/5 = [lo”]l; = (1 = O(g)) —1/2 = 1/2 — O(e). So for e
smaller than a sufficiently large constant, we get that [[0”|l5 /5 = Q([|0”[|,p,), s0 |07 (|55 = Q(llo”[5/5),
a contradiction.

Suppose the latter scenario in Lemma B.10 happens, but the former does not. In this case,
because djo = 1, we also have that j° = js, so 1 > djo2_’° = d?o2_3° = d?c2_72. Note that this
implies that [lo’|[; 5 < log(d/e). Furthermore, it implies that

i 3 2
1> d2 277 > d2 279 > Q(d) e/ log(d/e)),

where in the second step we used that jj argmax;e 7 d§2_j , and in the last step we used that
d;277 > Q(e/log(d/e)) by definition of Sjght and J*. We conclude that

e < O(d;** log(d/e)). (55)
But recall that we are assuming that (54) holds, i.e.
e 2 djy - 2VERE = 27 NERE ) > e/ (d), log(d /€)' [, (56)

where the second step is by dj, = djo = 1 and the last step is by 3) in Lemma B.10 and the
fact that d;277 > Q(e/ log(d/e)) for all j € J*. Combining (55) and (56), we conclude that
dj, < polylog(d/s) J1 < polylog(d/e), where in the last step we used (53). But if d;, < polylog(d/e),
then def < polylog(d/e). Then because we also have ||o”||1/2 < O(log(d/e)), the claimed lower
bound in the theorem would follow from a lower bound of €2(1/£?). This then follows in a similar
fashion to the analysis from Case 1 above.

Finally, suppose instead that the former scenario in Lemma B.10 happens, in which case
Lemma B.3 gives a lower bound of Q(HJ’H2/5 /(e?log(d/¢))). Let j° be as defined in Lemma B.10.

As |lo'|ly/5 2> d5/ 2 , to complete the proof, it suffices to show that
1277 polylog(d/e) = Q (,/ dj, 2,2 12) (57)
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Suppose to the contrary. Then because d?l/ 2901 < d?£22_jo, we would get from the negation of
(57) that ‘ ‘
d?ﬂ‘”polylog(d/e) = 0(d§22_”). (58)

But by (54) and (53),
ed;, 2122127110 (log(dfe) < & < O(d;, 2 log(d/e)),
where in the last step we used that d;, 2771 > Q(elog(d/e)) by definition of Sjght. Squaring and

rearranging, we find that d?22_j2 < O(af/%Z_j1 log?(d/e)), contradicting (58). O

C Regularity Bounds on GOE and Ginibre Ensembles

Here we provide the proofs of Lemmas 6.2 and 7.1, restated for convenience.

Lemma 6.2. There exists U C R™? such that if M ~ GOE*(d), then Pr[M & U] < exp(—£(d))
and on the event M € U, we have |[M||,, <3 and ||M|[; > d/12.

Proof of Lemma 6.2. Let U denote the event that ||M]|,, < 3 and M3 > d/4. Let Ai,..., A\
denote the eigenvalues of U. On the event U, we have

d d
2
11 = 324 < o Il ) 3 I = 1l
=1 - i=1

so ||M]|; > HMH%/HMHOp > d/12. We will show Pr[U¢] < exp(—(d)). We generate M =

G — %Id, where G ~ GOE(d). Note that

Pr[|[ M|, > 3] < Pr[|[G]l,, > 5/2] + Pr[|Tx(G)| > d/2]
< exp(—Q(d)) + exp(—Q(d?)),

where the first term is bounded by [BADGO1, Theorem 6.2] (because 5/2 > 2) and the second term
is bounded by Tr(G) ~ N(0,2). Moreover, since

IM|I7 = GIE — Tx(G)?/d,

we have

Pr{|M |7 < d/4] < Pr[|G|[% < d/2] + Pr[|Tx(G)| > d/2]
and the second probability is exp(—(d?)) as explained above. To bound the first probability, write

Gw’ = \/%Zm' and for i < 7, Gi,j = GjJ' = ﬁZM for i.i.d. Zm', ZZ’J’ ~ N(O, 1). Then

2
2 2
IG1F =7 >z

1<i<j<d
By a standard Chernoff bound, if X ~ x%(n), then Pr[X < (1 —¢e)n] < ((1 — €)e®)™2. Thus

Pr[HGH% < d/4} — Pr[\3(d(d+1)/2) < d*/8] < exp(—Q(d?)). 0
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Lemma 7.1. For dy > do, there exists U C R4¥% such that if G ~ Gin(dy,ds), then Pr[G € U] <

exp(—0.1d1) and on the event G € U, we have |G|, <3 and [|M||; > d2/3 for

0 G
= (0 9).

Proof of Lemma 7.1. Let U be the event spax(G) < 3 and ||GH§; > dy/2, where spyax denotes the
largest singular value. On this event, certainly [|M]||,, < 3 and [|M |3 = 2||G||% > dy. Similarly

to the proof of Lemma 6.2, we have ||M]|; > ||M]|% / M|y, > d2/3. It remains to show Pr[U¢] <

exp(—0.1dy) By [Verl2, Corollary 5.35], Pr[smax(G) > 3] < exp(—0.11dy). Moreover, ||G||?; =4
d—llxz(dldg), so similarly to the proof of Lemma 6.2 we have Pr[||G||% < d2/2] < exp(—Q(d?)). O

D Separating K and

In this short section we construct an example of a transcript (z,w) for which K((z,w)) = 0, but
for which x((z,w)) > d1d3/e%. For simplicity, consider A =a-14 and B="b-1g4,.

Consider a unit vector (z,w) € SH+%=1 for which ||z||> = b/(a+b) and |w||* = a/(a+b). Now
note that if (z, w) = ((z,w), (z, —w), (z,w), (z, —w), .. .), then clearly K((z,w)) = 0. On the other
hand, if we take b; = (—1)"*!, we find that

21112
[[2[” ]l _ ¢

(all2l® + Bllw]|?)? — dab”

zw' ||2]| [|wl]

izl = H; (allz[2 + bllw][?)?

F

Note that for € < davab, did3/e? < dyi/(ab), so for t > dy, k((z,w)) > dyd3/<>.

o7



	1 Introduction
	2 Preliminaries
	3 Technical Overview
	3.1 Mixedness Testing
	3.2 State certification

	4 Related Work
	5 Additional Preliminaries
	6 Lower Bound for Mixedness Testing
	6.1 Recursive evaluation of likelihood ratio
	6.2 High probability bound on likelihood ratio at leaves
	6.3 Bounding H in Frobenius norm by bootstrapping
	6.4 Uniform Frobenius bound on the Kxt matrix martingale

	7 Lower Bound for Off-Diagonal Perturbations
	7.1 Recursive evaluation of likelihood ratio
	7.2 High probability bound on likelihood ratio at leaves
	7.3 Bounding H in Frobenius norm by bootstrapping
	7.4 Uniform Frobenius bound on Kxyt
	7.5 Balancedness of realizations

	8 Instance Near-Optimal Lower Bounds
	8.1 Bucketing and mass removal
	8.2 Helper lemmas
	8.3 Proof of weaker variant of Theorem 8.1

	A Multi-Block Distinguishing Task
	A.1 Recursive evaluation of likelihood ratio
	A.2 High probability bound on likelihood ratio at leaves
	A.3 Bounding H in Frobenius norm by bootstrapping
	A.4 Uniform Frobenius bound on the Kxt matrix martingale

	B Refined Bounds for State Certification
	B.1 Bucketing and mass removal
	B.2 Tuning the perturbations
	B.3 Putting everything together

	C Regularity Bounds on GOE and Ginibre Ensembles
	D Separating K and kappa

