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Abstract

Dynamic multilayer networks frequently represent the structure of multiple co-evolving
relations; however, statistical models are not well-developed for this prevalent network
type. Here, we propose a new latent space model for dynamic multilayer networks. The
key feature of our model is its ability to identify common time-varying structures shared
by all layers while also accounting for layer-wise variation and degree heterogeneity. We
establish the identifiability of the model’s parameters and develop a structured mean-field
variational inference approach to estimate the model’s posterior, which scales to networks
previously intractable to dynamic latent space models. We demonstrate the estimation
procedure’s accuracy and scalability on simulated networks. We apply the model to two
real-world problems: discerning regional conflicts in a data set of international relations
and quantifying infectious disease spread throughout a school based on the student’s daily
contact patterns.

Keywords: dynamic multilayer network, epidemics on networks, latent space model,
statistical network analysis, variational inference

1. Introduction

Dynamic multilayer networks are a prevalent form of relational data with applications in
epidemiology, sociology, biology, and other fields (Boccaletti et al., 2014). Unlike static
single-layer networks, which are limited to recording one dyadic relation among a set of ac-
tors at a single point in time, dynamic multilayer networks contain several types of dyadic
relations, called layers, observed over a sequence of times. For instance, social networks
contain several types of social relationships jointly evolving over time: friendship, vicinity,
coworker-ship, partnership, and others. Also, international relations unfold through daily
political events involving two countries, e.g., offering aid, verbally condemning, or partici-
pating in military conflict (Hoff, 2015). Lastly, the spread of information on social media
occurs on a dynamic multilayer network, e.g., hourly interactions among Twitter users such
as liking, replying to, and re-tweeting each other’s content (Domenico et al., 2013). Proper
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Figure 1: Monthly cooperation and conflict relations between Iraq and other countries from
2009 to 2017. A blue (gray) square indicates a relation occurred (did not occur)
between Iraq and that nation during that month.

statistical modeling of dynamic multilayer networks is essential for an accurate understand-
ing of these complex systems.

The statistical challenge in modeling multiple co-evolving networks is maintaining a
concise representation while also adequately describing important network characteristics.
These characteristics include the dyadic dependencies in each individual static relation,
such as degree heterogeneity and transitivity, the autocorrelation of the individual dyadic
time series, and the common structures shared among the various relations. We provide an
example of such network characteristics in Figure 1, which displays the monthly time series
of four dyadic relations between Iraq and other countries from 2009 to 2017. A complete
description of the data can be found in Section 5. Within a layer (e.g., verbal cooperation),
the individual time series (rows) are correlated with each other while also exhibiting strong
autocorrelation. Furthermore, the four relations share a clear homogeneous structure, which
is made especially evident after the abrupt change in all dyadic time series in late 2014 due
to an American-led intervention in Iraq. We explore this event in more detail in Section 5.
A statistical network model should decompose these dependencies in an interpretable way.

To date, the statistics literature contains an expansive collection of network models de-
signed to capture specific network properties. See Goldenberg et al. (2010) and Loyal and
Chen (2020) for a comprehensive review. An important class of network models is latent
space models (LSMs) proposed in Hoff et al. (2002). The key idea behind LSMs is that each
actor is assigned a vector in some low-dimensional latent space whose pairwise distances
under a specified similarity measure determine the network’s dyad-wise connection proba-
bilities. The LSM interprets these latent features as an actor’s unmeasured characteristics
such that actors that are close in the latent space are more likely to form a connection.
This interpretation naturally explains the high levels of homophily (assortativity) and tran-
sitivity in real-world networks. A series of works expanded the network characteristics
captured by LSMs (Handcock et al., 2007; Hoff, 2008; Krivitsky et al., 2009; Hoff, 2005;
Ma et al., 2020), such as community structure, degree heterogeneity, heterophily (disas-
sortativity), etc. Furthermore, researchers have adopted the LSM formulation to model
both dynamic networks (Sarkar and Moore, 2005; Durante and Dunson, 2014; Sewell and
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Chen, 2015; He and Hoff, 2019) and static multilayer networks (Gollini and Murphy, 2016;
Salter-Townshend and McCormick, 2017; D’Angelo et al., 2019; Wang et al., 2019; Zhang
et al., 2020).

Currently, the statistical methodology for modeling dynamic multilayer networks is lim-
ited. Snijders et al. (2013) introduced a stochastic actor-oriented model which represents
the networks as co-evolving continuous-time Markov processes. In addition, Hoff (2015)
introduced a multilinear tensor regression framework where real-valued dynamic multilayer
networks are modeled through tensor autoregression. To our knowledge, the only existing
LSM for dynamic multilayer networks is the Bayesian nonparametric model proposed in Du-
rante et al. (2017). Although highly flexible, this model lacks interpretability due to strong
non-identifiable issues. Furthermore, this model’s applications are limited to small net-
works with only a few dozen nodes and time points due to the model’s high computational
complexity. Currently, the LSM literature lacks models that decompose the complexity of
dynamic multilayer networks into interpretable components and scale to the large networks
commonly analyzed in practice.

To address these needs, we develop a new Bayesian dynamic bilinear latent space model
that is flexible, interpretable, and computationally efficient. Our approach identifies a com-
mon time-varying structure shared by all layers while also accounting for layer-wise varia-
tion. Intuitively, our model posits that actors have intrinsic traits that influence how they
connect in each layer. Specifically, we identify a common structure in which we represent
each node by a single latent vector shared across layers. Also, we introduce node-specific ad-
ditive random effects (or socialities) to adjust for heavy-tailed degree distributions (Rastelli
et al., 2016). The model accounts for layer-wise heterogeneity in two ways. First, the layers
assign different amounts of homophily (heterophily) to each latent trait. Second, to capture
the dependence of an actor’s degree on relation type, we allow the additive random effects to
vary by layer. Lastly, we propagate the latent variables through time via a discrete Markov
process (Sarkar and Moore, 2005; Sewell and Chen, 2015). These correlated changes capture
the network’s structural evolution and temporal autocorrelation.

To estimate our model, we derive a variational inference algorithm (Wainwright and
Jordan, 2008; Blei et al., 2017) that scales to networks much larger than those analyzed
by previous approaches. We base our inference on a structured mean-field approximation
to the posterior. Our approximation improves upon previous variational approximations
found in the dynamic latent space literature (Sewell and Chen, 2017; Liu and Chen, 2022) by
retaining the latent variable’s temporal dependencies. Furthermore, we derive a coordinate
ascent variational inference algorithm that consists of closed-form updates. Our work leads
to a novel approach to fitting dynamic latent space models using techniques from the linear
Gaussian state space model (GSSM) literature.

The structure of our paper is as follows. In Section 2, we present our Bayesian paramet-
ric model for dynamic multilayer networks, discuss identifiability issues, and connect it to
existing models for static multilayer and single-layer dynamic networks. Section 3 outlines
our structured mean-field approximation and the coordinate ascent variational inference
algorithm used for estimation. Section 4 demonstrates the accuracy of our inference algo-
rithm and compares it to other estimation methods on simulated networks. In Section 5, we
apply our model to two real-world networks taken from international relations and epidemi-
ology. Finally, Section 6 concludes with a discussion of various model extensions and future
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research directions. The Appendices contain proofs, in-depth derivations of the variational
inference algorithm, implementation details, and additional results and figures.

Notation. We write [N] = {1,...,N}. We use the notation Bj.;, to refer to the sequence
(B1, Ba, ..., Br) where By is any indexed object. Also, for objects with a double index, we
use the notation Ci.pr,1:n7 to refer to the collection (Cmn)(m’n)e[M]X[N]. We use 1¢,—,) to
denote the Boolean indicator function, which evaluates to 1 when z = a and 0 otherwise.
We denote an n-dimensional vector of ones by 1,, an n-dimension vector of zeros by 0,
and the n x n identity matrix by I,,. Furthermore, given a vector v € R?, we use diag(v)
to indicate a d x d diagonal matrix with the elements of v on the diagonal. We use I, ;, =
diag(1,...,1,—1,...,—1) to denote a diagonal matrix with p ones followed by ¢ negative
ones on the diagonal. Lastly, we use BlockDiagonal(A, B) to denote a block diagonal matrix
with matrices A and B on the diagonal.

2. An Eigenmodel for Dynamic Multilayer Networks

In this section, we develop our Bayesian model for dynamic multilayer networks. To begin,
we formally introduce dynamic multilayer network data. Dynamic multilayer networks
consist of K relations measured over T' time points between the same set of n nodes (or
actors). We collect these relations in binary adjacency matrices Y € {0,1}"*" for 1 < k <
K and 1 <t <T. The entries Ylljt indicate the presence (Yl’;t = 1) or absence (Y;’;t =0) of
an edge between actors ¢ and j in layer k at time ¢. This article only considers undirected
networks without self-loops so that Y7 is a symmetric matrix. We discuss extensions of our
model to weighted and directed networks in Section 6.

2.1 The Model

Here, we propose our new eigenmodel for dynamic multilayer networks with the goal of cap-
turing the correlations between different dyads within a network, the dyads’ autocorrelation
over time, and the dependence between layers. Specifically, we assume that the dyads are
independent Bernoulli random variables conditioned on the latent parameters:

K T
P (Y%:T’ Tt 7Y1;T | 612K,12T7 AI:K7 Xl:T) = H H HP (Y;I;t | 5]167,&, 6)1,15’ Ak, i, Xg),
k=1t=1j<i
where
logit [IP (Y = 116060, A XL, xg)} — Ok, = 0, + 61, + XiTAX]. (1)
In Equation (1), layer k’s log-odds matrix at time ¢, ®F € R™ " with elements @fjt,
contains two latent random effects that induce essential unconditional dependencies in the
dynamic multilayer network’s dyads. We defer specification of their distributions until
the next section. First, the sociality effects 6 = (6,it,...,6,2‘t)T € R™ model degree
heterogeneity and node-level autocorrelation. Second, the time-varying latent positions
X, = (X},...,X)T € R4, where d is the latent space’s dimension, induce clusterabil-
ity (Hoff, 2008) in the networks and dyadic autocorrelation. Finally, the homophily coef-
ficients Ay = diag(Ag) € R¥9 are diagonal matrices that quantify each relation’s level of
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homophily along a latent dimension. For each Ay, (1 < h < d), positive values (Mg, > 0)
indicate homophily along the hth latent dimension in layer k, negative values (Mg, < 0)
indicate heterophily along the hth latent dimension in layer k, and a zero value (Agp = 0)
indicates the hth latent dimension does not contribute to the connection probability in
layer k. Furthermore, the model captures common structures among the layers by sharing
a common set of latent trajectories.

In matrix form, the log-odds matrices are

Of = 8p,1,, + 1,6y, + XA X (2)

To ensure identifiability of the model parameters, we require both a centered latent space,
that is J,&; = &; where J, = I,, — (1/n)1,1}, and A, = b,qs Where p + ¢ = d, for some
reference layer r € {1,..., K}. In an applied setting, one could take a particular interesting
layer as the reference layer. Without loss of generality, we set » = 1 as the reference. As
we elaborate in Section 2.5, we use these conditions to identify the socialities d; ¢, and to
identify X} up to a signed-permutation of its columns, where the permutation is common
to all time points but the sign-flips can vary over time. At the same time, we show that the
bilinear term, X;AxX,", is directly identifiable.

Overall, our proposed eigenmodel for dynamic networks’s parameterization reduces the
dimensionality of dynamic multi-relational data. The model contains nT K + nTd + Kd
parameters, which, for typical values of d, is much less than the KT'n(n — 1)/2 dyads that
originally summarized the dynamic multilayer network. Next, we further elaborate on the
interpretation of the model’s parameters and our inclusion of temporal correlation in the
random effects.

2.2 Layer-Specific Social Trajectories

An actor’s sociality, ,Zw, represents their global popularity in layer k at time ¢. In particular,
holding all other parameters fixed, the larger an actor’s sociality 5}; +» the more likely they
are to connect with other nodes in the kth layer at time ¢ regardlessvof their position in the
latent space. Formally, (5}'C , is the conditional log-odds ratio of actor ¢ forming a connection
with another actor in layér k at time t compared to an actor with the same latent position
as actor ¢ but with (5};775 = 0. Hub nodes are an example of nodes with a high sociality,
while isolated nodes have a low sociality. An actor’s sociality can differ between layers.
We find this flexibility necessary to model real-world multilayer relations. For example, in
the international relations network presented in the introduction, a peaceful nation might
participate in many cooperative relations while rarely engaging in conflict relations.

The ith actor’s social trajectory in layer k, 5}; 1.7» Measures their time-varying sociality in
the kth layer. For example, a nation’s propens{ty to engage in militaristic relations might
increase after a regime change. We assume that the social trajectories are independent
across layers k& and individuals ¢ and propagate them through time via a shared Markov
process:

i1 S N©O,73), S~ N(@L, 03,  t=2....T, k=1,.,K,

where iid stands for independent and identically distributed. In the previous expression,

7'52 measures the sociality effects’ initial variation over all layers. Similarly, ag measures the
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sociality effects’ variation over time. In particular, a small value of Jg indicates that most
social trajectories are flat with little dynamic variability. We place the following conjugate
priors on the variance parameters: 77 ~ F_l(aTéz/Q, b2 /2) and 02 ~ F_l(cgg/Q, d0§/2).

2.3 Dynamic Latent Features Shared Between Layers

Like other latent space models, we assume that the probability of two actors forming a
connection depends on their latent representations in an unobserved latent space. Specif-
ically, we assign every actor a latent feature X € R? at each time point. Relations in
dynamic networks typically have strong autocorrelations wherein the dyadic relations and
latent features slowly vary over time. These autocorrelations are captured by a distribution
that assumes the latent positions propagate through time via a shared Markov process:

NNy, T), Xi~NXiyo2l), t=2,....T

Xi
Sewell and Chen (2015) first proposed this Gaussian random-walk process for the latent po-
sitions in the context of single-layer (K = 1) dynamic networks. Intuitively, these dynamics
assume that changes in the network’s connectivity patterns are partly due to changes in
the actor’s latent features. Unlike Sewell and Chen (2015), we do not restrict the initial
covariance matrix ¥y € R%*? to be spherical, that is, a constant multiple of the identity
matrix. There are two reasons for this choice. First, recall that the homophily coefficients
take on values £1 for the reference layer. Therefore, the different variances (or scales)
assigned to each latent dimension by the non-spherical covariance matrix reflect their in-
fluence on the reference layer’s bilinear term. Second, Hoff et al. (2002) recommended a
spherical covariance matrix because of the latent positions’ rotational invariance. This ar-
gument is inappropriate in our context because the latent positions are identified up to
a signed-permutation. Lastly, 0? measures the step size of each latent position’s Gaus-
sian random-walk. We place the following conjugate priors on the variance parameters:
o ~ Wishart ! (v, V) and % ~ T Y(c,2/2,d,2/2).

2.4 Layer-Specific Homophily Levels

The proposed model posits that the multilayer networks are correlated because they share
a single set of latent positions AX; among all layers. Mathematically, this restriction allows
the model to capture common structures across layers. The homophily coefficients A =
diag(Ay) for A, € R? allow for variability between the layers. Intuitively, the model assumes
that two relations differ because they put distinct weights on the latent features. For
example, homophilic features in a friendship relation may be heterophilic in a combative
relation. For interpretability, we restrict A; to a diagonal matrix. We place independent
multivariate Gaussian priors on the diagonal elements
e S N(0g,020),  k=2,... K.

For identifiability reasons, the homophily coefficients take values of 1 in the first layer.
We enforce this reference layer constraint by re-parameterizing the reference layer’s diagonal
elements in terms of Bernoulli random variables

Ap = 2up, — 1, up, i Bernoulli(p), h=1,...,d,
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where p is the prior probability of an assortative relationship along a latent dimension.
Under this constraint, we interpret the other layer’s homophily coefficients in comparison
to the reference. For example, if A1 = —1 and Ao; = 2, then the second layer weights
dimension one twice as heavily as the reference layer while exhibiting homophily instead of
heterophily.

2.5 Identifiability

Here, we present sufficient conditions for identifiability and their implications on inference.
For bilinear latent space models with sociality effects, it is natural to require the matrix of
latent positions to be centered and full rank (Zhang et al., 2020; Macdonald et al., 2022).
In addition to the previous conditions, Theorem 1 shows that restricting the reference
layer’s homophily coefficients to take values +1 and placing a mild distinctness condition
on the remaining homophily coefficients is sufficient to identify our model up to a signed-
permutation of the latent space, where the permutation is common to all time points and
the sign-flips can change between time-points. We provide the proof in Appendix B.

Theorem 1 (Ideptiﬁabili:cy Qonditions) Suppose that two sets of parameters {81.x 1.1,
X, Mk} and {01.x 1.7, X117, M.k } satisfy the following conditions:

Al. J, X = X and Jn)g't = /'\N,’t fort=1,...,T where J, = I,, — %lnlg.
A2. rank(X;) = rank(X;) =d fort=1,...,T.
A3. Foronere{l,...,K}, A, =1I,, and A, = Ly o

A4. For at least one layer £ # r, rank(Ay) = rank(A;) = d and both A¢A, and I:XEINXT have
distinct diagonal elements, i.e., (Ay Iy q) g9 7 (Mo Ipg)nn and (Mgl o) gg # (Mo Ly g )i
for1 <g#h<d.

Then the model is identifiable up to a signed-permutation of the latent space, that is, if for
alll <k< K and 1 <t <T we have that

6k7t12 + ]-nd]}:t + XtAkXtT = Sk‘ﬂflz + lnglzt + ‘)E‘tAk‘)E'tT7
then I g = Iy v and for all 1 <k < K and 1 <t <T we have that
Skﬂg = (Skﬂg, )E‘t = XtP diag(st), Ak = PTAkP,

where s; € {£1}¢, P = BlockDiagonal(P, P;) is a d x d block-diagonal permutation matriz,
and P1 and Py are permutation matrices on p and q elements, respectively.

Assumption Al alone, which centers the latent space, is sufficient to remove any con-
founding between the social trajectories and the latent positions. This issue arises because
the likelihood is invariant to translations in the latent space. Indeed,

Oy 0L, + X TAX] =64+ 01, + (X} — e+ ¢)"AL(X] —c +c),
=0 + 07, + X{TALXY,
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where X! = X! — ¢ and 8}“ = 5}% + XiTApe + cTApc/2. Such confounding is present in
previous bilinear latent space models that treat the latent positions as random effects (Hoff
et al., 2002; Krivitsky et al., 2009). Our prior specification does not directly enforce the
centering constraint. Instead, we let all the parameters float because including this redun-
dancy can speed up the variational algorithm proposed in the next section (Liu and Wu,
1999; van Dyk and Meng, 2001; Qi and Jaakkola, 2006). However, when summarizing the
model, we want to identify the social and latent trajectories so that the sociality effects
are no longer confounded with the bilinear term. Therefore, after estimation, we perform
posterior inference on X! and Sli,t with ¢ = (1/n) Y| Xi. See Section 3.5 for details.

Assumptions A1—A4 are strong enough to identify each &; up to sign-flips and permu-
tations of its columns and the homophily coefficients Ay = diag(Ag) up to the same set of
permutations applied to the rows of A;. Furthermore, the same permutation P applies to all
time points. Standard results for the generalized random dot product graph model (Rubin-
Delanchy et al., 2022) suggest that Assumptions A1—A3 are sufficient to identify the latent
space up to an indefinite orthogonal transformation, which differs across time points. The-
orem 1 states that the mild distinctness condition in Assumption A4 is sufficient to fix
the orientation of these indefinite orthogonal transformations up to a signed-permutation,
where the permutation is common to all time points but the sign-flips still vary over time.

Intuitively, Assumption A4 asserts that at least one layer should measure a homophily
pattern distinct from the reference layer. For example, Assumption A4 is not satisfied
for layers whose homophily coefficients satisfy A, = ol , for any scalar . 'While mildly
restrictive, we expect Assumption A4 to hold when the layers measure different phenomena.
For example, we expect the cooperation and conflict layers that make up the international
relations network studied in the real data analysis of Section 5 to have distinct homophily
patterns. Most importantly, Assumption A4 holds with probability one under our choice
of priors. As such, we will assume the model satisfies Assumptions A1—A4 going forward.
For an analysis of parameter identifiability without Assumption A4, see Appendix A.

Lastly, although Assumption A3 is always theoretically satisfied, one does not know
a priori that the reference layer chosen in applications has full rank. Incorrect selection
of a reference layer that is not full rank can result in under-performance due to model
misspecification. As a heuristic, we check that the maximum rank of the reference layer’s
adjacency matrices over all time points, i.e., maxj<;<7 rank(Y7), is the largest among all
the layers. One may also check the sensitivity of the results to the choice of reference layer.

2.6 Connections to Existing Work in Special Cases (T'=1or K =1)

Dynamic multilayer networks encompass static multilayer networks (7" = 1) and single-layer
dynamic networks (K = 1). As such, our proposed model naturally generalizes or connects
to existing models in these cases. When we observe a static multilayer network (7" = 1), the
decomposition in Equation (2) resembles the one proposed by Zhang et al. (2020). Unlike
our decomposition, Zhang et al. (2020) allowed Ay to be an unconstrained d x d matrix
but constrained X to be a scaled semi-orthogonal matrix, i.e., n A& = I;. A temporal
extension of this orthogonality constraint is unwieldy for the development of a computa-
tionally efficient Bayesian model. For example, existing priors on dynamic processes for
semi-orthogonal matrices (Chikuse, 2006) lead to impractical doubly-intractable posterior
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distributions that often require computationally inefficient estimation methods (Murray
et al., 2006; Mgller et al., 2006). As such, we avoid such complexities by introducing an
alternative decomposition in Equation (2) that remains meaningfully identifiable and allows
for efficient inference through a novel structured mean-field variational inference algorithm.

For single-layer dynamic networks (K = 1), the model reduces to a latent space model for
dynamic networks under a bilinear similarity measure (Durante and Dunson, 2014; Sewell
and Chen, 2017); however, unlike these models, we include time-varying sociality effects.
Although single-layer dynamic networks are not the focus of this work, a significant con-
tribution we make to the field of Bayesian dynamic latent space models is the introduction
of a structured mean-field variational inference algorithm. As we elaborate on in the next
section, this approach provides a higher fidelity approximation to the parameter’s posterior
distribution compared to existing approaches while matching their time complexity. Re-
gardless, our primary contribution is a Bayesian model for dynamic multilayer network data,
a data type that none of these existing methods can handle, along with a computationally
efficient estimation method, which is lacking in the existing literature.

3. Variational Inference

Now, we turn to the problem of parameter estimation and inference. We take a Bayesian
approach to inference with the goal of providing both posterior mean and credible intervals
for the model’s parameters. However, the large amount of dyadic relations that comprise
multilayer dynamic networks makes Markov chain Monte Carlo inference impractical for
all but small networks. For this reason, we employ a variational approach (Wainwright
and Jordan, 2008). For notational convenience, we collect the latent variables in 8 =
{01.x1:7, A1k, X1.7} and the state space parameters in ¢ = {\110,02,7'52, 0'(%}.

We aim to approximate the intractable posterior distribution p(6, ¢ | Y%:T, . ,Y{fT)
with a tractable variational distribution ¢(6, ¢) that minimizes the KL divergence between
q(0,¢) and p(6,¢ | Yip, ..., YE.). Tt can be shown that minimizing this divergence is
equivalent to maximizing the evidence lower bound (ELBO), a lower bound on the data’s
marginal log-likelihood

L(q) =Eyp.4) [logp(Yig...., Y11, 0,¢) —logq(0,8)] <logp(Yir,...,Yir).

In general, the ELBO is not concave; however, optimization procedures often converge to
a reasonable optimum. One still has the flexibility to specify the variational distribution’s
form, although the need to evaluate and sample from it often guides this choice. A conve-
nient form is the structured mean-field approximation, which factors ¢(8, ¢) into a product
over groups of dependent latent variables. Furthermore, when the model consists of con-
jugate exponential family distributions, this form lends itself to a simple coordinate ascent
optimization algorithm with optimal closed-form coordinate updates. For an introduction
to variational inference, see Blei et al. (2017).

In what follows, we present a structured mean-field variational inference algorithm that
preserves the eignmodel’s essential statistical dependencies and maintains closed-form co-
ordinate updates. Normally, the absence of conditional conjugacy in latent space models
poses a challenge for closed-form variational inference. Indeed, popular solutions require
additional approximations of the expected log-likelihood (Salter-Townshend and Murphy,



LovyAL AND CHEN

2013; Gollini and Murphy, 2016; Liu and Chen, 2022), which may bias parameter estimates.
Another challenge is that existing mean-field variational approximations are inadequate for
our model due to the latent variable’s temporal dependencies. Our solution employs Polya-
gamma augmentation (Polson et al., 2013) and variational Kalman smoothing (Beal, 2003)
to produce a new and widely applicable variational inference algorithm for bilinear latent
space models for dynamic networks. As we elaborate in Section 3.3.5, an additional benefit
of using Kalman smoothing is that the proposed structured mean-field algorithm has the
same time complexity as existing variational algorithms for dynamic latent space models.

3.1 Pélya-gamma Augmentation

As previously mentioned, we use Pdélya-gamma augmentation to render the model condi-
tionally conjugate. For each dyad in the dynamic multilayer network, we introduce auxiliary
Pélya-gamma latent variables wfjt S PG(1,0), where PG(b, ¢) denotes a Pdlya-gamma dis-
tribution with parameters b > 0 and ¢ € R. For convenience, we use w to denote the
collection of all Pélya-gamma auxiliary variables. As shown in Polson et al. (2013), the

joint distribution is now proportional to

K T
p(Yhr. o Yir, 0,6,0) < p(6 | @)p(@)p(w) [T [T T exp {2l - whi(whn?/2}.

k=1t=1j<i

where zf, = Y5 —1/2 and ¢}, = 6, , + &, + XiTALX]. This joint distribution results
in each latent variable’s full conditional distribution lying within the exponential family, a

property sufficient for closed-form variational inference.

3.2 The Structured Mean-Field Approximation

We use the following structured mean-field (SMF) approximation to the augmented model’s
posterior

d K K n n K T
q<e,¢,w>zlnqum> [qu) an@z,m] [m zm] T ok
h=1 k=2 k=11=1 =1 k=1t=1 j<i
x q(¥o)q(c?)q(73)q(a3). (3)

This factorization is attractive because it maintains the essential temporal dependencies
in the posterior distribution. Since we use optimal variational factors, preserving these
dependencies increases the approximate posterior distribution’s accuracy.

In contrast, existing variational approximations (Sewell and Chen, 2017; Liu and Chen,
2022) for dynamic latent space models use the following mean-field (MF) variational family

for the latent positions:
n

n T
[TaXir) = TTTTaXD-
i=1 i=1t=1
Unlike the proposed SMF approximation, the MF approximation assumes that all nodes’
latent positions are independent across all time points. Despite its adoption in the liter-
ature, the MF approximation has known statistical and computational deficiencies. Most

10
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importantly, Wang and Titterington (2004) showed that enforcing temporal independence
in the variational approximation can lead to inconsistent estimation in dynamic state-space
models when there is dependence between the latent states over time. Furthermore, re-
moving strong posterior dependencies in the variational family decreases the fidelity of the
approximate posterior, which can result in less accurate (often too narrow) approximate
credible intervals. Lastly, mean-field approximations have more local optima than their
structured mean-field counterparts (Wainwright and Jordan, 2008; Hoffman et al., 2013),
which makes optimization more challenging under the MF approximation.

3.3 Coordinate Ascent Variational Inference Algorithm

To maximize the ELBO, we employ coordinate ascent variational inference (CAVI). CAVI
performs coordinate ascent on one variational factor at a time, holding the rest fixed.
The optimal coordinate updates take a simple form: set each variational factor to the
corresponding latent variable’s expected full conditional probability under the remaining
factors. For example, the update for ¢(X?.;) is given by

logq(Xip) =E_yxi ) [log p(Xir | )] +¢,

where B xi [-] indicates an expectation taken with respect to all variational factors ex-
cept ¢(X4.p), p(X%.1 | ) is the full conditional distribution of X! ., and c is a normalizing
constant. When the full conditionals are members of the exponential family, a coordi-
nate update involves calculating the natural parameter’s expectations under the remaining
variational factors.

The CAVT algorithm alternates between optimizing ¢(w), ¢(1:x,1.7), ¢(X1.7), ¢(A1:x),
and q(¢). Algorithm 1 outlines the full CAVI algorithm and defines some notation used
throughout the rest of the article. We summarize each variational factor’s coordinate up-
date in the following sections. Appendix C and Appendix D provide the full details and
derivations of the coordinate updates and the variational Kalman smoothers, respectively.

3.3.1 UPDATING g(wf;,)
By the exponential tilting property of the Pdlya-gamma distribution, we have

log Q(ijt) = E—q(wfjt) pPG(wfjt | 17%]'{]'15)} +ec
where ppg(w | b, ¢) is the density of PG(b, ¢) random variable. This density is a member of
the exponential family with natural parameter —(¢fjt)2 /2. We provide the full coordinate
update, which involves taking the expectation of (¢fjt)2, in Algorithm 2 of Appendix C.
3.3.2 UPDATING ¢(6;, ,.7), ¢(75), ¢(05)

Under the Pdlya-gamma augmentation scheme, the conditional distributions of the social
trajectories take the form of linear Gaussian state space models. In particular,

T T
log q(8},1.7) = log h(8}1) + Y logh(Si, | 6,—1) + Y loghlzj, | 6) +¢,  (4)
t=2 t=1
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Define the following expectations taken with respect to the full variational posterior:

E [Xﬂ = H’iv Var(Xi) = Eia COV(XiaXi-H) = Ei,t_s-p
E [&i,t] = Né;’g,ta Var(é,icjt) =o; Cov(é,i,’t, 51?3,t+1) = U?z‘

iy )
5k,f, kot t+1

E[Ae] = pa,, Var(Ay) =3, Elwl]= Mok,
Iterate the following steps until convergence:

1. Update each q(wfjt) = PG(1, cfjt) as in Algorithm 2.

2. Update

q(6y, 1.7) + a Gaussian state space model fori € {1,...,n}and k € {1,..., K},
) 71(567-52/27 67-52/2)7
)

(t3) =T
(Ug = F_l(éag/Qv 6703/2),

q
q

using a variational Kalman smoother as in Algorithm 3.
3. Update

q(Xi.;) : a Gaussian state space model for i € {1,...,n},
q(¥g) = Wishart~ (7, V),
Q(UQ) = F_1(502/23 Ja2/2)7

using a variational Kalman smoother as in Algorithm 4.

Iin,, —
4. Update q(A1p) = p)\fz”ﬁl} (1— pAlh)ﬂ“lh:*”’ for h € {1,...,d} as in Algorithm
D.

5. Update q(Ag) = N(pa,, 2Xx,) for k € {2,..., K} as in Algorithm 5.

Algorithm 1: Coordinate ascent variational inference for the eigenmodel for dynamic mul-
tilayer networks. Appendix C contains the details of Algorithms 2—5. Itera-
tions are performed until successive differences of the expected log-likelihood,
Equation (6), drop below a tolerance threshold.

12
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where

log (6}, ) = Eq(r2) [log N1 10,75)]
log h((sli,t | 511,1&—1) = Eq(a§) [logN(é,iyt | 5/2;,15—1’ 0’?)] )

10g h(zz,t ‘ 5]2,1&) =E Z IOgN zgt ’ wzgt 5kt + wz]t((si t + XZTA]CX ) zgt)

JF

—q(6¢

In the previous expressions, Z?t € R™!is a vector that consists of stacking zfjt for j # i and
N(x | p, %) is the density of a N(u, ) random variable. Because all densities involved are
Gaussian, the expectations yield Gaussian densities with natural parameters that depend on
the remaining variational factors. Thus, we recognize the optimal variational distribution
as a GSSM. The expected sufficient statistics needed to update the remaining variational
factors can be computed with either the variational Kalman smoother (Beal, 2003) or a
standard Kalman smoother under an augmented state space model (Barber and Chiappa,
2007). We use the variational Kalman smoother. Furthermore, the inverse-gamma priors
on the state space parameters result in fully conjugate coordinate updates for 7'52 and ag.
The update for the social trajectories is presented in Algorithm 3 of Appendix C.

3.3.3 UPDATING ¢(X%.7), q(Vo), q(o?)

Similar to the social trajectories, the conditional distributions of the latent trajectories are
also GSSMs. Specifically,

T T
log a(Xi.) = logh(X}) + S logh(X} | Xiy) + S logh(sd | Xy +e.  (5)
t=2 t=1
where
log h(X1) = Eq(w) [log N(X] | 04, ¥p)] .
log h(X} | Xj_1) = Eq(2) [log N(Xi | Xj_y,0°14)]
K
i i iT
logh(zt | Xt) = IE—q(Xli Z Z 1OgN z]t | wzgt(ék ¢t 5]<; t) + wzth AkX zgt)
k=1 j#i

In the previous expressions, zi € RX (n=1) js a vector formed by stacking zm for j # i and
k=1,...,K. Again, we recognize that q(X’lzT) is a GSSM; therefore, we can calculate
the expected sufficient statistics with the variational Kalman smoother. Also, the inverse-
Wishart and inverse-gamma priors on ¥y and o2 result in closed form coordinate updates.

The updates for the latent trajectories are presented in Algorithm 4 of Appendix C.

3.3.4 UPDATING ¢(Ag)

Given the augmented model’s conjugacy, the homophily coefficients will be Bernoulli for the
reference layer and Gaussian for the other layers. The corresponding coordinate updates,
which involve calculating the Bernoulli probabilities and performing standard Bayesian
linear regression, are presented in Algorithm 5 of Appendix C.

13
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3.3.5 TiME COMPLEXITY

The closed-form Kalman smoothing updates lead to an efficient SMF algorithm with the
same time complexity as the MF algorithm. Note that the MF and SMF algorithms only
significantly differ in the updates for ¢(X1.7) and ¢(d1.x,1.7). For each social trajectory,
the time complexity for Kalman smoothing is O(7T'), and the time complexity to calculate
the sufficient statistics is O(nT'). As such, the time complexity to update all nK social
trajectories under the SMF algorithm is O(nKT + n?KT) = O(n%*KT). Similarly, for
each latent trajectory, the time complexity for Kalman smoothing is O(T'), and the time
complexity to calculate the sufficient statistics is O(nKT'). As such, the time complexity to
update all n latent trajectories under the SMF algorithm is O(nT + n?KT) = O(n?KT).
We present the CAVI updating scheme for the MF variational family in Appendix F, which
also has a time complexity of O(n?KT). As such, the two algorithms only differ by a
constant factor, which we empirically quantify in Section 4. These results show that the
SMF algorithm is 3.5 to 2.5 times slower than the MF algorithm for most network sizes.

3.4 Convergence Criteria

Although it is possible to calculate the ELBO to determine convergence, evaluating the state
space terms is computationally expensive. Instead, we monitor the expected log-likelihood

F=3Y (k= 1/2B ) [95] = 3Bt [5e] B [007] . ©

k=1 t=1 j<i

which upper bounds the ELBO. We say the algorithm converged when the difference in
the expected log-likelihood is less than 1072 between iterations or the number of iterations
exceeded 1,000. Due to the ELBO’s non-convexity, we run the algorithm with four different
initializations (one non-random and three random) and choose the model with the highest
AUC (area under the receiver operating characteristic curve) for predicting in-sample edges.
For details on our initialization procedure and hyper-parameter settings, see Appendix E.

3.5 Inference of Identifiable Parameters

Recall that a centered latent space is a sufficient condition for parameter identifiability. As
such, we make inference on the following parameters based on the approximate posterior:

iy A LI
Xi=Xj- > X/,
Jj=1
- . - 1
Oy =01+ X) T Age + §CTAkc,
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where ¢ = (1/n) > 7, Xg Under our approximation, the marginal posterior distributions

of the X¥’s are Gaussian with moments
RS
B0 | Xi| = i = 1i = — > ul,
j=1

- - 1\?2 . 1\2 .
Var(Xj) =Si= (1- =) =i+ (=) S5
ar(X3) t < n) t+<n> ts

JFi

(7)

where the variance is with respect to ¢(0,¢,w) as well. We calculate each Slit’s poste-
rior mean and 95% credible interval using 2,500 samples from the approximate posterior
distribution because their approximate posterior distributions lack an analytic form.

3.6 Choice of Latent Space Dimension

Similar to other latent space models, selection of the latent space dimension d depends on
the purpose of the analysis. If the goal is exploratory or descriptive, then setting d = 2
allows for easy visualization of the latent space. However, when the goal is predictive, the
choice of dimension can significantly influence the model’s performance. In this case, we
recommend using information criteria to estimate d. We found that the Akaike information
criterion (AIC) outperformed competing criteria on simulated data, see Appendix H for
details. We used this method to select the dimension d for the real data examples in
Section 5.

4. Simulation Studies

We perform multiple simulation studies to evaluate the performance of the proposed struc-
tured variational inference algorithm for inferring the eigenmodel for dynamic multilayer
network’s parameters. In each simulation study, we generated parameter settings as follows:

1. Generate the reference homophily coefficients: A, = 2up — 1 for 1 < h < d, where
iid :
up, ~ Bernoulli(0.5).
2. Generate the remaining homophily coefficients from a Gaussian mixture:

Aen 28 0.5 N (—1,0.25) + 0.5 N(1,0.25) for 2< k < K and 1 < h < d.

iid

3. Generate initial sociality effects: 5};71 ~U[-4,1]for1<i<nand 1 <k <K.

4. Generate the social trajectories: For t = 2,...,7, 1 < i <n,and 1 < k < K, set
bt = Ot 1 T € We independently drew (6272, e 6}27T)T ~ N(07_1,0%R), where
R is a correlation matrix with elements Ry = plt=*l for 1 <, ¢/ <T —1.

5. Generate initial latent positions from a Gaussian mixture: For 1 < i < n, sample

Xi % 0.5N(p, ) + 0.5 N(—p, ), where g = (0.75,0.75)T and & = (L %).

6. Generate the latent trajectories: For t =2,...,T and 1 <i < n, set X} = f‘:,l + €.
We independently drew (eég, . .ei;pg)T ~ N(07_1,0%R) for 1 < g < d, where R is the
same correlation matrix defined in step 4.
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7. Center the latent space: Fort =1,..., T, set Xi = X} — (1/n) > =1 X7 for 1 <i <n.

The dimension of the latent space d = 2 in the simulated data. The parameters ¢ and p
control the simulation’s temporal smoothness. Specifically, o controls the magnitude of both
the latent positions’ and the sociality parameters’ transitions, and p controls the transitions’
temporal correlation. For a given set of model parameters, we sampled a single undirected
adjacency matrix using the dyad-wise probabilities in Equation (1). In all simulations in the
main text, we assumed the dimension d is known and did not perform dimension selection.

4.1 Parameter Recovery for Varying Network Sizes (n, K,T)

First, we present a simulation study that assessed how the proposed algorithm’s estimation
error scaled with network size. We considered three scenarios: Scenario 1. an increase in
the number of nodes with (n, K,T') € {50,100, 200, 500, 1000} x {5} x {10}, Scenario 2. an
increase in the number of layers with (n, K,T) € {100} x {5, 10,20} x {10}, and Scenario 3.
an increase in the number of time points with (n, K,T") € {100} x {5} x {10, 50,100}. For
each scenario, we fixed ¢ = 0.05 and p = 0.4 and sampled 50 independent networks. For an
additional scenario that decreased o as the number of time steps increased, see Appendix 1.

To evaluate the estimates’ accuracy, we computed relative errors between the param-
eters’ posterior means and their true values according to the Frobenius norm. Because
the true homophily coeflicients are distinct, Theorem 1 states that the latent positions are
identifiable up to shared column permutations and time-varying sign-flips. To account for
this invariance, we calculated the latent position’s time-averaged relative error as

T S Ao
1 X — X Pd 2
min =5 min X — X P ;ag(st)HF7
Pelly T — sie{-1,1} (| X%
where IIg is the set of permutation matrices on d elements, ||-|| is the Frobenius norm,

K= (X}, ., XH)T and X = (@), ..., @)™ where fi} is defined in Equation (7). Similarly,
we computed the relative error of the homophily coefficients accounting for invariance under
simultaneous permutations of their rows and columns:

K .
S A~ P ding () Pl
| |

A T

Lastly, we calculated the relative errors for the centered social trajectories and the dyad-wise
probabilities, both of which do not have identifiability issues. For computational expediency,
we calculated the dyad-wise probabilities by plugging-in the posterior means into Equation

(1), e.g.,

P(Y5e =11 sy o 50 o M b, p7) = logit ™ [ua;;’t + g+ diag(pa)p |

which is an upper-bound on the approximate posterior mean of the dyad-wise probability.
We can use Monte Carlo to estimate the dyad-wise probabilities’ approximate posterior
mean by sampling from the approximate posterior if desired.

The estimation errors for varying n, K, T are displayed in the boxplots in Figure 2a,
Figure 2b, and Figure 2c, respectively. Overall, the CAVI algorithm accurately recovers the
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model’s parameters. The starkest improvement in estimation accuracy occurs as the number

of nodes increases. This improvement is partially due to the more accurate estimation of

the homophily coefficients. Due to the model’s ability to pool information across layers,
the latent positions’ relative error decreases as K increases. Such an improvement is not

observed for the social trajectories because the number of social trajectories grows with

the number of layers. Surprisingly, the homophily coefficients’ estimation error does not
improve as T increases, although the estimation error is already low at roughly 1072 to

1073, Furthermore, the latent positions’ estimation error slightly degrades as the number

of time steps increases. Such deterioration is typical in smoothing problems.

Relative Error Relative Error

Relative Error

Figure 2: Relative estimation errors of the model’s parameters as (a) the number of nodes
n increases, (b) the number of layers K increases, and (c) the number time steps

107!

1073

1075

107!

1072

1073

107!

1072

1073

X1.7 N1k 61:K,1:T P’!;t
: . . :
== | - =
% ——

%%%%@

50 100 200 500 1000
Number of Nodes

50 100 200 500 1000
Number of Nodes

50 100 200 500 1000
Number of Nodes

(a) n € {50,100, 200, 500,1000}, K = 5, T = 10.

50 100 200 500 1000
Number of Nodes

X1.1 ALk 61.x1:7 Pl
i H | ' ]
= = ! | mm T L ===
[ | | | | ] | ]
L \—Ar‘
5 10 20 5 10 20 5 10 20 5 10 20

Number of Layers

Number of Layers Number of Layers

(b) n =100, K € {5,10,20},T = 10

Number of Layers

X1.T ALk 61.61:7 Pi
; ! : !
. == iy | || |
1
0 50 100 0 50 100 0 50 100 0 50 100

Number of Time Steps

Number of Time Steps Number of Time Steps

(¢c) n =100, K = 5,T € {10, 50,100}

Number of Time Steps

T increases. The boxplots show the distribution over 50 simulations.
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4.2 The Effect of Temporal Smoothness (02, p) on Predictive Accuracy

Next, we evaluated how the parameters’ smoothness over time affects the estimates’ predic-
tive accuracy. In particular, we expected the proposed methodology’s predictive accuracy
to improve as the parameters’ temporal smoothness increases compared with methods that
do not take advantage of such temporal smoothness.

4.2.1 COMPARISON OF JOINT AND SEPARATE ESTIMATION

Here, we compare the eigenmodel for dynamic multilayer networks with a static multilayer
version of the model that does not pool information over time. In particular, the alternative
approach fits the following model for static multilayer networks separately at each time step
t=1,...,T:

v 2 Bernoulli [logit_l (5,@7t o+ XgTAktX{)] , 1<j<i<n, 1<k<K,

ijt

Mep = 2up — 1, up, % Bernoulli(p), 1 <h<d,

At S N (04, 021,), 29< k<K,
51@,ti’i‘c’1N(07752,t)7 1<i<n, 1<Ek<K,
X} % N (04, 0y), 1<i<n,

U, ~ Wishart ! (v, V), T(%t ~ T Y(cs,ds),

where ind. stands for independently distributed. This model is similar to the latent space
model for static multilayer networks proposed by Zhang et al. (2020). The difference is
that they allow Ag; to be any d x d real matrix, treat the parameters as fixed effects, and
estimate them by maximizing the likelihood. Despite these similarities, we chose the above
model as a comparison because it isolates the impact that the latent positions’ temporal
smoothness and the pooling of the shared homophily parameters across time have on esti-
mation accuracy by only differing in this aspect. We fit the above model using a modified
mean-field variational inference algorithm similar to the one proposed in Section 3, which
we outline in Appendix G.

We generated 50 networks from the data-generating process outlined in the beginning of
Section 4 with n = 100, K = 5, and T" = 10 while varying both ¢ and p. Figure 3 contains
the results for o € {0.01,0.05,0.1,0.2,0.3}, and p € {0.0,0.4,0.8}. We refer to the proposed
eigenmodel for dynamic multilayer networks as the “joint” model and the static multilayer
version as the “separate” model. To evaluate each model’s predictive performance, we
calculated the AUC for edge predictions and the sample Pearson correlation coefficient
(PCC) between the true and estimated dyad-wise probabilities. Each metric was calculated
on held-out data. Specifically, we randomly labeled 20% of the dyads as held-out data and
removed them during estimation. The same set of dyads were removed from the network
at each layer and time step. Note that AUC ranges from 0.5 to 1, and PCC ranges from
—1 to 1, with larger values being better.

According to Figure 3, the proposed joint estimation procedure outperforms the separate
estimation procedure for all values of o and p. Specifically, the median metrics for the joint
estimator are higher than the separate estimator. We see that the difference in performance
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Figure 3: Comparison of joint and separate estimation for different values of ¢ and p. The
first row contains boxplots of the PCC between the true and estimated link prob-
abilities on held-out data. The second row contains boxplots of the AUC for
predicting held-out edges.

decreases as the transition variance o increases because there is less temporal similarity
between the latent variables. Also, the performance gap between the two estimators appears
unaffected by p. Lastly, we note that for networks measured over many time points (large
T'), the separate estimation scheme is practically more challenging because one has to solve
multiple non-convex optimization problems accurately. Based on these results and practical
considerations, we recommend the joint estimation scheme.

4.2.2 COMPARISON OF THE SMFEF AND MFEF VARIATIONAL INFERENCE ALGORITHMS

Here, we compare the performance of the SMF algorithm to the MF algorithm described in
Section 3.2. We generated 50 networks from the process outlined at the beginning of Sec-
tion 4 with n = 100, K = 5, and T' = 30 while varying both o and p. We assigned 20% of the
dyads to a held-out set according to the same procedure described in the previous section.
Unlike in the previous sections, we initialized both algorithms once with the non-random
singular value thresholding scheme (Appendix E), so that both algorithms started from
the same initial values. Each algorithm was run for a maximum of 100 iterations, and the
PCC between the true and estimated link probabilities was calculated after each iteration.
Figure 4 contains the results for o € {0.01,0.05,0.1,0.2,0.3}, and p € {0.0,0.4,0.8}.

From Figure 4, it is clear that the SMF algorithm finds a better or equivalent solution
to the solution found by the MF algorithm. For small values of o € {0.01,0.05,0.1}, the
SMF algorithm often finds a better solution in fewer iterations than the corresponding MF
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Figure 4: Performance comparison between the SMF and MF algorithms. The lines indicate
the median PCC at a given iteration for the SMF (solid green) and MF (dashed
red) algorithms.
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Figure 5: (Top) Median run time in seconds for one iteration of the SMF algorithm (solid
green lines) and the MF algorithm (dashed red line) for K = 5 and various values
of T and n. Lines indicate the median and the bands represent one standard
deviation over 10 repetitions. (Bottom) Ratio of the median per iteration run
time of the SMF algorithm compared to the MF algorithm for K = 5 and various
values of 7" and n.
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algorithm. The overall gap in performance decreases as ¢ increases, and the curves mostly
overlap for larger values of o € {0.2,0.3}. These conclusions are the same for all values of p.
Overall, the SMF algorithm outperforms the MF algorithm when the temporal dependence
is strong (i.e., o is small), which is often the case in real-world dynamic networks.

The previous results are only meaningful if the time per iteration between the SMF and
MF algorithms are comparable. As outlined in Section 3, both algorithms’ per iteration
time complexity is O(n?KT), so their run times only differ by a constant factor regardless
of network size. Figure 5 compares the per iteration run times of the two algorithms for
K =5, and various values of T and n. We recorded the median per iteration run time over
100 iterations for each network and repeated this 10 times to produce the plots in Figure 5.
The machine used for these benchmarks was a 2021 MacBook Pro with an Apple M1 Pro
processor and a memory of 32 GB. We observe that both algorithms are linear in 7. In
addition, the ratio of the per iteration run time of the SMF algorithm is roughly 3.5 to
2.5 times slower than the MF algorithm, with the gap decreasing as n increases. Once we
factor in the per iteration run times, we conclude that the SMF algorithm tends to find
more accurate solutions faster than the MF algorithm for temporally smooth (o is small)
latent positions. However, the two solutions are similar when the latent positions are highly
variable (o is large), with the MF algorithm finding the solution faster. Overall, the SMF
algorithm is computationally efficient, with the time to perform one iteration taking less
than a second for most of the network sizes in this simulation study.

5. Real Data Applications

In this section, we demonstrate how to use the proposed model to analyze real-world data
sets. We consider networks from political science and epidemiology. The first example
studies a time series of different international relations between 100 countries over eight
years. The second example applies the model to a contact network of 242 individuals at
a primary school measured over two days to quantify heterogeneities in infectious disease
spread throughout the school day.

5.1 International Relations

This application explores the temporal evolution of different relations between socio-political
actors. The raw data consists of (source actor, target actor, event type, time-stamp) tuples
collected by the Integrated Crisis Early Warning System (ICEWS) project (Boschee et al.,
2015), which automatically identifies and extracts international events from news articles.
The event types are labeled according to the CAMEO taxonomy (Gerner et al., 2008). The
CAMEO scheme includes twenty labels ranging from the most neutral “1 — make public
statement” to the most negative “20 — engage in unconventional mass violence.”

Our sample consists of monthly event data between countries during the eight years of
the Obama administration (2009 - 2017). We grouped the event types into four categories
known as “QuadClass” (Duval and Thompson, 1980). These classes split events along four
dimensions: (1) verbal cooperation (labels 2 to 5), (2) material cooperation (labels 6 to 7),
(3) werbal conflict (labels 8 to 16), and (4) material conflict (labels 17 to 20). At a high-
level, the first two classes represent friendly relations such as “5 — engage in diplomatic
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cooperation” and “7 — provide aid”, while the last two classes reflect hostile relations such
as “13 — threaten” and “19 — assault”.

5.1.1 STATISTICAL NETWORK ANALYSIS OF THE ICEWS DaTA

We structured the ICEWS data as a dynamic multilayer network recording which four event
types occurred between nations each month from 2009 until the end of 2016. We chose a
monthly time-window to match previous statistical analyses of these networks (Minhas et al.,
2017; He and Hoff, 2019). Each event type is a layer in the multilayer networks. We chose
verbal cooperation as the reference layer because its associated adjacency matrices have the
largest maximum rank across all time points. We limited the actors to the 100 most active
countries during this period. This preprocessing resulted in a dynamic multilayer network
with K = 4 layers, T'= 96 time steps, and n = 100 actors. An edge (Yl’;t = 1) means that
country ¢ and country j had at least one event of type k during the ¢tth month, where ¢t = 1
corresponds to January 2009.

We fit six models with dimensions ranging from 1 to 6 using the SMF algorithm and
determined that a latent space dimension of d = 3 fit the data best based on the AIC, see
Figure 15 in Appendix J. The chosen model’s in-sample AUC was 0.91, which indicates a
good fit to the data. Since the model’s latent positions are only identifiable up to a signed-
permutation, the latent positions at time ¢ (for ¢ > 2) are matched to the positions closest
to their previous positions at time ¢ — 1 through a signed-permutation.

5.1.2 DETECTION OF HISTORICAL EVENTS DURING THE OBAMA ADMINISTRATION

We validate the model by demonstrating that the inferred social trajectories and latent space
dynamics reflect major international events. We focus on three events: the Arab Spring,
the American-led intervention in Iraq, and the Crimea Crisis. Specifically, we concentrate
on interpreting the latent parameters for Libya, Syria, Iraq, the United States, Russia, and
Ukraine since they played a large role in these events.

Because these events involve conflict, we start by analyzing each country’s material
conflict social trajectory, i.e., 53,1:T for 1 < i < n. Figure 6 plots these social trajectories’
posterior means with a few select countries highlighted. Appendix J contains the same
plot for the remaining three layers. Most social trajectories are relatively flat. Indeed,
the 95% credible interval for the step size standard deviation o5 is (0.0437,0.0443), which
is much smaller than that of the initial standard deviation 75, which equals (3.20,3.68).
However, the social trajectories of Iraq, Syria, and Libya demonstrate dramatic changes.
Specifically, Libya and Syria both increase their material conflict sociality at the start of
the Arab Spring in 2011. In particular, Libya’s sociality spikes during the Libyan Civil War
in 2011 that saw Muammar Gaddafi’s regime overthrown. Iraq’s sociality increases leading
up to and throughout the United States’ escalated military presence in 2014. Note that the
Crimea Crisis, which began with Russia annexing the Crimea Peninsula in February 2014, is
not reflected in Russia’s social trajectory and only moderately reflected in Ukraine’s social
trajectory. This conflict is hard to detect based on the socialites because an actor’s social
trajectory reflects their global standing in the network while the Crimea Crisis is primarily
a regional conflict. In contrast, the latent space, which captures local transitive effects,
should better reflect this more localized conflict.

22



AN EIGENMODEL FOR DYNAMIC MULTILAYER NETWORKS

Material Conflict

2

0 United States
> ibya
ﬁ -2 E?/ga
© Russia
o
n ne — = E =

‘ ‘ T T : I Ukraine
-6

2009 2010 2011 2012 2013 2014 2015 2016 2017
Year

Figure 6: Posterior means of the material conflict social trajectories. Select countries are
highlighted in color with bands that represent 95% credible intervals. The re-
maining countries’ social trajectories are displayed with gray curves.

Verbal Cooperation + 1.0 1.0 1.0

Material Cooperation 4 0.907 (0.901, 0.912) 0.930 (0.918, 0.942) 1.091 (1.086, 1.096)

Verbal Conflict 4 1.066 (1.061, 1.071) 1.105 (1.094, 1.116) 1.277 (1.273, 1.281)
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1 1
1 2
Dimension

Figure 7: Heatmap of the homophily coefficients’ posterior means for the ICEWS network.
Each cell contains the coefficient’s posterior mean and 95% credible interval.
Red/blue cells indicate values greater/less than the reference layer (verbal coop-
eration).

We begin analyzing the latent space by interpreting the estimated homophily coefficients,
Ag (Figure 7). All layers exhibit assortativity along all latent dimensions. Interestingly,
we notice similarities in how the cooperation and the conflict layers use the second and
third dimensions of the latent space. For these dimensions, the conflict layers have larger
homophily coefficients than the cooperation layers, which can be seen by comparing the
first and second rows to the third and fourth rows of the heatmap. To interpret this result,
we visualize the latent space’s layout.
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Figure 8:

Dimension 1

Dimension 1

Estimated latent space for the ICEWS networks on February 2012 (left) and

February 2014 (right). The first row plots the second dimension (vertical) against
the first dimension (horizontal), and the second row plots the third dimension
(vertical) against the first dimension (horizontal). The x and y axes are denoted
by the dashed horizontal and vertical lines, respectively. The names of each nation

are annotated. The ellipses are two standard deviation (~

95%) credible ellipses

for each actor’s latent position. Ukraine and Russia are highlighted in blue and
red, respectively.
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Figure 8 displays the estimated latent space during February 2012 and February 2014.
The latent space encodes the geographic locations of the countries. Due to the positive
homophily of the relations, actors are more likely to connect when their latent positions
share a common angle. Figure 8’s first row plots the second latent dimension (vertical axis)
against the first latent dimension (horizontal axis). In these plots, Middle Eastern nations
are in the top left quadrant, Eastern African nations are in the top right quadrant, Latin
American nations are in the bottom right quadrant, and Eastern European countries are
in the bottom left quadrant. Furthermore, the second latent dimension mainly separates
Middle Eastern and African nations from nations in Eastern Europe and Latin America.
Figure 8’s second row plots the third latent dimension against the first latent dimension.
In these plots, the third dimension (the vertical axis) is used to separate Eastern European
nations into northern countries near Russia’s border and Southeast European countries, and
to separate Asian nations from African nations. Furthermore, highly sociable nations, such
as the United States, are near the center of the latent space in both plots because their high
sociality explains most of their interactions. Overall, we conclude that the higher values of
the conflict homophily coefficients indicate that the regional (geographic) effects encoded
by the second and third latent dimensions play a more prominent role in predicting conflict
than cooperation.

Finally, we demonstrate how the latent space reflects the regional Crimea Crisis between
Russia and Ukraine in early 2014. Figure 9 displays the latent trajectories for the two
nations by plotting the magnitudes of their latent positions as well as the angle between
them. Recall that the relation’s positive homophily means that actors are more likely to
connect when their latent positions have a large magnitude and a small angle between them.
Unlike the actor’s social trajectories, their latent trajectories are highly variable during the
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Figure 9: Posterior means and 95% credible intervals of Ukraine and Russia’s latent tra-
jectories. The top and bottom plots give estimates for each position’s magnitude
and the angle between Russia and Ukraine’s positions, respectively. Estimates
are calculated using 5,000 samples from the approximate posterior.
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Figure 10: Observed values of the adjacency matrices where a dot indicates that Ukraine
and Russia had a particular relation during that month (top). The posterior
means and 95% credible intervals for the monthly link probability between the
two nations across the four international relations (bottom). Estimates are cal-
culated using 5,000 samples from the approximate posterior. The horizontal
dashed black line indicates a probability of 0.5.

Crimea Crisis. Around the second half of 2013, the magnitude of Ukraine’s latent position
increases significantly, reaching a maximum in early 2014. During this time, the magnitude
of Russia’s latent position also increases slightly. In addition, the angle between the two
countries decreases during that time. Comparing Ukraine and Russia’s latent positions in
February 2012 to those in February 2014 in Figure 8, we see that they align themselves while
moving toward the periphery of the latent space. Furthermore, these dynamics mostly result
from changes in the second and third dimensions of their latent positions. These dynamics
result in an increased connection probability between the two nations in all layers during
the crisis, see Figure 10. Overall, we conclude that the latent trajectories reflect regional
events in the ICEWS data.

5.2 Epidemiological Face-to-Face Contact Networks

This case study uses our proposed model to analyze longitudinal face-to-face contact net-
works drawn from an epidemiological survey of students at a primary school (grades 1 to
5) in Lyon, France. Such contact networks influence mathematical models of infectious
disease spread in varying populations (Wallinga et al., 2006; Zagheni et al., 2008). Also,
the analysis of these contact patterns allows school administrators to mitigate infectious
disease spread in classrooms by determining the times during the day when spread is most
prevalent. In the exploratory phase, these analyses often have difficulty visualizing the
complicated dynamic networks. Furthermore, they often do not formally quantify the un-
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certainty in network statistics. In this section, we demonstrate how our model provides a
meaningful network visualization and quantification of uncertainty.

The contact networks were collected by the SocioPatterns collaboration (http://www.
sociopatterns.org) and initially analyzed in Stehlé et al. (2011). Contact data is available
for 242 individuals (232 children and 10 teachers) belonging to grades 1 through 5. Each
grade is split into two sections (A and B) so that there are ten classes overall. Each class
has its own classroom and teacher. The school day runs from 8:30 am to 4:30 pm, with a
lunch break from 12:00 pm to 2:00 pm and two breaks of 20 to 25 minutes around 10:30 am
and 3:30 pm.

The face-to-face contacts occurred over two days: Thursday, October 1st, 2009, and
Friday, October 2nd, 2009. Data was collected from 8:45 am to 5:20 pm on the first day
and from 8:30 am to 5:05 pm on the second day. Radio-frequency identification (RFID)
devices measured the contacts between individuals. The RFID sensor registered a contact
when two individuals were within 1 to 1.5 meters during a 20-second interval. This distance
range was chosen to correspond to the range over which a communicable infectious disease
could spread. For more details on the data collection technology, see Cattuto et al. (2010).

5.2.1 STATISTICAL NETWORK ANALYSIS OF THE SCHOOL CONTACT NETWORK

We structured the face-to-face contact data as a dynamic multilayer network recording face-
to-face interactions each day. We treated each day as a layer so that the layers correspond to
Thursday and Friday. We set Friday as the reference layer because the associated adjacency
matrices have the largest maximum rank across all time points. We divided the daily
contact networks into 20-minute time intervals between 9:00 am and 5:00 pm and extended
the first and last time intervals to accommodate the different starting and ending times
of the experiment on the two days. We chose this bin size to match Stehlé et al. (2011),
who found that a 20-minute time window appropriately filtered out the noisy fluctuations
of the dynamic contact networks and adequately retained the slowly-varying information
about the contact network’s evolution. This preprocessing resulted in a dynamic multilayer
network with K = 2 layers, T' = 24 time steps, and n = 242 actors. Specifically, an edge
(YZI;t = 1) means that actor i and actor j had at least one registered interaction during the
tth 20-minute interval on day k.

We fit six models with dimensions ranging from 1 to 6 using the SMF algorithm and
determined that a latent space dimension of d = 2 fit the data best based on the AIC, see
Figure 19 in Appendix J. The chosen model’s in-sample AUC was 0.97, which indicates a
good fit to the data. Since the model’s latent positions are only identifiable up to a signed-
permutation, the latent positions at time ¢ (for ¢ > 2) are matched to the positions closest
to their previous positions at time ¢ — 1 through a signed-permutation.

5.2.2 DYNAMICS OF THE EPIDEMIC BRANCHING FACTOR

Here, we demonstrate how to use our model to (1) determine periods in the school day most
susceptible to the spread of infectious disease and (2) identify differences in the contact
patterns between the two days. To quantify a network’s contribution to the spread of
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Figure 11: Epidemic branching factors for the face-to-face contact networks on Thursday
(left) and Friday (right) at different times throughout the school day. The dashed
black curves depict the observed network’s branching factor. Boxplots show the
range of the branch factor’s posterior distribution.

infectious disease, we use the epidemic branching factor (Andersson, 1998), defined as

Z?:l d?/”

KR === >

B Z:’L:I di/”’

where d; is the ith node’s degree. The epidemic branching factor is related to the basic
reproduction number, Ry, which is (loosely) equal to the number of secondary infections
caused by a typical infectious individual during an epidemic’s early stages (Anderson and
May, 1991). In network-based susceptible-infected-recovered (SIR) models, Ry equals 7(k —
1)/(T + ), where 7 and 7 are infection and recovery rates, respectively (Andersson, 1997).
This relation implies that larger branching factors lead to more massive epidemics.

Figure 11 depicts the posterior distribution of the epidemic branching factor. The
boxplots contain 500 networks, each sampled from a different set of latent variables drawn
from the model’s approximate posterior. The model matches the observed branching factor
for most time steps, which include some of the most dramatic changes at 12:00 pm to 12:20
pm, 1:00 pm to 1:20 pm, and 4:00 pm to 4:20 pm. However, the model underestimates
the change at 10:40 am to 11:00 am on Thursday. Regardless, the model still captures
these four spikes in branching factor. Intuitively, the timings of these spikes occur during
lunchtime (12:00 pm to 2:00 pm) and the two short breaks (around 10:30 am and 3:30 pm).
More surprisingly, the branching factor’s dynamics differ between the two days. The most
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Figure 12: Estimated latent space for the primary school face-to-face contact networks from
10:40 am to 11:00 am. The gray lines indicate observed edges on Thursday (left)
and Friday (right). The x and y axes are denoted by the dashed horizontal and
vertical lines, respectively. The students are colored by their classroom and
section, while teachers are displayed with a yellow star. The ellipses are two
standard deviation (~ 95%) credible ellipses for each actor’s latent position.

apparent difference is the spike from 10:40 am to 11:00 am on Thursday that is not present
on Friday. To understand what caused this difference, we analyzed the shared latent space.
We defer a discussion of the actor’s social trajectories to Appendix J.

Figure 12 depicts the latent positions’ posterior means and the observed edges on Thurs-
day and Friday during the first short break from 10:40 am to 11:00 am. The inferred ho-
mophily coefficients are all positive and significantly different between layers (see Figure 22
in Appendix J). The latent space accurately clusters the students into their ten classrooms.
The two layers share the same classroom structure, which affirms our choice of a shared
latent space. The difference in branching factors is due to the varying mixing patterns
between the classrooms on the two days. Specifically, the classrooms that interact on the
two days are different. On Thursday, there are many contacts between students in classes
1A, 1B, 2A, 3A, 3B, and 4B. In contrast, on Friday, classes 1A, 2A, 2B, 4B, and 5B inter-
act. Furthermore, the number of edges between classrooms is much lower on Friday than
on Thursday. This observation implies a simple intervention to mitigate disease spread:
stagger each classroom’s break time in order to limit contacts between students of different
classes, which will lower the epidemic branching factor.
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6. Discussion

This article proposed a flexible, interpretable, and computationally efficient latent space
model for dynamic multilayer networks. Our eigenmodel for dynamic multilayer networks
decomposes the dyadic data into a common time-varying latent space used differently by
the layers through layer-specific homophily levels and additive node-specific social trajec-
tories that account for further degree heterogeneity. Also, we determined and corrected
for various identifiability issues. This accomplishment allows for an intuitive interpretation
of the latent space, unlike previous nonparametric models (Durante et al., 2017). Next,
we developed an efficient variational inference algorithm for parameter estimation. Unlike
previous variational approaches, we maintain the essential temporal dependencies in the
posterior approximation. Furthermore, our variational algorithm is widely applicable to
general dynamic bilinear latent space models. A simulation study established the effective-
ness of our estimation procedure to scale to various network sizes. Finally, we demonstrated
how to use our model to analyze international relations from 2009 to 2016 and understand
the spread of an infectious disease in a primary school contact network.

Many real-world networks contain non-binary relations. One can adopt the proposed
model to networks with non-binary edges with minor changes. For example, replacing
the Bernoulli likelihood in Equation (1) with a Gaussian likelihood can model real-valued
networks with minimal changes to the variational algorithm. However, extending the vari-
ational algorithm to general exponential family likelihoods, such as Poisson or negative
binomial, is a direction for future research.

Relations are often directed in nature; therefore, it is natural to generalize the model
to directed networks. Such a model needs to allow for varying levels of reciprocity in the
directed relations. A simple extension of our model to directed networks is

v, " Bernoulli <logit_1 [@fﬁ}) . with  ©F, = 6%, + 7, + XiTALZ],

where Yf;t =1 (YZ;t = 0) denotes the presence (absence) of a directed edge from i to j in
layer k at time ¢t. The latent variables’ distributions are

iid

;iid ] ‘
: ~ N(04,90z), Zj~ N(Zi_y,021a),

Ve, ™ N(0> 7-72)7 ’Yli,t ~ N(’ﬁc,t*l? 03)7 Zzl
and the priors on the remaining parameters are left unchanged from the undirected case.
In this case, 51@,1‘/’7}1,15 € R model degree heterogeneity in outgoing and incoming edges,
respectively. The asymmetric latent positions X%, Z! € R? allow an actor’s features to
differ depending on whether they are receiving or initiating the relation. The variational
inference algorithm for this model remains mostly unchanged. However, a model that does
not drastically increase the number of parameters compared to the undirected case, such
as the one in Sewell and Chen (2015), is an area of research interest.

Further research directions include increasing the algorithm’s scalability through stochas-
tic variational inference (Hoffman et al., 2013; Aliverti and Russo, 2022) and exploring the
variational estimates’ statistical properties. Overall, our proposed eigenmodel for dynamic
multilayer networks is an interpretable statistical network model with applications to var-
ious real-world scientific problems. A repository for the replication code is available on
Github (Loyal, 2023).

30



AN EIGENMODEL FOR DYNAMIC MULTILAYER NETWORKS

Acknowledgments

This work was supported in part by National Science Foundation grant DMS-2015561 and
a grant from Sandia National Laboratories. We thank the action editor and referees for
their helpful comments and suggestions, which significantly improved this paper.

Appendix A. Parameter Identifiability Without Assumption A4

In this section, we analyze the identifiability of the proposed eigenmodel for dynamic mul-
tilayer networks when Assumption A4 does not hold. First, Proposition 2 shows that
Assumptions A1—A3 are sufficient to identify the model up to a restricted linear transfor-
mation of the latent space that varies by time.

Proposition 2 Suppose that two sets of parameters {61.x 1.7, X1.7, M.k} and {51;K71:T,
/fl:T,[\l:K} satisfy Assumptions A1—A83 from Theorem 1, then the model is identifiable
up to a linear transformation of the latent space at each time point. That is, if for all
1<k< K and1l <t <T we have that

sl + 1,00, + XA X" = 0,17 + 1,01, + XA,
then for all1 <k < K and1 <t <T we have that
Okt = O, Xi = XiMy, Ay = MIALM,,
where each M; € R¥™4 satisfies MLy o tT =1, for1<t<T.

Under Proposition 2, the latent space is identifiable up to a restricted set of linear
transformations, My, that are difficult to interpret. For this reason, we provide the following
proposition, which reduces the set of linear transformations to a well-studied group of
transformations when the latent space dimension d < 3, which is often the case in practice.

Proposition 3 Consider the same setup as in Proposition 2. If 1 < d < 3, then I 4 = Iy o
so that each My is in the indefinite orthogonal group, i.e., MtIp7qu;T =1I,q for1<t<T.

Invariance under the indefinite orthogonal group is common in LSMs that allow a dis-
assortative latent space (Rubin-Delanchy et al., 2022). Furthermore, this group reduces
to the orthogonal group, another source of non-identifiability in many LSMs, when p or ¢
equals d. The most notable property of the indefinite orthogonal group is that it does not
preserve Euclidean distances. This implies that any inference based on Euclidean distances
in the latent space is not well-defined. For a detailed discussion, we refer the reader to
Rubin-Delanchy et al. (2022), who studied inference under such a non-identifiability in the
context of a generalized random dot product graph (RDPG) model. In particular, they
showed that any post hoc clustering of the latent positions should use a Gaussian mixture
model with elliptical covariance matrices since the clustering results are invariant to in-
definite orthogonal transformations. This observation is essential if one intends to use the
latent positions for community detection without Assumption A4.
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Appendix B. Proofs of Proposition 2, Proposition 3, and Theorem 1

This section demonstrates the identifiability of our model under the assumptions proposed
in Proposition 2, Proposition 3, and Theorem 1. Before stating the proofs, we need the
following lemma.

Lemma 4 For any v = (vq,...,v,)T € R?, if vil1, +1,v'1, =0, then v = 0.

Proof The condition can be written as

(% Z?:l v; 0
nlo: [+ : =|:1]-
Uy, Yo v 0
which implies v; = -+ = v, = —(1/n) > ", v;. Thus, we have v = 0. [ ]

Proof [Proof of Proposition 2]. We begin by showing that under Assumption Al, the social
trajectories dy ; are identiﬁa~ble. Under Assumption Al, J,X; = X; and J,X; = X}, which
implies that XA, X, 1, = X;A, X 1, = 0. Now assume two sets of parameters satisfy

Sl + 108, + A AT = 0,17 + 1,08, + AT (8)

fork=1,...,Kandt=1,...,T. Right multiplying 1,, on both sides of the above equation
gives
i1y Ly + 164 1y = 0py 1) 1y + 1,87 1y,

or
8kt — Okt)1h 1y 4+ 1,,(Oks — Ok ) 1, = 0.

Applying Lemma 4, we conclude that
Ot = Oy (9)

for all k and t.
Now, we focus on the identifiability of the latent space and the homophily coefficients.
By Assumption A3, for the reference layer r, Equation (8) and Equation (9) imply

XDy X = XLy g X (10)
By Assumption A2, X; and X, are full rank so have left inverses B and B,~respectively. In
other words, BX; = BA; = I;. Multiplying Equation (10) on the right by BT I, ,, we have
that
Xy = X1, , X' B L, o = XM, (11)
where M; = Ip,thTBTIp/,q/ € R4, More generally, for all layers k € {1,... K}, we have

XA XY = XA XL = XM A MR
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where the last equality used the identity in Equation (11). Multiplying each side of the
previous identity on the left by B and on the right by BT, we conclude that

A = M A MT. (12)

However, we want a transformation that takes Ay to Ay. To proceed, we note that M,
is invertable. Indeed, since Equation (12) holds for the reference layer, we conclude that
Ml oM = I,,. Tt is then easy to check that M, ' = I, M/ I,, ;. Therefore, (M;")™! =
(M DT = I, ¢ M1,y . Multiplying Equation (12) on the left by M; ! and on the right by
(MF)~1, we find that

Ay = [Ip/,q/MtTIp,q] Ay [Ip,thIp’,q’] :
Lastly, multiplying on the left and the right by I,y »» and noting that Ip/’q//ikfp/’q/ = Ay and

Ip,qung = Ay, we find that }
Ay, = MF AL M,

which completes the proof. |

Proof [Proof of Proposition 3]. From Proposition 2, we have that each matrix M, satisfies
My g M} = 1I,, for 1 <t < T. Consider a single matrix M € {M;}]_,. Taking the
determinant of both sides of M1, y,M™ = I, ,, we conclude that det(M)?(=1)7 = (=1)1,
so that ¢ — ¢ is an even number. Without loss of generality, assume that ¢ > ¢’. We proceed
case by case:

(i) d =1. Since g — ¢’ can only equal zero, the result is immediate.

(ii) d = 2. In this case, the only non-trivial case is ¢ — ¢’ = 2, which corresponds to
qg = 2, = 0. Now, we show that this combination leads to a contradiction. In
this case, M satisfies MMT = —1I,, which is a contradiction because MMT is a
positive-definite matrix while —I5 is not. Thus, ¢ = ¢'.

(ili) d = 3. Once again, the only non-trivial case is ¢ — ¢ = 2, where we are have the
following two cases: ¢ = 3,¢' = 1 and ¢ = 2,¢' = 0. We proceed by showing that both
scenarios lead to a contradiction.

For the case ¢ = 3,¢' = 1, we have MIo1M" = —I3 which implies —~M*™M = I,
where we used the fact that M TIp,qM = Iy o shown during the proof of Proposition
2. Letting m; be the jth column of M, we have that

[l |3 =1,

which cannot be satisfied by a real vector.

Similarly for ¢ = 2,¢' = 0, we have MM"* = I 5. Letting m; be the jth row vector
of M, we have that
lrho|f3 = —1.

which is impossible for a real vector.
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Therefore, I, ; = I,y o when 1 < d < 3, which completes the proof. |

Proof [Proof of Theorem 1]. Without loss of generality, consider a single matrix M €
{M;}T_|. Further let Ay, = diag(A;) and A, = diag(A,), so that by Proposition 2 we have
that

diag(A;) = M diag(A,) M. (13)

Now, left multiplying M1, , on both sides of Equation (13) and applying the identity
MIpl7qlMT = I, 4, we have that

M diag(X) Iy o = diag(Ne) I, oM, (14)

Denoting the jth columns of M by m; € R?, we can re-express the linear system in Equation
(14) as

(Xé,j(fp',q')jj la - diag(M)Ip,q) m; =04 forj=1,....d, (15)

where 0,4 is a d-dimensional vector of zeros.

Now, we determine what relationship Equation (15) imposes on diag(As) and diag(A).
Let Aj = \jo(Ly o) jj 1o — diag(A¢) I, for j = 1,...,d. Since M is full rank, A; must be
a singular matrix for j = 1,...,d. Combining the facts that diag(j\g)fp/’q/ and diag(X¢)Ip q
are both full rank with d distinct elements and that there are d singular diagonal matrices
Aj;, it is easy to see that diag(X¢)lpq = ]{diag(j\g)fp@q/ PT for some permutation matrix P.
In other words, diag(A)I, 4 equals diag(As)Iy o with permuted diagonal entries.

Now we focus on the consequences for M. As a result of the argument in the previous
paragraph, each A; is a rank d — 1 diagonal matrix. This means that each A; is a diagonal
matrix with d — 1 non-zero entries and a single zero entry on the diagonal. Therefore,
Equation (15) holds if and only if {m; }?:1 are d-dimensional vectors with a single non-zero
entry where A; is zero on the diagonal. Also, since M is full rank, {my, ..., m,} are linearly
independent. This implies that M is a generalized permutation matrix: M = P diag(s)
where diag(s) is a full-rank diagonal matrix and P is a permutation matrix.

To complete the proof, we focus on the diagonal entries of M, M T = I, 4. From
the previous paragraph, we have that M1, M1 = Pdiag(s)l, , diag(s)PT. Let o :
{1,...,d} = {1,...,d}, denote the permutation encoded by P, so that

T
€51
pP= g )
T
Co(a)
where ey, ..., eq are the standard basis vectors. Thus, the diagonal entries must satisfy

(Ip’,q’)a(j)cr(j) 8[27(].) = (Ip,q)jj for j = 1, ce ,d,
which holds if and only if s = {£1}%, I, , = I,y o, and o only permutes the first p and last

q diagonal elements of I, ;. In other words, for 1 <t < T, M; = BlockDiagonal(P; ¢, Pa )
diag(s;), where P;; and P»; are permutation matrices on p and ¢ elements, respectively.
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It remains to show that P, = Ps, where P, = BlockDiagonal(P; ¢, Pyy), for all 1 < s #
t <T. For any s,t, we have from Proposition 2 that

MJSAeMy = M AgM;,

which simplifies to

P.PIA,P,PT = A,

using the fact that P~! = PT for any permutation matrix P. Let IIs; = PPl =
BlockDiagonal(PLsPEt, Pg’ngt), which is also a permutation matrix. Since Ayl ; has dis-
tinct diagonal elements, we also have that the first p elements of Ay must be distinct from
one another and the last ¢ elements must be distinct from one another. Using the same
argument as in the previous paragraph, it is follows that Il ; is the identity permutation.
Therefore, PsPtT =lIjor Ps= P, forall 1 <s#t<T, which completes the proof.

Appendix C. Derivation of Variational Updates

This section contains detailed derivations of the variational updates presented in Section 3
of the main text. For notational simplicity, we use the shorthand Eq@g ¢ o) [] = (), where
q(0, ¢,w) is defined in Equation (3) of the main text, to denote expectations with respect
to the full variational posterior throughout this section. For a definition of the notation
used in this section, see Algorithm 1.

Throughout this section, we encounter the following Gaussian state space model

x1 ~ N (04, ¥), (16)
Xt =X¢—1 + Wi, Wy~ N(0Og, UQId% (17)
vi =Ax¢ + b+ v, v~ N(0,,Ch), (18)

where x; € R%, y, € R?, A; € R"*¢ b, € R*, C; € R**™. In this context, d is not necessarily
the dimension of the latent space and n is not necessarily the number of nodes in the network.
Specifically, the full conditional distributions of the social and latent trajectories are of this
form. Before proceeding, we state a lemma used throughout Appendix C and Appendix D.

Lemma 5 For the Gaussian state space model specified by Equations (16)—(18), the con-
ditional distribution p(x1.7 | y1.1) is in the exponential family with natural parameters

v =(=95"/2,-1/20" Ti7, —Ti7/2), (19)
where T} = AT C7lyy — 4,07 by and T = ATCT YAy for 1 <t < T.
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Proof We have

T

1 _ 1
log p(x1.7 | y1.77) X —§X1T‘I’0 %) — 292 ZHXt —x 15—
=2

T
Z(Yt — Ayxy — bt)Tct_l(Yt — Aixy — by),
=1

N

T
1 1. T 1 2
X =3 tr(Wo xixy) — 252 ;_Q\Xt — X¢-1ll3+

T
1
(AtTC'flyt - Athlbt)TXt - 5 Ztr(AEC;lAtXtXtT),
t=1

which is in exponential family form with natural parameters given in Equation (19). |

The variational distributions of the social and latent trajectories—Equation (4) and
Equation (5) in the main text—are GSSMs that are in the form assumed by Lemma 5.
This observation implies that the expected natural parameters, E_;x, . [¢], are sufficient
for calculating the variational distribution’s moments, i.e., Eg(x, ) [Xt], Eqx,.1) [xtxtT], and
Eq(x1.1) [xtxtT+1]. In Appendix D, we derive a variational Kalman smoother that calculates
these moments recursively.

C.1 Derivation of Algorithm 2

k

The coordinate updates for g(w;;) are given in Algorithm 2, which we formally derive in

the remainder of this section.

Proposition 6 Under the eigenmodel for dynamic multilayer networks with the same prior
distributions and variational factorization defined in the main text, q(wfjt) = PG(l,cfjt)
where cfjt is given in Equation (20). Furthermore, the mean of this distribution is given by
Equation (21).

Proof From the exponential tilting property of the Pélya-gamma distribution, we have
that

wzkjt |-~ PG(lal/Jz]‘Cjt% (22)
where zpfjt = 5% + 5i,t + XiTAkX‘z. This distribution is in the exponential family with
natural parameter —(@/}fjt)Q /2. The variational distribution is then a PG(l,cfjt) where

k — k
(chj)® =B _yur ) {(%ﬁy}
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Update q( z]t) PG(l,th)

For each k € {1,..., K}, t €{1,...T}, and (i,5) € {(4,5) : 1 <i<n,j <i}:

k i T 7 j
clie = (05 gy T o g 2 g+ 2y g g diag(pa,)u] +
S
1(Sx, + Bagka,) © (S5 + pipi ™) © (5] + pd ] H)[)Y2, (20)
k
1 efiit — 1
. 21
Mok, = (1 p t> (21)
z;t + e

Algorithm 2: Coordinate ascent updates for the auxiliary Pélya-gamma variables. Here, ®
is the Hadamard product between two matrices, i.e., (A® B);; = A;;B;j, and

Al = Zz Zj Ajj.-

It remains to calculate the natural parameter cfjt. We have that

(chi)? = B_yup ) [(W50%] = (6, + oL, + XiTARXT)2),
= ((Oh 4+ 0L )%) + 2007, + 61 ) (X T (AR)(XT) + (XiTAXD)?),
— agi’t + “gi,t + Ugi,t + Mgi,t + 25 pgy
2psy, + gy Iy " diag(pa)p] +E g ) | (X5TAX] )2} :

Note that the last term is equal to

d
E_ k) [(X;’TAkX{)Q] =By | DD AN, X0, X0, X5, |
g=1 h=1
:E:IZEQ ) [ ]E( )[XZ z]Eq(xg‘) [ngXtJh}7
g=1h=1

. o

IBgin MeAT] © By [(XiXET] O, ) | XX
e X

= [I(Ea, + aca,) © (3F+ pip ") © (5] + pip] D,

where © is the Hadamard product, i.e, (A ® B);j = A;;Bij, and [|A| =32, 5, Aij.
Lastly, the moments of the Pdélya-gamma distribution are available in closed form. In
particular, we have that

E [ % } 1 Ciit — 1
p— w . pr— —_— .
Hly, a(wij,) [Vt 2C”t 1+ oChjt
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C.2 Derivation of Algorithm 3

The coordinate updates for ¢(0%.,),q(72), and g(o?) are given in Algorithm 3, which we
formally derive in the remainder of this section.

Proposition 7 Under the eigenmodel for dynamic multilayer networks with the same prior
distributions and variational factorization defined in the main text, q(7}) = I’fl(&Tg/Q, ng/Q)

where a2 and 6752 are defined in Equation (27) and Equation (28), respectively.

Proof Standard calculations show that

) 1 (aTg-&-nK)/Q 1 K n - b7_52
b 1) () exp 52 220 - 55 ).

)

L (a2+nK 1 K o
o I 1<6272{ (;c,l)2+br§ :
k=1 1i=1

Note that I'"1(a/2,b/2) is in the exponential family with natural parameters a and b. Thus,
the variational distribution is also an inverse-gamma distribution with natural parameters

Proposition 8 Under the eigenmodel for dynamic multilayer networks with the same prior
distributions and variational factorization defined in the main text, q(03) = F_l(ETg/Q, d2 /2)
where Cr2 and JT(? are defined in Equation (29) and Equation (30), respectively.

Proof Standard calculations show that

, 1\ ez tnK(T-1))/2 | KT o o dp
plos | ) o <U§> exp —@ZZ. (Ot — Op—1) _TC(? )
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1. Update q(5,i’1:T), a linear Gaussian state space model (GSSM):
For each k € {1,... K} and i € {1,...,n}:
(a) For t € {1,...T}, update the natural parameters of the GSSM:
i = IV = 1/2 e (ng " diag(ua)m])l (23)
j# ’
]‘—‘? = Z/"Lw?jt? (24)
J#1
(1/72) = a2 bz, (25)
(1/03) = ¢p2/dy2. (26)
(b) Update marginal distributions and cross-covariances as in Algorithm 7:
Hei o 0?2 . {O'gi . I'~! = KalmanSmoother(I'} -, T% 7, Ez,rg/l_),rg, Eog/ciag).
2. Update ¢(72) = F_l(dTg/Q,BTg/Q):
ELTg = CLT(SQ +nkK, (27)
B K n
by = by + 303 (o, + i) .
k=1 i=1
3. Update q(03) = Ffl(éag/l Ja§/2):
Eag = Cy25 + nK(T — 1), (29)
K T n
7 _ 2 2 2 2 , ,
doy =g+ 333 o +uy +ohy | HuGy -G e )]
k=1 t=2 i=1
(30)

Algorithm 3: Coordinate ascent updates for the social trajectories. KalmanSmoother is the
variational Kalman smoother defined in Algorithm 7 of Appendix D.
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Note that T™!(a/2,b/2) is in the exponential family with natural parameters a and b. Thus,
the variational distribution is also an inverse-gamma distribution with natural parameters

g 0'5
K T n
_ i ; 2
Aoy =doz + 33 > Byay ) [Ohe = 0ke1)?]
k=1 t=2 i=1
K T n
_ 2 2 2 2 2
- da? ! ; tz; z; {U‘slic,t * 'u‘slic,t * 0—62,1571 * Iu,élic,tfl 2(06’”*1”5 + ,u(; 'uéllc t— 1)} )
=1 t=2 i=

Proposition 9 Under the eigenmodel for dynamic multilayer networks with the same prior
distributions and variational factorization defined in the main text, q(d,i’l:T) is a Gaussian
state space model with natural parameters given by Equations (23)—(26).

Proof From Equation (4), we associate p(6} |.»- | -) with a GSSM parameterized by

X = (5,@715 € R,

y: = zzt e R"

A = (Wfigs - Wf(i 1)t?w£€(i+1)t7‘ Lwhy) ERMTL (31)
(by); = m((sgt + X7 TARXY),  for j # 4,

Cy = diag(wh,, . .. ,wf(i_l)t, wf(iﬂ)t, Wb,

We then apply Lemma 5 in Appendix C to identify the natural parameters. Note that
AFC;t =1,,_1, so that expected natural parameters are

_ .
Pt = (1h1(ye—be) =D (Vi —1/2- pop, (g +p - diag(pa)m),  (32)
j#i ’
r?2=(1f 4)=>" o, (33)
JFi

Furthermore, from Proposition 7 and Proposition 8, we have that 1/7¢ and 1/0# are gamma
distributed with means a 2/ b 2 and ¢,2 / d, 025 respectively. Finally, we can apply the vari-
ational Kalman smoothlng equatlons derlved in Appendix D to calculate the moments of

Q(élic,l:T)' |

C.3 Derivation of Algorithm 4

The coordinate updates for ¢(X%.;),q(¥p), and g(c?) are given in Algorithm 4, which we
formally derive in the remainder of this section.
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1. Update ¢(X%.1), a linear Gaussian state space model (GSSM):
Forie {1,...,n}:

(a) For t € {1,...,T}, update the natural parameters of the GSSM:
Zk 1 Z];ﬁz iLL)\k:l/J’tl[ ijt 1/2 - :uw (M(S’ + M&i t)]
Ty = : . (34)
St X Maatial Vi — 1/2 = Pk, (tgy  +pg )]

=3 g, O i) o (o ulad ™).
k=1 j#i

() =57, (36)

(1/o?) = 0

(b) Update marginal distributions and cross-covariances as in Algorithm 7:
ll’il:Ta Zil:Ta {Ei,t—l-l}?:_ll = KalmansmOOther(F%:Tv F%:T? v V_17 Co2 /Jo2)'

2. Update ¢(¥g) = Wishart™! (7, V):

v=v+n, (38)
V:V+Zn:( PrpiptT). (39)
i=1
3. Update ¢(0?) =T7Y(¢,2/2,d,2/2):

Co2 = Cp2 + nd( —1), (40)

dy2 = dy2 + Z Z { tr(S)) + gy + tr(Sh1) + pit iy

t=2 i=1

= 2(t0(Si ) + i T ) | (41)

Algorithm 4: Coordinate ascent updates for the latent trajectories. KalmanSmoother is the
variational Kalman smoother defined in Algorithm 7 of Appendix D.
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Proposition 10 Under the eigenmodel for dynamic multilayer networks with the same
prior distributions and variational factorization defined in the main text, (Vo) = Wishart ™
(v, V) where v and V' are defined in Equation (38) and Equation (39), respectively.

Proof Standard calculations show that

1 1 o o
p(Tg | ) oc [Wo| "W Hm /2 exp (—2 (V) - 5 Ztr(XZlXﬁT\I/gl))
i=1
n . .
o Wishart ™! <1/ +n,V+ Z XllXﬁT) .
i=1
Note that Wishart™'(, V) is in the exponential family with natural parameters v and

V. Thus, the variational distribution is also an inverse-Wishart distribution with natural
parameters

V+n,
n

V=V+2 Eyxp, XX
i=1

n
=V+) (S +pip’).
=1

Proposition 11 Under the eigenmodel for dynamic multilayer networks with the same
prior distributions and variational factorization defined in the main text, (o) = T 71 (¢,2/2,
d,2/2) where ¢y2 and d 2 are defined in Equation (40) and Equation (41), respectively.

Proof Standard calculations show that

) 1\ (epatnd(T=1))/2 L IS oy o s
(2 K3 g
o 1) () exp g5 22 D IXE - Xl - 555 ).

T n
o It ( B 72{ ZHXt —XH!!% +da2}> :
t

=2 =1

Note that T"!(a/2,b/2) is in the exponential family with natural parameters a and b. Thus,
the variational distribution is also an inverse-gamma distribution with natural parameters

Cy2 = Cu2 + nd(T - 1),

T n
o=t 33 By [IXE - X442,
t=2 i=1

T n
= g+ >0 {00 + i i+ (i) + Ty
t=2 =1
= 2(tr(Si_y ) + 1) §-
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Proposition 12 Under the eigenmodel for dynamic multilayer networks with the same
prior distributions and variational factorization defined in the main text, q(Xﬁ:T) is a Gaus-
sian state space model with natural parameters given in Equations (34)—(37).

Proof First we lay out some notation. Let

i i 1 i—1 sitl n \T n—1
Gk’t —_ 6k,t1n—1 + (6k7t7""6k,t 75k,t ""75k,t> G R 5
k_ ¢ k k k k \T n—1
wip = (Wi, - -- ' Wii—1)t Wii+ 1)t - ywint) € R,

Xiy = (XPAp, oo X A, X Ay, XA, T € ROVDXA

We then define the concatenated version of these quantities:

Q! = diag(w},T, ... ,wkT) e RE(—1)xK(n-1)
0; = (617....,05) T e RE(1),
and X} € RE(=1Dxd formed by stacking the matrices X,i , Tow-wise for k=1,... K.

From Equation (5), we associate p(X}.; | -) with a GSSM parameterized by

Xy = 7;7

Yt = Zi,

A= QL X (42)
b, =} 6},

Cy = QL.

We then apply Lemma 5 in Appendix C to identify the natural parameters. Note that
A?Ct_ - X}. Taking into account the independence assumptions contained in the approx-
imate posterior, we have

Ly = (X7 (2 = (%))
X .
Zk:l Zj#l’ 'U’Aklugl [YZI;t —1/2- M‘”fjt (’u‘s;c,t + 'u‘si,t)]
K ' .
Zk:l Z];éz lu)\kdugd[yvil;‘t a 1/2 B 'Lllwzkjt (M(;Iic‘,t + M‘Si t)}

Next, the individual elements of T'? € R?*? are

(210 = (XET05E) = 50 (Y ) (34,0, ).

k=1 j#i
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or

i~JT
TE =22 o Baony AL OF [XiXi ] 7
k=1 ji

K
=> > pok, (Bx + k) © (57 + plpl ™). (44)
k=1 j#i
Furthermore, from Proposition 10 and Proposition 11 we have that ¥ 1is Wishart dis-
tributed with mean 7V ~! and 1/0? is gamma distributed with mean ¢,2/d,2, respectively.
Finally, we can apply the variational Kalman smoothing equations derived in Appendix D
to calculate the moments of ¢(X%.,). [ ]

C.4 Derivation of Algorithm 5

The coordinate updates for ¢(Ax) are given in Algorithm 5, which we formally derive in the
remainder of this section.

Proposition 13 Consider the eigenmodel for dynamic multilayer networks with the same
prior distributions and variational factorization defined in the main text. Fork € {2,..., K}
(non-reference layers), q(Ar) = N(pa,,Xx,) with parameters given in Equation (47) and
Equation (48).

Proof First we define some notation. Let D = {(,7) : j < i, 1 <14 < n} denote the set
of dyads. Define X!/ = X! ® XJ and 07, = 01, + 0L, Let wf = (W) (G j)ep) € RIPI
be a vector formed by stacking the wll-“jt by dyads. Also, let Q = diag(w{“, e ,wl_}i) €
RIPITXIPIT - Rinally, let z; € RIPIT, X € RPIT*d and 6, € RIPIT be formed by stacking

zfjt = Y];t - 1/2, X,ﬁ@j and 92‘7 , first by dyads and then the result by time, respectively.

Standard manipulations show that
Pk | +) o< p(Ak) N (zg | QX Ap + QO Q).

Since p(Ax) = N(0,0%1,), the full conditional distribution is Gaussian with the following
natural parameters:

1
A= [XTQkX + QId] ,
DY
n=X"(zx — Wbk).

Taking expectations with respect to the approximate posterior and converting back to the
mean and covariance parameters, we have

1 —1
Yy = [(XTQkX> + QId] ,
ox

pa. = Ex (XD (2 = () (00)),
which is equivalent to the parameters in Equation (47) and Equation (48). [ |
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{Mh:l}(

1
1. Update q()\lh) = p)\lh 1— p)\lh)]l{xlh:—l}:

For h € {1,...,d}:

o = [ ]+2zz{ /2 g, g D

t=1 j<i

:u’w it Z /‘L)\lg gh + th/‘bth)((zi)gh + Mggugh)}’
g7#h
2

Pag, =€ /(L +ePan),  py, =2py, —1, o3, =1—(2py, — 1)

2. Update g(Ax) = N(pa,, Xx):
For ke {2,...,K}:
—1
, o 1
T
ZZ% (% + ptui ) © (%7 + pipt )+ —Tp|
t=1 j<i A
it il = 1/2 = e (s, + pg Vitiaiiy
B, = X,
Zt 1 Z]<z[ ijt 1/2 :U‘o.) (Mélic,t + :U’(;ilyt)]:u’idlugd

Algorithm 5: Coordinate ascent updates for the homophily coefficients.
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Proposition 14 Consider the eigenmodel for dynamic multilayer networks with the same
prior distributions and variational factorization defined in the main text. Forh € {1,...,d},

1y, —
g(M\p) = ijZ”‘fl} (1 _p)%)]l{hh:fl} where py,, is given in Equation (46).

Proof The full conditional distributions are

T
O 1) x pOwn)exp { 30 [ = 1/2 w01 + 8 D)X
t=1 j<i
1 i ] i yi i i
§Wzljt/\%q(Xth)2<Xgh)2 - wiljt Z )‘lg)‘ththtththg] } (49)
g#h

The natural parameter is then

?7)‘1h = E,q()\lh) [logp()\lh =1 ‘ )] - E,q()\lh) []'ng()\lh =-1 | )]
_ p
= log [1 — p] +

T
250 S 0k = 120, oy gy Doy~
t=1 j<i '

Hut, D sy (S g + Highin) (5 gn + uiguih)}-
g7h

Converting back to the standard parameterization, we have

DPry, = emm/(l + Qc377/\1h)7

/’LAlh = 2p)\1h - 17

o3, = 1= (2pa,, — 1)

Appendix D. Derivation of the Variational Kalman Smoother

In this section, we derive the variational Kalman smoother used for inference in our model.
Many of our results are based on the work in Beal (2003). The major difference between
the two formulations is that we incorporate time-varying state space parameters and non-
identity covariance matrices.

Consider the Gaussian state space model specified by Equations (16)—(18). Our goal
is to perform variational inference based on the factorization q(x1.7)q(@) where 6 contains
the parameters of the GSSM. Crucially, the variational distributions of the hidden states
are also GSSMs. Indeed,

q(x1.7) = cexp((log p(x1.7, y1:7))) = h(X1.7, y1.7)
T

= h(x1)h(y1 | x1) [ h(xe | xe-)h(ye | x0),

t=2
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Given the natural parameters (') = (AL,.Cr 1 )yir — (ALpCrrbir), (T24) =
<AETC;%A1:T>, <\I/0_1>, and <1/a2>, calculate the filtering distribution’s moments as
follows:

1. For t = 1:

= [(w5") + (aforan]
p1 =321 [(ATCT Ny — (AT CT b))

2. Fort=2,...,T:

1 —1
i = [(Shesit]”
1 1\2 -
<>Id+<ATC 0-(z) ] |

{ —(AfCy 1bt>+< ! >2t T 1}.

INES

Output {lJ'I:Ta EllT’ ET:(T*I)}'

Algorithm 6: Variational Kalman filter.

where

h(x1) = c1 exp({log N(x;1 | 0, ¥p))),

h(x; | x—1) = coexp((log N(x; | x4—1,0%13))),
h(ye | x¢) = czexp({log N(y¢ | Aixi + by, Cy))),

are Gaussian distributions and (-) denotes an expectation with respect to ¢(8). When cal-
culating the distributions in ¢(x;.7), we use the Gaussian distribution’s natural parameter
form so that the expectations have an analytical form. The trade-off in using this parame-
terization is that when calculating the moments of these variational GSSMs, the standard
Kalman smoothing equations are no longer applicable because we only have access to the
natural parameters. Therefore, we derive Kalman smoothing equations that are expressed
in terms of the variational distribution’s natural parameters.

D.1 Variational Kalman Filter

Property 15 For the Gaussian state space model specified in Equations (16)—(18), the
variational filtering distributions h(x; | y1.4) = N(X¢ | e, X¢) with parameters that can be
calculated recursively via Algorithm 6.
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Proof Define the forwards message variables as ay(x;) = h(x¢ | y1.t). The filter proceeds
recursively starting at ¢ = 1:

a1(x1) o< h(x1)h(y1 | x1),

1
xexp | —=(x1 ¥y 'x1 + (y1 — Aix1 — b1)TCy  (y1 — Aixi — b1)) |,
2
1 _ _
X exp < - §x1f(<\110 1> + <AF1FC’1 1A1>)x1+

(ATCT Yy, - <A1Tc;1b1>>Txl),

o N(x1 | p1, 1),
where

=[5 + (4fcrtan)
p1 =31 [(ATC7 Dy — (AT Cy )]

The last line follows from matching the natural parameters of a Gaussian density. This
shows that a;j(x) is Gaussian; therefore, we can proceed by induction. For ¢ > 1, we have

ap(x¢) o /dXt—1 h(x¢,y1:4, Xe—1)
= /dxtl h(xi—1 | y1a—1)h(xe | x¢—1)h(ye | x¢)

OC/dXt—l ap1(X¢—1)%

1 1 1
exp <— 3 [XtT_1<02>IdXt1 — 2xtT_1<02>Idxt—|—

1 _ - - T
x;f(<02>1d e 1At>>xt —o((ATC yys — (ATC; b)) xtD.
Inside the integral is a N(x;—1 | pj_q, 27_1) with
1 -1
o= (=Y + 2t
[z
* * 1 —1
My =X 2 Xp+ X M1 -
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Marginalizing over this distribution leaves the following terms

1 1 _
v (x¢) o< exp ( 2XtT(<O_2>—7d+ (AfC Ay - < >Et 1<
T 1
<<AtTCt_1>Yt - <A;rct_lbt>> Xt + 2Nt BT 1)
1 1 _ 1
X exp <— 2X;[\<<0_2>Id + <AtTCt 1At> < >2t 1<0'2> Xt+
1 T
<<AtTCt_1>Yt — (AfC by + <O.2>Et12tll"’t—1> Xt)

X N(Xt | o, Zt),

" Vst
— ) )x
o2 t

where

Y

1 1\2 N
(e e (3,

1
=, [(AEC;1>yt — (AfC by + <02>E’;_1E;_11M_1] .

D.2 Variational Kalman Smoother

Property 16 For the Gaussian state space model specified in Equations (16)—(18), the
backwards message variables h(y 1) | Xt) = N(x¢ | mt, V¢) with parameters that can be
calculated recursively via Algorithm 7.

Proof Define the backwards message variables ;(x¢) = h(y 41).7 | X¢) and set fr(xr) = 1.
Note that

Bi—1(x¢-1) = /dXt h(yer, Xt | X¢-1)
= /dXt h(y @1y | Xe)h(ye | xe)h(xe [ x¢-1)

— [ axitntye | i | i),
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Given the natural parameters (I'l.;.) = (Al 1T>Y1T <AF1F:TC’;%b1:T>, (T3.,) =
<AF1FTC’1 TA1 T> <\I/_ >, and <1/a >, calculate the smoothing distribution’s moments
and cross-covariances as follows:

1. Calculate {p1.7, 1.7, ET:(TA)} as in Algorithm 6.
2. Set vy = ppr and T = 3p.
3. Initialize ¥..' = 0 to satisfy Br(xr) = 1.

4. Fort=1T,...,2.

> Calculate backwards message variables

1 B B —1
U = [<02>Id+ (AFC7T A + T 1} ,

1 1\ 1
U, = (=N, — (=) o

9

> Calculate smoothing distributions and cross-covariances

T =[Z4 + ‘115—11}71>

1 1\? o
Y= (2 )i [0 = () 2:1] ,

vi—1 =T [Et__llut—l + ‘I’t__lmt—l] .

Output smoothing distributions {v1.7, T1.7} and cross-covariances {Tt,tﬂ};[:_ll.

Algorithm 7: Variational Kalman smoother. T hroughout the text, we refer to this algorithm
as KalmanSmoother({I'}.;.), (I'7.;.), (¥g >, (1/0%)).
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The derivation proceeds sequentially backwards in time. For ¢ =T — 1, we have
Br-1(xr-1) /dXT X

1 _
exp ( - §<(YT — Arxyp —br) ' Crl (yr — Arxr — br)+

1
(xp — xp_1)" —La(x1 — XT—1)>)
o
1 1 T/ 1 T ~—1
0.8 dXT exp — 5 |:XT71 ﬁ IdXTfl + XT( ; Id + <ATCT AT>)XT—
- _ 1
2((A7CT " )yr — (A7Cr'br) + <02>XT—1)TXTD-
Inside the integral is a N(x7 | 0}, ¥%.) with
1 -1
U = [<02>Id + <A$CT1AT>] ,
* * — _ 1
nr = Vr [<A¥CT1>YT — (ATCr'br) + <02>XT—1} :

Marginalizing over this density, we are left with

1 1 1 * *—1 %
Br—1(x7-1) X exp ( - 2X$—1<02>XT—1 + §TITT‘I’T 177T)

1 p 1 1\? .
X exp — §XT—1< ﬁ Id— ? lIIT>XT—1+
1
(AFC; v — (RO b)) (o it~ 1)

o« N(xr-1 | nr—1,¥Y7-1),

1 1\? .|
<a2>fd<az> v

1
1= e [( 1Y ((aForyye — (aforon)

where

Up g =

)

Now we proceed inductively. For 2 <t < T — 1, we have

51&71(th1) X /dXt N(Xt | um ‘I’t)x

1

exp ( - §<(Yt — Ayxy — bt)Tct_l(Yt — Ayxy — bt)+

(Xt - Xt—l)T%Id(xt - Xt—1>>>~

51



LovyAL AND CHEN

In fact, the remaining derivation is exactly the same as before, except
* 1 T -1 -1 -
U= (=3 Ii+ (AfC7 T A + 0 :
* * — — — 1
N = \I’t |:<AtTCt 1>yt — <A;Ct 1bt> + \I’t 117t + <0_2>Xt_1:| s
so that B;—1(x¢—1) = N(x¢—1 | -1, ¥y—1) with
1 1\?
— My —(— ) ¥
()= () ¥

1
M—1= Y1 [< >‘I’f (AF ey Yy — (AT O by) + \Ilt_lnt):| :

o2

—1
Vg =

9

Property 17 For the Gaussian state space model specified in Equations (16)—(18), the
variational smoothing distributions h(x; | y1.7) = N(x¢ | v¢, Ti) with parameters that can
be calculated recursively via Algorithm 7.

Proof We define forwards and backwards message variables, a;(x;) and (x¢), as in the
previous proofs. For ¢t =T, h(xr | y1.17) = ar(xr) = N(xp | pr,X7). Fort <T — 1, we
have

h(Xt | Y1:T) X Oét(Xt)ﬂt(Xt)
o N(xt | pe, )N (x¢ | M, o)
X N(Xt | Vg, Tt),

where
To= 2+
ve ="y [S7 e+ U]

D.3 Cross-Covariance Matrices

Property 18 For the Gaussian state space model specified in Equations (16)—(18), the
variational joint distributions h(x¢,x4+1 | y1.1) are Gaussian with cross-covariance matrices
Tt i+1 that can be calculated recursively via Algorithm 7.

Proof We have that
h(xe, %41 | y1r) o h(xe | x1:4)h(Xev1 | Xe)P(yer1 | Xep1)R(Y 42y | Xe41)s

o g (Xe)h(Xe41 | Xe)h (Vi1 | Xeg1) Beg1 (Xeg1)-
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To determine Yy ;4 1, we identify the cross-terms in the above product. This product is

proportional to

Ot (Xt) X

1 1 1 1
exp <— 5( - XtT<02>IdXt+1 +XtT<UQ>IdXt +X;r+1<0

5 >IdXt+1

T T —1
X1 (A1 Crp A1) Xe 41—

(AT + (AT )|

Bry1(Xt+1),

T
x exp _} Xg I'y I‘t,t+1> Xq >
2 \X¢41 Il T ) \xeq) [

1
Ty=( 5 )+ =%
t <02> d+ t t )

with

g

1
Dipp1 = _<02>Id7

1 _ _ _
Fip1 = <2>Id + (A b A + 00, = U

where in the last line we only kept terms quadratic in x; and xzy;.

compliment, we obtain the cross-covariance matrix

1 2]
Tt,t+122:<02> ‘I’f+11—<02> Zf] :

Appendix E. Parameter Initialization and Prior Settings

Applying Schur’s

Due to variational inference algorithm’s non-convex objective, appropriate initial values of
the approximate posterior’s parameters can greatly improve convergence. In this section,
we outline the initialization scheme and prior settings that we used in all experiments and
real data applications. Our initialization method is based on first estimating the probability
matrices P} = logit ! (©¥F) using universal singular value thresholding (USVT) proposed by
Chatterjee (2015) and then computing the initial estimates of 1.k 1.7, A1:x, X1.7 heuris-
tically by inverting the logit transform. A similar procedure was proposed by Ma et al.
(2020) to initialize a bilinear latent space model for a single-layer static network. A step
specific to our model involves estimating the shared latent positions by finding the shared
column space of the layer specific residual matrices at each time point using a singular value
decomposition. Our proposed initialization procedure is summarized in Algorithm 8.
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Given numeric precision ¢, latent space dimension d, and reference layer r, perform the
following steps:

1. Foreach k€ {1,...,K}and t € {1,...,T}:

(a) (USVT). Define the ‘Ehreshold T = y/np, where p = (Z)_1 > i< Yil;t, i.e., the
density of YF. Let PF = ZsiZT siu,-V;F where Y, siuiviT is the singular
value decomposition of Y¥. Project PF elementwise to the interval [e,1 — ¢]
to obtain PF. Let ©F = logit((PF + PF™)/2).

(b) (Sociality parameters). Let &, = arg min(;k’tH(:)ff — 1Y — lné;‘f’tH%. Cal-

culate the residual matrix EF = C:)f‘/f — Smlz — 1n81?,t'

2. (Find a common subspace). For t € {1,...,T}, set X; as the matrix containing
the d leading left singular vectors of (Ef | --- | EX) € Rv*&n,

3. (Align Xq,..., Xp ). Moving sequentially forward in time starting at ¢ = 2, project
X; to the locations that are closest to its previous location X;_; through a Pro-
crustes rotation (Hoff et al., 2002).

4. (Homophily matrices). For 1 < k < K, set A, = arg miny ST IEF -
XA XT3

5. (Set layer v as the reference layer). For 1 < k # r < K, set Ay = Ak]Ar|_1 and
X; = Xy|A, V2

6. Output initial estimates p! = X@, pgi = A,it, B, = diag([\k), where diag(-)
extracts the diagonal of a matrix. 7

Algorithm 8: Initialization by universal singular value thresholding.
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It remains to initialize the variances of the variational distributions and set the param-
eters of the priors. For the social trajectories, we initialized the variational distribution’s

variances and cross-covariances to Jgi =1 and agi = 1, respectively. Furthermore,
kst k,t,t+1
we placed broad priors on the state space parameters. To make the prior on 7'52 flat, one

can set the shape and scale parameters of the inverse-gamma, priors to ar2 = 2(2+ ¢€) and
b2 = 2(1 + €)E [r£] for some small € > 0, respectively. We set ¢ = 0.05 and E[rZ] = 10.
For ag, we set o2 = 2 and dag = 2. For the latent position’s variational distributions, we
set the variances and cross-covariances to the identity matrix I;. We chose uninformative
priors for the inverse-Wishart distribution by setting v = 24+ d and V = I;. For o2, we
set c,2 = 2 and d,2 = 2. Lastly, for the reference layer, we set p = 1/2 and Xy, = 101,.
In addition, we set the prior variance to 0/2\ = 4. Lastly, we initialized the mean of the
Pélya-gamma random variables, Hosk, to zero.

Appendix F. The Mean-Field Algorithm

In this section, we derive the updating equations for the mean-field (MF) approximation

Lﬁq“k)l [ﬁﬁﬁq(éé,t)] [ﬁﬁq(xg’)l ﬁﬁnq(wfjt)

k=1i=1t=1 i=1t=1 k=11t=1j5<zt

d
9(6,¢,w) = [H q(Mn)
h=1

x q(Po)a(a?)q(73)q(03). (50)
This equation differs from structured mean-field approximation in Equation (3) used through-
out the main text in that the variational posterior restricts the latent positions and sociality
parameters to be independent across time points. In the remaining sections, we outline the
updates for ¢(X%) and ¢( };;t) under this mean-field approximation. The updates for the
remaining variational distributions can be obtained from the previous updates outlined in

Appendix C by setting the cross-covariances equal to zero, i.e., Ei ++1 =0 and U?i =0.
’ kot t+1

Note that when fitting this model, we used the same hyperparameter settings and initial-
ization method as the dynamic multilayer eigenmodel described in Appendix E.

F.1 Updates for ¢(X!)

Throughout this section let A, by, and C; be defined as in Equation (42) of Proposition 12.
Standard manipulations similar to the ones employed in Proposition 12 show that

e Fort =1,
. 1 . ~ .
q(X}) o< exp {E_q(x;‘) [ o (e — AX — b)) C  (yr — AX| — by)

Litg—txi o Xt = Xill3
—§X% \I/O X;-FT

- 1\ 5\ v
X exp { <<AtTCt Yy —Dby)) + <02>Ht+1> X4

(e e )
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which we recognize as a Gaussian distribution with parameters

Xt = (<AtTCt 1At>+<\1’01>+<02>> = <F?+<‘I’01>+<02>> )
i i | /AT -1 LA\ i |1 LA i
pi =24 |(A; Gy (ye — b)) + 52 M| = Y | Ty + o2 P
where T'} and I'? are defined in Equation (43) and Equation (44), respectively.
e For1<t<T,
. 1 , B .
q(X4) ox exp {Eq(xi) [— 5 (vt = AXG — b)) Cy  (ye — AX] — by)

K- XLB X - X
202 202

_ 1\ 1\ 5\ o
o< exp { <<AtTCt I(Yt —by)) + <02>Nt—1 + <02>Ht+1> X4

- %tr <[<Afot1,4t> + <O22>} X§X2T> }

which we recognize as a Gaussian distribution with parameters

i = <<A,T0;1At> + <022>>_1 = (F? + <022>>_1

i i - L\ L\
By =2y |:<AtTCt "ye — b)) + <02>Ht—1 + <02>Ht+1]

) 1 X 1 :
=3 [F% + <02>H§1 + <(72>le&+1] ;

where '} and T'? are defined in Equation (43) and Equation (44), respectively.

e Fort="1T:
. 1 . B .
q(X}) o exp {E_q(xg‘) [ 5 (vt — AX — b)) C (yr — A XE — by)

X XG0
202

o exp { ((AtTCt_l(yt — b)) + <012>ui1>TXi

([ (B

which we recognize as a Gaussian distribution with parameters
: 1\ " 1\’
X = (<AtTCt_1At> + <02>> = <Pt2 + <02>) ;
i i T -1 LA i |1 LA
pi =34 [(A; Gy (ye — b)) + 52 piy| =% |y + ) K1
where I'} and T'? are defined in Equation (43) and Equation (44), respectively.
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F.2 Updates for Q((S]i,t)

Throughout this section let Ay, by, and C; be defined as in Equation (31) of Proposition 9.
Standard manipulations similar to the ones outlined in Proposition 9 show that

e Fort =1,

(97..)?
27'52

q(5,i€7t) X exp {EQ(%Q [(yt — Até,i’t — bt)TCt_l(Yt — Até};i —by) —

i 7 2
(5k it 51@ t+1

1
OCGXP{<<A Cy ( <0-§>'ukt+1>
1
T ~—1
urerare (5 (i)
which we recognize as a Gaussian distribution with parameters
1 1\ 1 1\\™
2 T -1 2
0—512,1:: (<At C; At>+<7_52>+<0_§>> = <Ft +<T52>+<U§>) )
_ 1 1
Hoi, = Uglic,t |:<AtTCt 1(Yt — b)) + < >N6k t+1:| = Ugi’t [F% - <U >M6k t+1] ’

where I'} and I'? are defined in Equation (32) and Equation (33), respectively.

e For 1 <t<T,

q(8%) o exp {Eq(a;'m) {(Yt — Ay — ) TO (ye — Adjyy — by)

(511;:,t - 51@,t—1)2 (%t 5, t+1) } }

20§ 205

_ 1 1 ;
sexp{ (470 v =) + (25 Doy, + (2 D )
-5 |urertan + <2>] 0.0}
2 O'g ’
which we recognize as a Gaussian distribution with parameters
2 \\ ! 2 \\ !
2 T —1 2
(e ) )
1 1
S 2 T il il .
Hsi, = % , [<A et Ug >“6;2t ) <U§ >”62,t+1}
1

_ 2 1
_Uéi,t |:Ft+< > kt N <0_§> kt+1:|’

where I'} and I'? are defined in Equation (32) and Equation (33), respectively.
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e Fort="1T,
7 ) T -1 i (512,75 - 511,t—1)2
q(dk,t) & exp IE7q(5;'€’t) (yt — Aeby s — i) C (vt — Apdjy —by) — ———F5——

2052
_ 1 i
xexp{ ((aFer =)+ (g, )

-5 |urertan+ ()] 6oz}

which we recognize as a Gaussian distribution with parameters

1\\ ! 1\\"
2 T ~—1 2
052,15 = <<At Cy A + <U§>) = (Ft + <U§>> )
1 1
2 T ~—1 2 1
Hoi , = U5zi,t [<At Cy (yt —bt)) + <0g>ﬂ6}'€7t1] = 0'5;in [Ft + <O-§>M6;c,t1:| ’

where T'} and T'? are defined in Equation (32) and Equation (33), respectively.

Appendix G. Variational Inference for Static Multilayer Networks

For the special case that T' = 1, the eigenmodel for dynamic multilayer networks serves as
a model for static multilayer networks. In particular, for 7' = 1, the full Bayesian model
becomes

vk % Bernoulli [logit*1 (5,1’1 +67, + XQTAMX{)} ., 1<j<i<n, 1<k<K,

ij1

M1 = 2up — 1, up, id Bernoulli(p), 1<h<d,

Xt S N (04, 021,), 2< k<K,

Sa M N(0,73), 1<i<n, 1<k<K,
Xi % N(04, o), 1<i<n,

Uy~ Wishart 1 (1, V), 72 ~T ey, dy),

where we have kept the subscripts indicating that ¢ = 1 to make the connection with the
dynamic model introduced in the main text explicit. In this case, the proposed variational
posterior becomes

K n

n K
T qu,@,l)] [quca)] ek
=1

k=11i=1 k=1j<i

d
q(6, ¢, w) = [H q(An)
h=1

[If[Q Q(Ak)]

x q(Vo)q(73).

In the remaining sections, we outline the updates for ¢(X¢) and q((S,i’l) under this variatonal
posterior. The updates for the remaining parameters can be obtained from the previous
updates outlined in Appendix C by setting T' = 1, and so are omitted. Note that when
fitting this model, we used the same hyperparameter settings for ai, cs, ds, v, and V
and initialization method (with 7'= 1) as the dynamic multilayer eigenmodel described in
Appendix E.
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G.1 Updates for ¢(X})

Throughout this section let Ay, by, and Cy be defined as in Equation (42) of Proposition 12.
Standard manipulations similar to the ones employed in Proposition 12 show that

7 1 7 — 7 1 7 — 7
o) o exp { By | 51 = AX] = b0 0 — ] =) - x0T x| )

<o { (ater -y ) i - Sue ([atertan + o xixir) |

which we recognize as a Gaussian distribution with parameters

2= ((ATC A + (1Y) 7 = (03 + (1) 7

pi = %1 ((ATCT (y1 — bu))) = 4T,
where I'l and T'? are defined in Equation (43) and Equation (44), respectively.

G.2 Updates for q(d,"c,l)

Throughout this section let A¢, by, and Cy be defined as in Equation (31) of Proposition 9.
Standard manipulations similar to the ones outlined in Proposition 9 show that

7 1 7 — i (5Z )2
9(0k,1) o< exp {E—‘I@Z 1) [_2(3’1 — A1dy 1 — bl)TC1 Yy — A6} —b1) — ;’12 }
: 2

o exp {<A1T01_1(Y1 —b1)) 61 — % [(A{Cflflﬁ + <Tl52>} (5};,1)2},

which we recognize as a Gaussian distribution with parameters

2 T 1 1 - 2 1 -
- (e () - ()

py = 0% (ATCT y1 — b)) = o2 T,

i
k,1 5k,1

where I'l and T2 are defined in Equation (32) and Equation (33), respectively.

Appendix H. Evaluation of Information Criteria for Dimension Selection

In this simulation, we evaluated different information criterion’s ability to select the dimen-
sion of the latent space. We compared the Akaike information criterion (AIC), the Bayesian
information criterion (BIC), the deviance information criterion (DIC) (Spiegelhalter et al.,
2002), and the Watanabe-Akaike information criterion (Watanabe, 2010).

We generated 50 networks from the data-generating process outlined in Section 4 with
n =100, K =5, and T' = 10. We varied the magnitude of the latent variable’s transitions
from o € {0.01,0.05,0.1,0.2,0.3} and used a moderate amount of transition dependence
with p = 0.4. Note that the true latent space dimension is d = 2 in all simulations. For
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Figure 13: Fraction of the 50 simulations in which d equaled a particular value for AIC,
BIC, DIC, and WAIC. The green bar corresponds to the true value of d = 2.

each network, we fit five models with d ranging from 1 to 5 using the SMF algorithm
and calculated the value of each information criterion. The value of d that minimized the
criterion was selected as the estimated dimension. Figure 13 displays the results for the
four information criteria under consideration.

From these results, we conclude that all four information criteria selected the true latent
space dimension the majority of the time. However, both DIC and WAIC overestimated the
dimension more often than AIC and BIC. Furthermore, the performance of the AIC estima-
tor is relatively insensitive to o; however, the BIC estimator occasionally underestimated
the dimension for small values of 0. As a result of this simulation study, we recommend
using AIC to select the dimension of the latent space.

Appendix I. Additional Simulation: Decreasing o as 7" Increases

In this simulation, we studied the SMF algorithm’s estimation error as we simultaneously
increased the number of time steps T" and decreased the transition variance ¢ under the data
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Figure 14: Comparison of the parameter recovery performance of the SMF algorithm for a
simulation scenario with a fixed ¢ = 0.05 (green) and a decreasing o = 0.5/7
(red). The boxplots show the distribution over 50 simulated networks with
n =100, K =5, T € {10,50,100}.

generating process outlined in Section 4. This simulation reflects the scenario of collecting
a denser set of network snapshots over a fixed time interval. We varied the network sizes
(n, K,T) € {100} x {5} x {10,50,100}. We set ¢ = 0.5/T, so that o decreased as T
increased. We fixed p = 0.4 and sampled 50 independent networks for each network size.

Figure 14 displays the model parameters’ estimation errors for each network size. The
results are similar to the original scenario that fixed o = 0.05. There is a noticeable
improvement in the recovery of the sociality parameters under the new scenario; however,
the recovery of the latent positions is relatively unchanged. In contrast, for a fixed network
size (n, K,T), the simulations in Section 4.2 showed that parameter recovery improved as
o decreased. Overall, the estimation errors remain low under this scenario.

Appendix J. Additional Figures

In this section, we include the remaining figures for the data analyzed in the main text’s real
data applications (Section 5). These figures include the AIC selection plots, the remaining
social trajectories, and the homophily coefficients for the primary school networks.

We start with the remaining figures from the analysis of the ICEWS data set. The
results of the AIC selection are displayed in Figure 15. The model with d = 3 minimizes
the AIC value. Figure 16 contains the social trajectories for the verbal cooperation networks,
Figure 17 contains the social trajectories for the material cooperation networks, and Figure
18 contains the social trajectories for the verbal conflict networks. The shapes of the
social trajectories are similar to the material conflict relation. A notable difference is that
Ukraine increases its verbal cooperation, material cooperation, and verbal conflict sociality
dramatically leading up to the Crimea Crisis.

Next, we present the remaining figures for the primary school face-to-face contact net-
works. Figure 19 displays the AIC values for models with different latent space dimensions.
The model with d = 2 minimizes the AIC. Figure 20 and Figure 21 contain the actors’
social trajectories on Thursday and Friday, respectively. We highlighted the trajectories
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Figure 15: AIC values for the six models fit to the ICEWS data set with latent space
dimensions ranging from 1 to 6.
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Figure 16: Posterior means of the verbal cooperation social trajectories for the ICEWS
network. Select countries are highlighted in color with bands that represent 95%
credible intervals. The remaining countries’ social trajectories are displayed with
gray curves.

of three actors. Actor 148 is a teacher, actor 195 is a student in class 3A, and actor 5 is
a student in class 5B. Their social trajectories demonstrate three interesting longitudinal
patterns. Actor 148, the teacher, is most socially active during class and least active during
lunch. Conversely, actor 195 is most sociable during lunch and less sociable during class.
Lastly, actor 5’s social trajectory differs between the two days because he/she is absent on
Friday. Next, Figure 22 contains the primary school network’s homophily coefficients. All
homophily coefficients are positive. Also, the magnitude of the homophily coefficients is
smaller on Thursday than on Friday.
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Figure 17: Posterior means of the material cooperation social trajectories for the ICEWS
network. Select countries are highlighted in color with bands that represent 95%
credible intervals. The remaining countries’ social trajectories are displayed with

gray curves.
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Figure 18: Posterior means of the verbal conflict social trajectories for the ICEWS network.
Select countries are highlighted in color with bands that represent 95% credible
intervals. The remaining countries’ social trajectories are displayed with gray

curves.
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Figure 19: AIC values for the six models fit to the school contact networks data set with
latent space dimensions ranging from 1 to 6.
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Figure 20: Posterior means of the social trajectories on Thursday for the primary school
network. Select actors are highlighted in color with bands that represent 95%
credible intervals. The remaining actors’ social trajectories are displayed with
gray curves.
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Figure 21: Posterior means of the social trajectories on Friday for the primary school net-

Figure 22:

work. Select actors are highlighted in color with bands that represent 95%
credible intervals. The remaining actors’ social trajectories are displayed with
gray curves.
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Heatmap of the homophily coefficients’ posterior means for the primary school
face-to-face contact networks. Each cell contains the coefficient’s posterior mean
and 95% credible interval. Blue cells indicate values less than the reference layer

(Friday).

65



LovyAL AND CHEN

References

Emanuele Aliverti and Massimiliano Russo. Stratified stochastic variational inference for
high-dimensional network factor model. Journal of Computational and Graphical Statis-
tics, 31(2):502-511, 2022.

Roy M. Anderson and Robert M. May. Infectious Diseases of Humans: Dynamics and
Control, volume 1. Oxford University Press, Oxford, 1991.

Hakan Andersson. Epidemics in a population with social structure. Mathematical Bio-
sciences, 14(2):79-84, 1997.

Hakan Andersson. Limit theorems for a random graph epidemic model. The Annals of
Applied Probability, 8(4):1331-1349, 1998.

David Barber and Silvia Chiappa. Unified inference for variational Bayesian linear Gaussian
state-space models. In Advances in Neural Information Processing Systems, pages 81-88.
2007.

Matthew James Beal. Variational Algorithms for Approximate Bayesian Inference. PhD
thesis, University of London, London, 2003.

David M. Blei, Alp Kucukelbir, and Jon D. Mcauliffe. Variational inference: A review for
statisticians. Journal of the American Statistical Association, 112(518):859-877, 2017.

Stefano Boccaletti, Ginestra Bianconi, Regino Criado, Charo I. del Genio, Jesus Gémez-
Gardenes, Miguel Romance, Irene Sendina-Nadal, Zhen Wang, and Massimiliano Zanin.
The structure and dynamics of multilayer networks. Physics Reports, 544(1):1-122, 2014.

Elizabeth Boschee, Jennifer Lautenschlager, Sean O’Brien, Steve Shellman, James Starz,
and Michael Ward. ICEWS Coded Event Data, 2015. URL https://doi.org/10.7910/
DVN/28075.

Ciro Cattuto, Wouter Van den Broeck, Alain Barrat, Vittoria Colizza, Jean-Frangois Pinton,
and Alessandro Vespignani. Dynamics of person-to-person interactions from distributed
RFID sensor networks. PLoS ONE, 5(7):e11596, 2010.

Sourav Chatterjee. Matrix estimation by universal singular value thresholding. The Annals
of Statistics, 43(1):177-214, 2015.

Yasuko Chikuse. State space models on special manifold. Journal of Multivariate Analysis,
97(6):1284-1294, 2006.

Silvia D’Angelo, Thomas Brendan Murphy, and Marco Alt6. Latent space modelling of
multidimensional networks with applications to the exchange of votes in Eurovision song
contest. Annals of Applied Statistics, 13(2):900-930, 2019.

Manlio De Domenico, Antonio Lima, Paul Mougel, and Mirco Musolesi. The anatomy of a
scientific rumor. Scientific Reports, 3(2980), 2013.

66


https://doi.org/10.7910/DVN/28075
https://doi.org/10.7910/DVN/28075

AN EIGENMODEL FOR DYNAMIC MULTILAYER NETWORKS

Daniele Durante and David B. Dunson. Nonparametric Bayes dynamic modelling of rela-
tional data. Biometrika, 101(4):883-898, 2014.

Daniele Durante, Nabanita Mukherjee, and Rebecca C. Steorts. Bayesian learning of dy-
namic multilayer networks. Journal of Machine Learning Research, 18(43):1-29, 2017.

Robert D. Duval and William R. Thompson. Reconsidering the aggregate relationship
between size, economic development, and some types of foreign policy behavior. American
Journal of Political Science, 24(3):511-525, 1980.

Deborah J. Gerner, Philip A. Schrodt, and Omiir Yilmaz. Conflict and mediation event
observations (CAMEQ): An event data framework for a post-Cold War world. In Jacob
Bercovitch and Scott Sigmund Gartner, editors, International Conflict Mediation: New
Approaches and Findings, chapter 13, pages 287-304. Routledge, New York, 2008.

Anna Goldenberg, Alice X. Zheng, Stephen E. Fienberg, and Edoardo M. Airoldi. A survey
of statistical network models. Foundations and Trends in Machine Learning, 2(2):129-
233, 2010.

Isabella Gollini and Thomas Brendan Murphy. Joint modeling of multiple network views.
Journal of Computational and Graphical Statistics, 25(1):246-265, 2016.

Mark S. Handcock, Adrian E. Raftery, and Jeremy M. Tantrum. Model-based clustering of
social networks. Journal of the Royal Statistical Society, Series A, 170(2):301-354, 2007.

Yanjun He and Peter D. Hoff. Multiplicative coevolution regression models for longitudinal
networks and nodal attributes. Social Networks, 57:54-62, 2019.

Peter D. Hoff. Bilinear mixed-effects models for dyadic data. Journal of the American
Statistical Association, 100(469):286-295, 2005.

Peter D. Hoff. Modeling homophily and stochastic equivalence in symmetric relational data.
In Advances in Neural Information Processing Systems, pages 657—664. 2008.

Peter D. Hoff. Multilinear tensor regression for longitudinal relational data. Annals of
Applied Statistics, 9(3):1169-1193, 2015.

Peter D. Hoff, Adrian E. Raftery, and Mark S. Handcock. Latent space approaches to
social network analysis. Journal of the American Statistical Association, 97(460):1090—
1098, 2002.

Matthew D. Hoffman, David M. Blei, Chong Wang, and John Paisley. Stochastic variational
inference. Journal of Machine Learning Research, 14(4):1303-1347, 2013.

Pavel N. Krivitsky, Mark S. Handcock, Adrian E. Raftery, and Peter D. Hoff. Representing
degree distributions, clustering, and homophily in social networks with latent cluster
random effects models. Social Networks, 31(3):204-213, 20009.

Jun S. Liu and Ying Nian Wu. Parameter expansion for data augmentation. Journal of the
American Statistical Association, 94(448):1264-1274, 1999.

67



LovyAL AND CHEN

Yan Liu and Yuguo Chen. Variational inference for latent space models for dynamic net-
works. Statistica Sinica, 32:2147-2170, 2022.

Joshua Daniel Loyal. Replication code for “An eigenmodel for dynamic multilayer net-
works”. https://github.com/joshloyal/multidynet, 2023.

Joshua Daniel Loyal and Yuguo Chen. Statistical network analysis: A review with applica-
tions to the Coronavirus Disease 2019 pandemic. International Statistical Review, 88(2):
419-440, 2020.

Zhuang Ma, Zongming Ma, and Hongsong Yuan. Universal latent space model fitting for
large networks with edge covariates. Journal of Machine Learning Research, 21(4):1-67,
2020.

Peter W. Macdonald, Elizaveta Levina, and Ji Zhu. Latent space models for multiplex
networks with shared structure. Biometrika, 109(3):683-706, 2022.

Shahryar Minhas, Peter D. Hoff, and Michael D. Ward. Influence networks in international
relations. arXiv preprint arXiv:1706.09072v1, 2017.

J. Mgller, A.N. Pettitt, R. Reeves, and K.K. Berthelsen. An efficient Markov chain Monte
Carlo method for distributions with intractable normalising constants. Biometrika, 93
(2):451-458, 2006.

Tain Murray, Zoubin Ghahramani, and David J.C. MacKay. MCMC for doubly-intractable
distributions. In Proceedings of the Twenty-Second Conference on Uncertainty in Artifi-
ctal Intellligence, pages 359-366. 2006.

Nicholas G. Polson, James G. Scott, and Jesse Windle. Bayesian inference of logistic models
using Pélya-gamma latent variables. Journal of the American Statistical Association, 108
(504):1339-13349, 2013.

Yuan Qi and Tommi S. Jaakkola. Parameter expanded variational Bayesian methods. In
Advances in Neural Information Processing Systems, pages 1097-1104. 2006.

Riccardo Rastelli, Nial Friel, and Adrian E. Raftery. Properties of latent variable network
models. Network Science, 4(4):407-432, 2016.

Patrick Rubin-Delanchy, Joshua Cape, Minh Tang, and Carey Priebe. A statistical inter-
pretation of spectral embedding: the generalised random dot product graph. Journal of
the Royal Statistical Society Series B, 84(4):1446-1473, 2022.

Michael Salter-Townshend and Tyler H. McCormick. Latent space models for multiview
network data. Annals of Applied Statistics, 11(3):1217-1244, 2017.

Michael Salter-Townshend and Thomas Brendan Murphy. Variational Bayesian inference
for the latent position clustering model for network data. Computational Statistics and
Data Analysis, 57(1):661-671, 2013.

68


https://github.com/joshloyal/multidynet

AN EIGENMODEL FOR DYNAMIC MULTILAYER NETWORKS

Purnamrita Sarkar and Andrew W. Moore. Dynamic social network analysis using latent
space models. In Advances in Neural Information Processing Systems, pages 1145-1152,
2005.

Daniel K. Sewell and Yuguo Chen. Latent space models for dynamic networks. Journal of
the American Statistical Association, 110(512):1646-1657, 2015.

Daniel K. Sewell and Yuguo Chen. Latent space approaches to community detection in
dynamic networks. Bayesian Analysis, 12(2):351-377, 2017.

Tom A.B. Snijders, Alessandro Lomi, and Vanina Jasmine Torié. A model for the multi-
plex dynamics of two-mode and one-mode networks, with an application to employment
preference, friendship, and advice. Social Networks, 35(2):265-276, 2013.

David J. Spiegelhalter, Nicola G. Best, Bradley P. Carlin, and Angelika Van Der Linde.
Bayesian measures of model complexity and fit. Journal of the Royal Statistical Society
Series B, 64(4):583-639, 2002.

Juliette Stehlé, Nicolas Voirin, Alain Barrat, Ciro Cattuto, Lorenzo Isella, Jean-Francois
Pinton, Marco Quaggiotto, Wouter Van den Broeck, Corinne Régis, Bruno Lina, and
Phillippe Vanhems. High-resolution measurements of face-to-face contact patterns in
primary school. PLoS ONE, 6(8):€23176, 2011.

David A. van Dyk and Xiao-Li Meng. The art of data augmentation. Journal of Computa-
tional and Graphical Statistics, 10(1):1-50, 2001.

Martin J. Wainwright and Michael I. Jordan. Graphical models, exponential families, and
variational inference. Foundations and Trends in Machine Learning, 1(1-2):1-305, 2008.

Jacco Wallinga, Peter Teunis, and Mirjam Kretzschmar. Using data on social contacts
to estimate age-specific transmission parameters for respiratory-spread infectious agents.
American Journal of Epidemiology, 164(10):936-944, 2006.

Bo Wang and D. M. Titterington. Lack of consistency of mean field and variational bayes
approximations for state space models. Neural Processing Letters, 20:151-170, 2004.

Lu Wang, Zhengwu Zhang, and David Dunson. Common and individual structure of brain
networks. Annals of Applied Statistics, 13(1):85-112, 2019.

Sumio Watanabe. Asymptotic equivalence of Bayes cross validation and widely applicable
information criterion in singular learning theory. Journal of Machine Learning Research,
11:867-897, 2010.

Emilio Zagheni, Francesco C. Billari, Piero Manfredi, Alessia Melegaro, Joel Mossong, and
W. John Edmunds. Using time-use data to parameterize models for the spread of close-
contact infectious diseases. American Journal of Epidemiology, 168(9):1082-1090, 2008.

Xuefei Zhang, Songkai Xue, and Ji Zhu. A flexible latent space model for multilayer net-
works. In Proceedings of the International Conference on Machine Learning, pages 8546—
8555, 2020.

69



	Introduction
	An Eigenmodel for Dynamic Multilayer Networks
	The Model
	Layer-Specific Social Trajectories
	Dynamic Latent Features Shared Between Layers
	Layer-Specific Homophily Levels
	Identifiability
	Connections to Existing Work in Special Cases (T = 1 or K = 1)

	Variational Inference
	Pólya-gamma Augmentation
	The Structured Mean-Field Approximation
	Coordinate Ascent Variational Inference Algorithm
	Updating q(ijtk)
	Updating q(k, 1:Ti), q(2), q(2)
	Updating q(X1:Ti), q(0), q(2)
	Updating q(k)
	Time Complexity

	Convergence Criteria
	Inference of Identifiable Parameters
	Choice of Latent Space Dimension

	Simulation Studies
	Parameter Recovery for Varying Network Sizes (n, K, T)
	The Effect of Temporal Smoothness (2, ) on Predictive Accuracy
	Comparison of Joint and Separate Estimation
	Comparison of the SMF and MF Variational Inference Algorithms


	Real Data Applications
	International Relations
	Statistical Network Analysis of the ICEWS Data
	Detection of Historical Events During the Obama Administration

	Epidemiological Face-to-Face Contact Networks
	Statistical Network Analysis of the School Contact Network
	Dynamics of the Epidemic Branching Factor


	Discussion
	 Parameter Identifiability Without Assumption A4
	Proofs of Proposition 2, Proposition 3, and Theorem 1
	Derivation of Variational Updates
	Derivation of Algorithm 2
	Derivation of Algorithm 3
	Derivation of Algorithm 4
	Derivation of Algorithm 5

	Derivation of the Variational Kalman Smoother
	Variational Kalman Filter
	Variational Kalman Smoother
	Cross-Covariance Matrices

	Parameter Initialization and Prior Settings
	The Mean-Field Algorithm
	Updates for q(Xti)
	Updates for q(k,ti)

	Variational Inference for Static Multilayer Networks
	Updates for q(X1i)
	Updates for q(k,1i)

	Evaluation of Information Criteria for Dimension Selection
	Additional Simulation: Decreasing  as T Increases
	Additional Figures

