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ABSTRACT

We present a study of the connection between the escape fraction of Lyman-alpha (Ly @) and Lyman-continuum (LyC) photons
within a sample of N = 152 star-forming galaxies selected from the VANDELS survey at 3.85 < zgpee < 4.95 ({Zspec) = 4.36).
By combining measurements of H « equivalent width (W (H @)) derived from broad-band photometry with measurements of
Ly a equivalent width (W, (Ly @)) from the VANDELS spectra, we individually estimate fe];Za for our full sample. In agreement
with previous studies, we find a positive correlation between W, (Ly @) and ;;Za, with fe];Z“ increasing from fe];za ~ 0.04
at Wy(Lya) = 10 A to felgza ~ 0.1 at Wy(Lya) = 25 A. For the first time at z ~ 4 — 5, we investigate the relationship
between f;{a and f.o~ using f.o. estimates derived using the equivalent widths of low-ionization, far-UV absorption lines
in composite VANDELS spectra. Our results indicate that fe‘;ZC rises monotonically with felgz“, following a relation of the
form feI;ZCz 0.15 feLgZ” Based on composite spectra of sub-samples with approximately constant W(Ly «), but widely different
3% we demonstrate that the £.2°— £=correlation is not driven by a secondary correlation between f2” and Wu(Ly @). The
observed feLSZC— Clgza correlation is in good qualitative agreement with theoretical predictions and provides further evidence that

estimates of feI;ZC within the Epoch of Reionization should be based on proxies sensitive to neutral gas density/geometry and

dust attenuation.
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1 INTRODUCTION

The formation of the first stars and the growth of galaxy progeni-
tors in the early Universe signalled the beginning of the Epoch of
reionization (EOR), during which the fully neutral Hydrogen gas in
the intergalactic medium (IGM) became completely ionized (e.g.,
Robertson et al. 2015). Although it is generally acknowledged that
reionization was completed between z ~ 5 — 6, based primarily on
measurements of the Lya forest from distant quasars (e.g., Fan et al.
2006; McGreer et al. 2015; Goto et al. 2021), key details of the pro-
cess of reionization and the nature of the sources responsible remain
a matter of debate (e.g., Mason et al. 2019; Naidu et al. 2020).

One fundamental reason for the continued debate is that the
progress of reionization is intimately linked to the physical proper-
ties of the sources that are responsible for it, as well as their location
within the large-scale structure of the Universe (Robertson 2021). It
is now widely accepted that active galactic nuclei are simply too rare
at high redshift to contribute significantly to reionization (e.g., Mat-
suoka et al. 2023) and that the dominant contribution to the ionizing
photon budget must come from star-forming galaxies (SFGs) (e.g,
Robertson et al. 2015; Chary et al. 2016; Iwata et al. 2022).

A key component needed to quantify the ionizing photon budget
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is the abundance of star-forming galaxies during the EOR, most
commonly parameterised through the UV luminosity density (oyv),
that is now being established with increasing accuracy out to z ~ 12
by JWST (e.g., Donnan et al. 2022; Finkelstein et al. 2022; Harikane
et al. 2022). The latest JWST results indicate that pyy displays a
smooth, steady decline through the EOR (e.g., Donnan et al. 2023;
McLeod et al. 2023) indicating, in principle, the availability of more
ionizing photons than some pre-JWST studies (e.g., Oesch et al.
2018; Ishigaki et al. 2018) had suggested.

Another essential element is the ionizing photon production effi-
ciency &jon, @ measure of the number of ionizing photons produced
per unit UV luminosity of the star-forming galaxy population. Re-
cent evidence has suggested that the faint, blue population of galaxies
commonly found at z > 6 (i.e. with UV spectral slope 8 < —2.3;
Cullen et al. 2023) display log(&;o,) in the range ~ 25.5—25.8 (Stark
et al. 2015; Bouwens et al. 2016), a factor of > 2 — 3 higher than
canonically assumed in models of reionization (e.g., Bouwens et al.
2012; Finkelstein et al. 2012; Duncan & Conselice 2015).

Although the abundance of SFGs and the elevated values of &, at
z > 6 indicate that sufficient numbers of ionizing photons are being
generated within the EOR, whether or not these Lyman-continuum
(LyC) photons escape their source galaxies and ionize the IGM is

ultimately determined by the escape fraction ( f;;ﬁc).
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Due to the near-total attenuation of UV photons below the Ly-
man break by the IGM at z > 4 (e.g., Steidel et al. 2018), direct
observational constraints on feI;}C’C are only possible up to z ~ 3.8.
At the highest redshifts where such observations are possible, recent
estimates from deep photometric and spectroscopic studies have typ-
ically constrained the average felg)clc to be = 5 — 10% (e.g., Steidel
et al. 2018; Pahl et al. 2021; Mestric€ et al. 2021; Begley et al. 2022;
Saldana-Lopez et al. 2022a). Generally, these studies have also found
that the fainter, less-dust-obscured galaxies that are expected to be

numerous during the EOR are more likely to display high fg;zc.
Promisingly, these trends are in accordance with the assumptions
that are often made in reionization models (Robertson et al. 2010;
Wise et al. 2014; Robertson et al. 2015; Finkelstein et al. 2019) where
( f;ZC) > 5% is typically required for reionization to be completed
byz~5-6.

In spite of these encouraging results, we still lack a comprehensive
understanding of exactly ow LyC photons escape galaxies. To this
end, a number of studies have attempted to link feI;}C'C to nebular
emission-line features, such as Mg 11 (Katz et al. 2022), C 1v (Schaerer
etal. 2022) and [O 1] (e.g., Verhamme et al. 2015; Wang et al. 2019;
Izotov et al. 2020; Nakajima et al. 2020), which are modulated by

the same interstellar medium (ISM) and stellar-population properties
that ultimately determine fc];zc.

One of the most promising and closely investigated indicators
is the Ly @ emission line, with a number of studies showing that
strong Ly o emission (i.e., identified by ahigh Ly @ equivalent width,
Wa(Ly @)) is an excellent indicator of high fj;{c (Marchi et al. 2018;
Pahl et al. 2021; Begley et al. 2022). Furthermore, a clear correlation

between fe’;{“ and feI;ZC has been found by Flury et al. (2022b),
using galaxies at z ~ (.3 selected from the Low Redshift Lyman
Continuum Survey (LzLCS; Flury et al. 2022a); a finding consistent
with simulation results (e.g, Dijkstra et al. 2016; Kimm et al. 2019).

This Ly @—LyC connection is expected given that feLsﬁ" and feLSZC

are both modulated by the geometry and nature of the gas in the vicin-
ity of young star-forming regions (e.g., Shapley et al. 2003; Chisholm
et al. 2018; Gazagnes et al. 2020; Maji et al. 2022). Furthermore, the
characteristics of the young stellar populations themselves influence
both LyC and Ly a photon production, with low-metallicity stellar
populations having higher &j,, and therefore producing more LyC
and Ly a photons for a given star-formation rate (e.g., Trainor et al.
2015; Erb et al. 2016; Trainor et al. 2016; Cullen et al. 2020).

The main escape path for ionizing photons is likely through chan-
nels of low-column-density, and/or high-ionization-state gas in the
ISM, through which Ly« photons can also escape in significant
quantities (e.g., Atek et al. 2008; Dijkstra et al. 2016; Jaskot et al.
2019). Gazagnes et al. (2020) presented strong observational evi-
dence for LyC leakage via this mechanism, finding significant cor-
relations between the presence of low H1 covering fractions and the
observed LyC escape fraction. Similar correlations have been found
in several other independent observational studies (e.g., Verhamme
et al. 2017; Chisholm et al. 2018; Saldana-Lopez et al. 2022b).

This argument is further bolstered by the well-established links
between Ly« and the ISM properties of galaxies. Shapley et al.
(2003) showed that the observed range of W (Ly @) in Lyman break
galaxies at z ~ 3 is accounted for by variations in the covering
fraction of neutral outflowing H1 gas and dust (see also; Atek et al.
2008; Kornei et al. 2010; Berry et al. 2012; Reddy et al. 2016).
More-recent literature studies have uncovered a relationship between
Wa(Ly @) and the covering fraction of neutral gas, as traced by the
strength of low-ionization-state ISM absorption lines (Henry et al.
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2015; Du et al. 2018; Steidel et al. 2018; Jaskot et al. 2019; Trainor
et al. 2019).

In this study, we explore the connection between Ly @ and LyC
escape in galaxies only ~ 300 Myr after reionization was completed,
using a sample of galaxies in the range 3.85 < zspec < 4.95 drawn
from the VANDELS ESO public spectroscopic survey. We combine
direct Ly  line measurements from the VANDELS spectra with Ha
luminosity constraints based on robust SED fitting, allowing us to
individually estimate fclgza for each galaxy. Using composite spectra
formed from sub-samples of Ly a emitters, we then investigate how

fggzc, as estimated from FUV LIS ISM line strengths, varies with
1YY and WLy o).

The structure of the paper is as follows. In Section 2 we de-

scribe the VANDELS spectral dataset, the associated photometric

catalogues and our sample selection criteria. In Section 3 we de-
scribe the methodology used to derive the individual fg;{a mea-

surements. In Section 4 we explore the feI;ZQ—W,l(Ly a) correla-

tion, before presenting our constraints on ( féﬁ“) and proceeding to

constrain fg;ﬁc from the strength of low-ionization-state absorption
lines in composite VANDELS spectra. We provide a discussion of
our main results in Section 5 and present our conclusions in Sec-
tion 6. Throughout the paper we adopt the following cosmological
parameters: Hy = 70kms~'Mpc~™!, Qn = 0.3, Q4 = 0.7 and all
magnitudes are quoted in the AB system (Oke & Gunn 1983).

2 DATA AND SAMPLE SELECTION

Our sample of star-forming galaxies is drawn from the VANDELS
ESO public spectroscopic survey final datarelease (DR4, Garilli et al.
2021). The VANDELS survey used the VIMOS spectrograph (Le
Fevre et al. 2003) installed on the ESO Very Large Telescope (VLT) to
obtain ultra-deep spectra of 2087 galaxies at red-optical wavelengths
(4800 A < 2 < 10000 A) in the Chandra Deep Field South (CDFS)
and UKIDSS Ultra Deep Survey (UDS) fields (McLure et al. 2018;
Pentericci et al. 2018). The vast majority of VANDELS targets were
main-sequence star-forming galaxies at 2.4 < z < 7.0, for which
the ultra-deep (20 — 80 hour integration) VIMOS spectra cover the
rest-frame far-ultraviolet (FUV), enabling measurements of the Ly o
line (e.g., Cullen et al. 2020). Full details of the survey design and
target selection can be found in McLure et al. (2018).

All galaxies targeted in VANDELS benefit from deep, multi-
wavelength imaging data covering the observed wavelength range
0.38 um < Agps S 4.5 um. Approximately half of the VANDELS
sample lies within the CANDELS GOODS-S and UDS Hubble Space
Telescope (HST) imaging footprint (Koekemoer et al. 2011; Grogin
et al. 2011), for which we adopt the photometry from Guo et al.
(2013) and Galametz et al. (2013), respectively. The other half of
the sample lies outside the CANDELS footprint, but benefits from
wider-area, primarily ground-based optical/nearIR imaging. For this
study we adopt the updated VANDELS photometry catalogues de-
scribed in Garilli et al. (2021) and publicly released as part of DR4.
Crucially, in addition to optical/near-IR data, the full VANDELS
sample benefits from deep, deconfused Spitzer IRAC photometry at
3.6 um and 4.5 um. As discussed below, it is the photometric excess
at 3.6 um that provides our measurement of H « line flux, with the
4.5 pum photometry providing a long-wavelength (emission-line free)
anchor for the SED fitting.

Our initial sample consists of all VANDELS galaxies in the red-
shift range 3.85 < zspec < 4.95, within which the IRAC 3.6 um filter
is contaminated by the Ha emission line. In addition, to ensure the
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Figure 1. The distribution of rest-frame Ly @ equivalent width for our fi-
nal sample of N = 152 star-forming galaxies at 3.85 < zgpec < 4.95
showing Ly @ in emission. The median rest-frame equivalent width is
(Wa(ly@)) = 11.9A.

redshifts are robust, we restricted the sample to the N = 263 galaxies
in this redshift range with redshift quality flags of zgae = 3,4 or 9,
corresponding to a > 95% probability of being correct (Garilli et al.
2021). Finally, in order to measure Ly a escape fractions, we re-
stricted the sample to galaxies which displayed Ly @ in emission
(i.e., an equivalent width > 0 A; see below), resulting in a sample of
N = 152 galaxies with a median redshift of (z) = 4.36.

3 EMISSION LINE FLUX MEASUREMENTS

Our principal aim is to determine Ly« escape fractions for the
galaxies in our sample. To do this we combine measurements of the
observed Ly a flux (measured directly from the VANDELS spec-
tra) with estimates of the intrinsic flux derived from the observed
Ha flux (measured using the IRAC 3.6 um flux excess). In this
section, we describe each stage in the process of deriving our Ly «
escape fraction measurements for our sample of 3.85 < zgpec < 4.95
galaxies.

3.1 Observed Ly « fluxes and equivalent widths

Observed Ly o fluxes and rest-frame equivalent widths, W, (Ly @),
are measured from the VANDELS spectra following the method de-
scribed by Kornei et al. (2010) and adopted in our previous analysis
of the correlation between W, (Ly @) and stellar metallicity (Cullen
et al. 2020). Briefly, the line flux is measured by integrating the
spectrum around the peak of the Ly o emission line, between limits
defined as the wavelengths where the spectrum intersects the ‘red’
and ‘blue’ continuum levels, defined as the median flux between
1120A < Arest < 1180A (chjye) and 1228A < Arest < 1255A (Creq)
respectively!. The rest-frame equivalent width is then simply ob-
tained by dividing the integrated Ly line flux by ceq(1 + z).

For each galaxy, the above process is repeated 500 times, each
time perturbing the galaxy spectrum on a pixel-by-pixel basis by

1 For three objects no continuum was detected in the spectra and continuum
levels were estimated from the best-fitting SED model (Section 3.2.1).
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Figure 2. The best-fitting SED model from rast++ for an example galaxy
at Zspec = 4.147. SED fits to the observed fluxes (red points) excluding the
IRAC 3.6 um filter which is contaminated by H @ emission (dashed grey
line) allows the excess between the observed and predicted 3.6 um flux (blue
points) to be measured. In this example, the flux excess is Amag = —0.22’:%'.1163,
corresponding to Wy (H @)= 250 + 170 A. The normalised transmission pro-
files for the multi-wavelength photometry available for this galaxy are shown
in the lower half of the panel.

its corresponding error value. From the resulting distribution, the
median and scaled median absolute deviation (oyap =~ 1.4826 X
MAD) are calculated and adopted as the final rest-frame W (Ly @)
and uncertainty. The equivalent width distribution of our final sample
of N = 152 galaxies showing Ly @ emission is shown in Fig. 1.

3.2 Observed Ha fluxes and equivalent widths

To estimate the intrinsic Ly o flux we first obtain an estimate of the
observed H a flux and nebular dust attenuation (see also; Section 3.3)
from SED fitting the available multi-wavelength photometry. When
fitting the photometry we exclude the IRAC 3.6 um filter containing
the Ha line, which enables a robust estimate of the Wy(H ) and
H a line flux, via the well-known photometric excess technique (Fig.
2; e.g., Stark et al. 2013; Bouwens et al. 2016; Marmol-Queralté
et al. 2016; Smit et al. 2016). Below we give details of the stellar
population modelling and our method for deriving W (H @).

3.2.1 Stellar population modelling

In this analysis we use the FasT++ code (Kriek et al. 2009; Schreiber
et al. 2018) to perform SED fitting for each galaxy, using Bruzual &
Charlot (2003) stellar population synthesis models with a Chabrier
(2003) IMF and a metallicity range of 0.2 — 0.4 X Zs. We assume a
constant star-formation history, with the age allowed to vary within
the range 6.7 < log(t/yr) < 10.0 in steps of A(log(t/yr)) = 0.2. We
adopt the Calzetti et al. (2000) dust attenuation law and allow the
absolute attenuation Ay to vary within the range 0.0 < Ay < 4.0.
All photometric data points are included in the SED fitting, except
for the IRAC 3.6 um filter, and we do not include nebular emission
in the SED fits (see Fig. 2 for an example). Our final sample has a
median stellar mass of (log(M./Mg)) = 9.08 and a median star-
formation rate of (log(SFR/Mgyr~!)) = 1.12, fully consistent with
being located on the star-forming main sequence at z ~ 4 — 5.

MNRAS 000, 1-12 (2023)
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3.2.2 Ha equivalent widths

For each galaxy in our sample the H a equivalent width is estimated
by comparing the observed IRAC 3.6 um flux to the stellar population
model prediction (see Fig. 2). For each galaxy we determine

3.6 3.6
A[3.6um] = mobsﬂm - mmogm, (M
where m3'§” ™ and m> %™ are the observed and model apparent

magnitudoes in the IRA803.6um filter, respectively. The resulting dis-
tribution of A[3.6um] is shown in Fig. 3. The distribution shows a
clear systematic shift from A[3.6um] = 0 towards negative values
(median A[3.6um] = —0.31), signifying the presence of H a emis-
sion in the majority of our sample. Based on the IRAC 3.6 um excess,
we estimate the rest-frame H a equivalent width using

3.6um

Wi(Ha) = figg x —2—
1+ Zspec

% (10—0.4><A[3.6;1m] _ 1)’ )
where ij” M = 6844 A is the effective width of the 3.6 um
filter and fy o is the fraction of the total contaminating line flux
attributed to the H e« line alone (i.e. excluding [ N 11] 16584 A and
[S1u] A16717,6731 A). The value of fH o 1s often cited to be in the
range fgo =~ 0.71 — 0.9 (e.g., Shim et al. 2011; Stark et al. 2013;
Madrmol-Queralt6 et al. 2016; Smit et al. 2016). In this analysis, we
use a fiducial conversion of factor of fij, = 0.84, following Smit
et al. (2016).

The median value of A[3.6um] = -0.31 corresponds to
Wa(He) = 365 A at the median redshift of z = 4.36. This value
is in excellent agreement with previous estimates at similar red-
shifts. For example, Smit et al. (2016) find Wy(Ha)= 325 + 2A
for a sample of N = 80 spectroscopically confirmed galaxies at
3.8 < z < 5.0. In the same redshift range, Stark et al. (2013) report
values of Wi(Ha) =~ 280 — 410 A (assuming fio = 0.76). Finally,
we note that our constraints are also in good agreement with the
redshift evolution for W (H a) derived by Marmol-Queralté et al.
(2016) across the redshift range 1 < z < 5.

3.2.3 Null Sample Verification

As a sanity check of our method, we perform the same analysis on
a sample of N = 119 VANDELS star-forming galaxies selected
in the redshift range 3.6 < zgpec < 3.8, within which the Ha
emission line does not contaminate the IRAC 3.6 um photometry
and a photometric excess signature should not be detected?. We
apply the same procedures discussed above to this ‘null’ sample,
deriving the blue histogram in Fig. 3. The null sample distribution
is fully consistent with A[3.6um] = 0, as expected. The median of
the distribution is A[3.6um] = 0.05 with oyjap = 0.20. For the
reminder of this paper, we adopt o= = 0.20 as the typical uncertainty
on A[3.6um].

3.3 Dust attenuation

To determine the intrinsic Ly o flux we first need an estimate of
the intrinsic He flux. The observed Ha flux values are simply
determined by multiplying W (H «) by the continuum flux derived

2 We note that this redshift range has been chosen such that none of the
photometric filters are affected by nebular emission line contamination.
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Figure 3. The distribution of A[3.6um], defined as the difference between
the observed magnitude in the 3.6 um filter and the predicted magnitude from
the best-fitting SED model (see text for details). The red histogram shows the
distribution of the N = 152 galaxies with Ly @ in emission. The median
value of A[3.6um] = —0.31, corresponds to (W, (H @)) =~ 365 A at the
median redshift of the sample. The blue histogram shows the distribution
for the null sample, for which the IRAC 3.6 um filter is free from H «
contamination. As expected, the null distribution is consistent with no flux
excess. The A[3.6um] typical error is denoted by the black error bar.

from the best-fitting SED. To dust-correct the observed fluxes we use
the prescription of Wuyts et al. (2013):

Ay a@,nebular = Ag a,cont T 0.9Ay a,cont — 0. ISAIZ.[ a,cont’ (3)

where AH o cont 1S the continuum attenuation at Arest = 6563 A
determined from the rast++ SED fitting to the VANDELS DR4
photometry (see Section 3.2.1). The additional attenuation is physi-
cally motivated by the increased dust obscuration surrounding young
star-forming regions (e.g., Wuyts et al. 2013; Reddy et al. 2020). We
note that this conversion explicitly assumes a Calzetti et al. (2000) at-
tenuation law, which our previous work has shown to provide a good
description of the average dust attenuation in VANDELS galaxies
down to stellar masses of log(My/Mg) =~ 9.0 (Cullen et al. 2018).
We discuss the implications of assuming a steeper dust attenuation
curve in Section 5.

As a further sanity check on our approach we compare the star-
formation rates inferred from the dust-corrected H @ emission and
dust-corrected FUV stellar continuum in Fig. 4. Assuming that our
SED-fitting and W, (H «) estimates are robust, there should be good
agreement between these two star-formation-rate indicators that are
both sensitive to star-formation on < 100 Myr timescales. To cal-
culate the FUV-based star-formation rates we assume the Madau &
Dickinson (2014) calibration

SFRyy (Moyr™!) = 6.58 x 1072% Ly5g (erg s 'Hz ™), )

where the dust-corrected Li50q is calculated from the best-fitting
SED template determined in Section 3.2.1 using a 100 A wide top-
hat filter centered on Adregt = 1500 A. To calculate the H e-based
star-formation rate, we use the Reddy et al. (2018) calibration

SFRyo (Moyr™ ") =3.24 x 107*2 Ly, (ergs™1), 5)

where Ly , is the dust-corrected H « luminosity. It can be seen from
Fig. 4 that the two estimates are qualitatively in excellent agreement.
Fitting a fixed 1:1 relationship we find that the log(SFRy ) estimates
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Figure 4. A comparison of the star-formation rates derived from our dust-
corrected H @ and UV (L50p) luminosities. The one-to-one relation is shown
as the dashed line. The broad agreement between the two estimates demon-
strates the relative robustness of the Ly , measurements.

are +0.05 dex (= 10%) larger than the corresponding log(SFRyy)
estimates. However, we note that this systematic shift is much smaller
than the statistical uncertainty on any individual measurement and
globally decreasing the H a fluxes by ~ 10 per cent does not affect
any of the conclusions of this work.

3.4 Ly « escape fractions

The Ly a escape fraction is defined as the ratio between the observed
and intrinsic Ly « flux. We determine intrinsic Ly a fluxes from the
dust-corrected H « fluxes under the standard assumption of Case-
B recombination (i.e., Fy o,int = 8.7 X Fy qint Osterbrock 1989)
which yields,
Lya _ FLy a,obs (6)
e 8.7x 1:"H a,int '
For the objects in our sample with W (H @) < 0 (N = 20) we calculate
.. Lya
a 30 upper limit on fo .

4 RESULTS

In this section we use our estimates of the observed Ly o and H « line
fluxes to place constraints on the Ly a escape fraction and explore the

relationship between fe]gﬁ" and W, (Ly @) . At the end of the section

we investigate whether the scatter around the fe];'za - Wa(Ly o) rela-

Lya
T

tion is in part driven by an underlying correlation between f,. and

LyC
esc -

4.1 A non-evolving fésyca — W, (Ly ) relation out to z = 5

In the left-hand panel of Fig. 5 we plot felgz“ versus W, (Ly ) for our
final sample of N = 152 galaxies displaying Ly « in emission, along
with our best-fitting relation (dashed line). Assuming the standard
form of fe];)éa = A x Wy(Ly @) + B, we determine the best-fitting
relation to be:

= (38£03) x 103 Wy(Lye) - (10£0.7) x 107, (1)
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using the nested sampling algorithm py~NEsTY (Speagle 2020) with
flat parameter priors. Here, the best-fitting slope and intercept are
given by the median of the posterior distribution, with the 10 errors
designated as the 16" and 84™ (68%) percentiles. We find evidence
for a correlation at the = 100 level, with fggﬁ" increasing monoton-
ically from =~ 4% to ~ 19% over the range 10 < W (Ly @) < 50 A.
As expected, our best-fitting relation is consistent with f;;za: 0 at
Wiy a)=0.

In the right-hand panel of Fig. 5 we compare our new results to
those of previous studies in the literature. Our results are in good
agreement with the relation (red dashed line) derived by Sobral &
Matthee (2019) for a combined sample of z ~ 2.2-2.6 Ly « emitters
and lower-redshift z ~ 0 — 0.3 ‘high-redshift analogue’ galaxies
(including Green Pea galaxies, LyC leakers, and H « emitters; e.g.,
Hayesetal. 2013; Henry etal. 2015; Verhamme et al. 2017; Yangetal.
2017). Ourresults are also consistent with the stacking-based analysis
of N =99 Ly a emitters at a similar redshift to our sample (z ~ 4.9)
presented by Harikane et al. (2018). It can be seen from Fig. 5 that our
best-fitting relation has a somewhat lower normalisation than both
the Sobral & Matthee (2019) relation, and the binned Harikane et al.
(2018) data. However, the relations are consistent at the < 20" level
and, given the different selection and analysis techniques applied in
these other studies (i.e., stacking), we do not consider the offset to be
significant. Indeed, the normalisation and scatter of our individual
measurements seem fully consistent with the z = 2.6 Ly « emitters
presented in Pucha et al. (2022) and the z = 0 — 0.3 sample of Green
Pea galaxies from Yang et al. (2017).

As discussed in Sobral & Matthee (2019) (see also Harikane et al.
2018) the observed fod®— W (Ly @) relation will be influenced by
&ion and dust attenuation, both of which are linked to metallicity.
Given that these properties are known to evolve with redshift (Emami
et al. 2020; Matthee et al. 2016), the apparent non-evolution of the

eLsﬁ"— Wa(Ly @) relation shown in Fig. 5 is worthy of further con-
sideration.

Crucially, the z ~ 0 — 0.3 galaxy samples we compare to in
Fig. 5 have been deliberately selected to be analogues of high-redshift
SFGs, such as those comprising our z =~ 4 — 5 sample from VAN-
DELS. Using follow-up rest-frame optical spectroscopy of N = 33
VANDELS SFGs at z = 3, Cullen et al. (2021) measured metal-
licites spanning 12 +1og(O/H) =~ 7.6 — 8.2, comparable to the range
displayed by the Yang et al. (2017) Green Pea galaxy sample (also
included in the z ~ 0.3 sub-sample of Sobral & Matthee 2019).
We can further deduce that the low-redshift samples and our own
z = 4 -5 sample will have comparable &;,, as a result of their similar
metallicities (Cullen et al. 2020). Consequently, the lack of evolution
in the fg;}éa— W (Ly @) relation shown in Fig. 5, simply indicates
that the physical processes regulating the production and escape of
Ly a photons in high-redshift SFGs are comparable to those in low-
redshift analogues, deliberately selected to be a close match in terms
of metallicity, &jo, and dust attenuation.

We note that, due to the depth of the VANDELS spectroscopy, we
are able to trace the chsﬁ"— Wa(Ly @) relation for individual objects
for the first time at these redshifts, as well as extending the relation to
Wa(Ly )< 20 A, aregime previously only accessible to low-redshift
studies. Our analysis demonstrates that at z > 4 the fg;ﬁa— WaLly @)
relation extends down to W(Ly @)~ 2 — 3 A, with our fggﬁ” con-
straints at these low W (Ly @) values directly comparable to those
derived in the low-redshift Universe (Fig. 5).

Overall, our analysis indicates that the felg}cla — W (Ly a) relation
for SFGs at z =~ 4 — 5 is indistinguishable from that followed by
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Figure 5. The left-hand panel shows the relationship between fe];za and W, (Ly a) for the final sample of N = 152 VANDELS galaxies at 3.85 < zgpec < 4.85

with Wy (Ly @) > 0 A. The best-fitting relation is shown as the dashed line and fg;{" upper limits are shown as triangles (see text for details). The right-hand
panel shows a comparison between our new results and those of previous literature studies. The best-fitting relation from Sobral & Matthee (2019), based on the
combined sample of lower-redshift z ~ 0 — 0.3 ‘high-redshift analogue’ galaxies and z ~ 2.2 — 2.6 Lyman-alpha emitters (LAEs) (see Sobral et al. 2017 using
stacks; and Trainor et al. 2015 using binning; red squares and circles, respectively), is shown as a red dashed line. A compilation of literature results based on
LAE samples, including those from Harikane et al. (2018) (LAE stacks, blue circles) at comparable redshifts (z ~ 4.9), and constraints on individual z ~ 2.6
LAEs (purple diamonds) from Pucha et al. (2022), are also plotted. A sample of low-redshift (z ~ 0.3) Green Pea galaxies (Yang et al. 2017) are shown as green

crosses. The magenta square indicates the predicted fcﬁi" value at the median redshift of the sample, (zspec) = 4.36, according to the fciﬁ" — z relation of

Hayes et al. (2011).

their low-redshift analogues. This implies that the physical processes
determining the production and escape of Ly @ photons from low
metallicity, high &, galaxies do not vary significantly over ~ 11
Gyr (i.e., = 90 per cent) of cosmic time.

4.1.1 Average f;{" of Ly a emitters

It is interesting to compare our results for individual objects to pre-
vious constraints on the population averaged Ly a escape fraction.
Based on a compilation of Ly @, UV, and H a luminosity functions,
Hayes et al. (2011) determined that the redshift evolution of ( fJ;ﬁ“)
is well-described by a power law of the form o (1 + z)>27, with
<feLS{"> evolving from <feLS{“> ~0.0latz ~0.3 upto (feLS{“) ~0.4
at z ~ 6. At the median redshift of our final sample ({zspec) = 4.36),
the Hayes et al. (2011) relation predicts <feLS§") ~ (.13 which is
indicated by the purple data point in the right-hand panel of Fig. 5.

This average value is clearly in good agreement with the high
Wa(Ly @) objects in our sample, consistent with the fact that the
galaxies used to derive the Hayes et al. (2011) relation were typically
Ly o emitters with W (Ly @) > 20 A. Restricting our sample to ob-
jectswith Wy (Ly @) > 20 A we find a median value of <fe'g§“> ~0.12,
in excellent agreement with the Hayes et al. (2011) prediction. This
consistency is encouraging, given that the two estimates originate
from completely independent methods.

4.2 Connecting Ly @ and LyC escape

Although the results presented in Fig. 5 show a strong correlation
between felgﬁ“ and W, (Ly @), there is clearly a large amount of asso-
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ciated scatter (=~ 0.5 dex). Some fraction of this scatter is attributable

to measurement uncertainties, given that our individual estimates of
Lya
esc

we also expect intrinsic scatter in fel;za due to variations in the stel-
lar populations and dust/gas properties. One way of exploring the

are undoubtedly noisy. However, at a given value of W(Ly @)

range of felgﬁaat a given value of W (Ly @) is to investigate the link

L LyC
between fao. "and fag .

A growing body of literature has empirically established a strong
positive correlation between W, (Ly ) (i.e., felg}cla) and, fggzcin high-
redshift star-forming galaxies, either via direct measurements of LyC
emission (e.g., Marchi et al. 2018; Steidel et al. 2018; Pahl et al.
2021; Begley et al. 2022), or via indirect studies characterising the
Hr1 covering fraction (Shapley et al. 2003; Gazagnes et al. 2020;
Saldana-Lopez et al. 2022a). A similarly strong connection is also
observed at low redshifts (e.g., Vanzella et al. 2016; Verhamme et al.
2017; Flury et al. 2022b). This link can be explained by the similar
escape path of LyC and Ly « photons through low dust/H 1 column-
density channels (e.g., Dijkstra et al. 2016; Jaskot et al. 2019), a
picture supported by detailed radiative transfer simulations (e.g.,
Cen & Kimm 2015; Kimm et al. 2019).

Below, we use composites of our VANDELS spectra to explore
this connection further. Rather than using W,(Ly @) as a proxy for
fg;ﬁ", we can take advantage of our individual fggz“ escape estimates
to trace the connection between feLSZ“ and the properties of the ISM
measured from deep rest-frame FUV spectra. This in turn allows us to
connect the escape of Ly & and LyC photons using the correlation es-
tablished between the equivalent width of low-ionization-state FUV
ISM absorption lines and fg;zc by Saldana-Lopez et al. (2022a).
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Figure 6. The top panel shows an overlay of four composite VANDELS spectra. The dark grey composite is a stack of N = 111 VANDELS galaxies within
the redshift range 3.85 < zgpee < 4.95 that display Ly a in absorption (i e. Wiy o < 0). This composite is shown in all three panels. The red, orange and light

grey composites are constructed from three equally-occupied bins of fegc

(Ty 1f27< 0.025, T, :

0.025 < f;{“< 0.1and T3 : £2*> 0.1). The middle and

bottom panels show composites formed from objects with Wiy o > 25 A, that have been split into high- and low- fcsC sub-samples at a threshold of fcia >0.2.

This selection ensures that both composites have approximately the same equivalent width (A(W, (Ly @)) < 5 A) but widely different values of fesc

(see text

for details). Notable absorption features are highlighted with black vertical lines (e.g. Sin11260, Cu11334, O1/SinA1303, and SinnA1526).

4.2.1 Constructing VANDELS composite spectra

To maximise the available signal-to-noise of our VANDELS spectra
we create stacked FUV composites following a similar procedure to
that outlined in Cullen et al. (2019). To create the composite spectra
of a given ensemble of galaxies, we first shift each individual spec-
trum to the rest-frame using its spectroscopic redshift and normalise
to the median flux in the range 1420 < Arest < 1480 A. The indi-
vidual flux elements of each spectra are then binned onto the desired
wavelength grid of the final stack (1 A/pix). The flux of each pixel
in the composite spectrum is given by the median of the individual
fluxes after 30 outliers have been sigma clipped. The associated er-
ror spectrum is estimated by bootstrap re-sampling of the fluxes in
each wavelength bin, taking the standard deviation of each as the 10
uncertainty.

4.2.2 The strength of ISM absorption features

The top panel of Fig. 6 is an overlay of four composite spectra.
The dark-grey spectrum is a composite of the N = 111 VANDELS
galaxies within the redshift range 3.85 < zspec < 4.95 that dis-
play Ly« in absorption. The other three spectra are composites
obtained by splitting our final sample of N = 152 VANDELS galax-

ies with Ly « in emission into three equally occupied bins of felgﬁ"
(Ty =f2%< 0.025, T, = 0.025 <0< 0.1 and T3 =£2%> 0.1).

Some key features are immediately visible by eye. Compared to
the composite spectrum of galaxies displaying Ly @ in absorption,
it is clear that the Ly @ emission composites display progressively
weaker low-ionization-state ISM absorption lines as a function of
increasing fggi". The weak LIS ISM lines are a clear signature of a
low covering fraction’ of neutral H 1 gas, one of the key requirements
for an increased escape of Ly a/LyC photons (Reddy et al. 2016;
Saldana-Lopez et al. 2022b).

Although the LIS ISM features in the composite spectra shown

in Fig. 6 behave as expected, the correlation between fe];za and
Wa(Ly @) shown in Fig. 5 means that it is not clear which of the two
parameters is driving the observed trend. To investigate this issue,
we also create two composite spectra at fixed W (Ly @). By selecting

3 We highlight that the LIS lines are saturated and therefore act as trac-
ers of the covering fraction, C¢ (see also Section 4.2.4). For the Siu line
species, we measure Wiog(Sitr)/Wisye(Sim) < 1.6 + 0.5 for all three

elgﬁa—binned composites (top panel, Fig. 6). In the optically-thin regime
Wia60 (Sitr) /Wisye (Sim) = 6.0 (Shapley et al. 2003; Erb et al. 2010), which

is inconsistent with the data.

MNRAS 000, 1-12 (2023)



8  R. Begley et al.

0.00pr——1 7T L B N B | R B AR LR AR RS RARE AARAS RARRE AR AR BN (I
—0.25 f == KLCS Pahl+21 - ]
[ === This work —— j0.0
. _
—0.50 o ]
- /” —40.2
—0.75 - . 1
* 4
—1.25 . = 1
— 1.25 ° —_HV— 0.6

>, —1.50

R |
e
-~

See

\ o
04‘
PR |
SR
1
PR BT |
Wiis

3 7/
) 3 0.8
\—571.70 E |
B L ve e ]
200 | e 1T, v . X 11.0
& 5 | E 1 v v ]
L —295 VI 1F ' V4 ° ° 1.2
1F v v . ]
—2.50 v | =IO 015 x flye JF Ivl v 114
_975E | i I v Dijkstra+16 1E v 1 v v
3 | | Kimm-+22 —E I 1.6
—3.00E 7" I v = Maji+22 1F 7 v ]
ri | i —11.8
*3-20:# | WeVLLCS Flury+22 1F —{— WoVLLCS Flury+22 ]
7350:1.‘ R I B I N B2 SR B AR | U P S I S B BT U S B B B
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0 10 20 30 40 50 60 70 8 90 100 110
fcsc(Lya) W/\<Ly0[)/A

Figure 7. The left-hand panel shows the relationship between fclgic and fcﬁi" based on the composite spectra shown in Fig. 6, where fclgic has been estimated

based on Wi 1s measurements (shown on the secondary y-axis on the right-hand side) using the Wi js — fg;ﬁcrelation from Saldana-Lopez et al. (2022a). The three

composites based on equally-occupied bins of feLsﬁ" are shown as purple squares, while the high- and low- jélgia

composites at a constant value of W, (Ly «) are
shown as red and blue hexagons. The fe};ia and fg;ic data from the LzL.CS sample for strong Lyman continuum emitters (LCEs), weak LCEs and non-emitters are
shown as small filled black, filled grey and open grey markers, respectively (typical uncertainties are shown in the lower right, see Flury et al. 2022a,b, for further
details). Simulation-derived fe];ﬁ" - elgﬁc relations are shown as green lines (Dijkstra et al. 2016, dash-dotted; Kimm et al. 2022, dotted; Maji et al. 2022, dashed).
The 1:1 relation is shown as thick grey line and fé;}clcz 0.15x% f;;zais shown as a dashed black line. The right-hand panel shows the same composite-based feﬁﬁc
constraints as a function of Wy (Ly @), including values for the LzLCS sample. The W (Ly a)— fg;{c relation derived at z ~ 3 from the KLCS (Pahl et al. 2021)
is shown as the dashed blue line, with the blue markers indicating constraints for composite KLCS spectra as a function of W (Ly «). The dashed black line

shows the relationship fe];}c'cz 0.0005 feLSi“, derived by combining our best-fitting felgﬁa—W,l(Ly «) relationship (see Fig. 5) with fe]gZC: 0.15 feLsia.

all galaxies with W (Ly @) > 25 A and splitting into high- fgg)éa and of the line, typically spanning +4500 km 571 (z 20 A). Uncertainties
low- £2® sub-sets at a threshold of fiX*> 0.2, it was possible to  were calculated using a Monte Carlo procedure.
produce two composites with similar W (Ly @) and sufficiently high

signal-to-noise to allow measurements of the LIS absorption features.

. L; Lo
The high- fgg)é @ and low- felgz" composites are shown in the middle 4.2.4 The connection between feszaand the ISM ionization state
. . . L .
and bottom panel of Fig. 6, respectively. The high- feg “ composite Qualitatively, it can be seen from Fig. 6 that the low-ionization

contains N = 13 galaxies with median (and opzap) values of
Lya, _ _ H
{fese ) =041 £ 0.18 and (Wa(Ly @)) = 44.1 £21.9 A. The low- than in the low—fggza composite. In addition, the high-ionization

L . . . . L
Jese' composite contains N = 22 galaxies with (fee ") = 0.11£0.07  §j1v111393, 1402 and blended C 1vA11548, 1550 absorption lines
and (W, (Ly @)) = 39.7+ 19.1 A,

ISM lines are somewhat weaker in the high- fj;ﬁ“ composite

appear to be more prominent in the high- felgﬁ" composite. That is, at

fixed W (Ly «), galaxies with higher feLSZ“ appear to show signatures
) ) consistent with having a lower covering fraction of neutral gas and a
4.2.3 LIS equivalent widths higher covering fraction of ionized gas.

For each spectrum, we measure equivalent widths for the Si 111260, Using the procedure outlined above, we measure equivalent widths

. . L .
C 141334, and the O 111303+Si 1111303 low-ionization state ISMab-  for the Si1vA11393,1402 doublet in the hlgh-fesia composite of
sorption features (with the final feature blended due to the VANDELS Wi393(Sitv) = 1.36 + 0.33 A and Wigpo(Sitv) = 1.23 £ 0.34 A.

R =~ 600 spectral resolution; see Fig. 6). The equivalent widths are Similarly, in the low- fggﬁ" composite we measure Wy393(Sitv) =
calculated numerically according to the following equation: 0.74 +0.31 A and Wy402(Sitv) = 0.51 +0.20 A.

The line ratio in the Si1ivA41393, 1402 doublet can be used to

Wiis = / (1 - &) da, (8) infer whether it originates from optically thin or optically-thick

Jeont ISM gas. In the optically-thin regime, the doublet ratio will be

Wi393(Sitv)/Wig02(Sitv)~ 2 (Shapley et al. 2003; Berry et al.
2012), whereas ratios of Wi393(Sitv)/Wig0(Sitv) =~ 1 are in-
dicative of saturated lines arising from an optically thick, high-

where fops 1s the flux density of observed spectrum, feont is the
underlying stellar continuum flux density, and A4 is the width of the
region over which the numerical integration is performed, which we

set to a default value of £500kms~!. The values of A1 and A are ionization-state ISM. For the high- and low—feLsi" composites we
manually adjusted for each line measurement to account for velocity find doublet ratios of Wy393(Si1v)/Wyap2(Sitv) = 1.1 £ 0.4 and
offsets or nearby noise spikes. The stellar continuum component is W1393(Sitv)/Wiapa(Sitv) = 1.45 + 0.8, respectively. For the low-
calculated by fitting a f o A8 power law to the continuum either side feLsﬁ“ composite we are clearly unable to conclude anything regarding
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optical depth, as the doublet ratio is fully consistent with both the
optically thin and optically-thick regimes. On the other hand, despite
the obvious uncertainty, the high- fe];z“ doublet ratio is more con-
sistent with saturation, providing evidence of a more-highly ionized
ISM environment in the galaxy composite with higher felgza.

This conclusion is further strengthened by comparing the UV
spectral slopes of the high- and low- feﬁ?’ composites. Fitting a
power-law of the form f; o« A8, we find the high- felg}cla compos-

ite (8 = —1.8 £ 0.2) to be bluer than its low- fg;ia counterpart
(B = —1.4 £0.1). This spectral slope difference is consistent with
recent results (see Gazagnes et al. 2020; Begley et al. 2022) indi-
cating that galaxies with bluer UV slopes are more likely to display

more-highly ionizing environments (and higher fff;ZC).

4.2.5 The connection between fg;{a and fg;ic

Recently, Saldana-Lopez et al. (2022a) have identified a strong re-

lationship between felgzcand the equivalent width of low-ionization
absorption lines (W 1g), calibrated using the LzL.CS dataset (see also
Chisholm et al. 2018; Gazagnes et al. 2020). Using this relationship,

we are able to estimate the value of feI;{C for the composite spectra
shown in Fig. 6.

We calculate the inverse-variance weighted mean across the
Sina1260, Cna1334, 0111303+Si 1141303 and the SinA1526 fea-
tures®. For the three composite spectra shown in the upper panel of
Fig. 6, we measure values of W jg = 1.84+0.12 A,1.13+£0.12 A and

0.78 +0.17 A, in order of increasing feLS{". Likewise, for the high-

eLsﬁ" and low- felg}cla composites shown in the roniddle and bottomopan—
els of Fig. 6, we measure Wy g = 0.40+0.17 Aand 0.80+0.15 A, re-
spectively. We show the corresponding values of f;;ﬁcin the left-hand

panel of Fig. 7, having employed Eqn. 11 from Saldana-Lopez et al.
(2022a) to map between Wy s and felgzc. For galaxies at z ~ 4 — 5,

our results indicate that feLSZ“ and f;;zc are positively correlated
Lya

and follow a relationship of the form fe];)écz 0.15fese - Crucially,

L L S . .
we can be confident that the fes)éc— Y Trelation is not being driven

by Wa(Ly @), given that the feI;{C and fg;%a values derived for the
two equal-W,(Ly @) composites follow the same relation (red and
blue hexagons in Fig. 7). We discuss the physical interpretation and
implications of this result in Section 5.

4.2.6 Comparing f;‘szc inferred from Wy 1s to direct f;‘szc
observations at 7 > 3

Finally, in the right-hand panel of Fig. 7 we compare the
eI;{C—W,l(Ly «) relationship of our z ~ 4 — 5 sample, as estimated
from LIS absorption-line strength, to more direct measurements at

low and high redshift. Our results are consistent with a relation of
the form f-2C= 0.0005W,(Ly @) (black dashed line), which is sim-
ply the result of combining the fé;ﬁ"—WA (Ly @) relation shown in

4 These lines represent a subset of the full suite of LIS features originally
employed in Saldana-Lopez et al. (2022a). Specifically, we do not include
measurements of the SinA989, SinA1020, and SinAA1190, 1193 features
and in turn avoid potential systematic biases that may arise from the need
to correct for the impact of IGM+CGM absorption blueward of Ly . We
also exclude the Si121526 absorption feature from the high- fe];{a composite
spectra due to a suspected noise spike in the immediate wavelength vicinity
affecting the measurement.
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Fig. 5 with the f2C— Ly

Fig. 7. As expected, given the origin of the Wy g— f;gzccalibration
from Saldana-Lopez et al. (2022a), our results are consistent with the
g;ﬁc— Wa(Ly @) measurements from the low-redshift LzZLCS survey
at z = 0.2 — 0.4 (Flury et al. 2022a), both in terms of normalisation
and scatter.
In contrast, our new results are systematically lower than the

eLSXC— Wa(Ly @) relation derived by Pahl et al. (2021). The

Wally a)— feI;{C constraints from Pahl et al. (2021) are based on
direct measurements of W (Ly @) and LyC flux from extremely deep
spectra of galaxies at z =~ 3 (KLCS survey; Steidel et al. 2018)
and correspond to feLSZC: 0.0053W (Ly @) (blue dashed line). Al-

though our new results at z ~ 4 — 5 follow a fc];)éC—W,l(Ly ) re-
lation with the same functional form, the use of the low-redshift
Wiis— feI;chalibration from Saldana-Lopez et al. (2022a) leads to a
normalisation that is a factor of ~ 10 lower.

To confirm the presence of this normalisation discrepancy, we con-
struct an additional composite VANDELS spectrum from the upper-
Wi(Ly @) sub-sample defined in Begley et al. (2022) (with SFGs
in the redshift range 3.35 < zgpec < 3.95 and W (Ly @) spanning

—6A < Wi(Lya) <93A), and measure fel;zcz 0.005 (correspond-
ing to Wy s =~ 1.2 A), following the same method detailed in Section

4.2.5. Comparing with the direct photometry-based constraint of

LyC . .
I= 0.12‘:%'_(()5t measured in Begley et al. (2022), we again find

independent evidence for a significant (factor 2 10 — 20) normal-

relation shown in the left-hand panel of

isation offset at z > 3 between indirect feﬁﬁc estimates (using the

LyC
fy

low-redshift felg}éc— Wi s calibration) and direct estimates of fogp

from deep U-band imaging/spectroscopy.

To achieve consistency, it seems likely that the normalisation of
the Wy s— felgzcrelation must evolve with redshift to permit signifi-
cantly higher values of fe];{a for a given value of Wy 15. The offset
in normalisation was previously noted and discussed in detail by
Saldana-Lopez et al. (2022a). In Section 5 we provide a brief review
of the systematics that are likely to be responsible.

5 DISCUSSION

The results presented in Fig. 5 demonstrate that our sample of z ~
4 -5 galaxies displays a fe];za—W/l (Ly @) relation that is very similar
to the relation observed at lower redshifts. We also show in Fig. 6
that some of the scatter around this relationship is connected to
a genuine range in fg;ﬁa at a given value of W (Ly a). This figure
demonstrates that empirically, composite spectra binned as a function
of fg;ﬁ“ display the expected anti-correlation between ffk{“ and the
depth of the LIS absorption features that are believed to be tracers of

ff;ﬁc(and feLsi"). Based on a low-redshift calibration between Wy s
and felgchrom Saldana-Lopez et al. (2022a), the results presented in

the left-hand panel of Fig. 7 show that felgzc and fg;{" are strongly
correlated, following a relation consistent with fg;zc'—v 0.15 feiﬁf’.

Importantly, the results derived from the composite spectra designed
to have the same W (Ly «) indicate that this correlation is not being
driven by a secondary correlation between feLsi" and W, (Ly @).
These results are qualitatively consistent with the predictions of
so-called ‘picket-fence’ models, in which the geometry and physical
conditions of the ISM gas in the immediate vicinity of star-forming
regions play a decisive role in governing the escape of ionizing and
Ly @ photons (Shapley et al. 2003; Chisholm et al. 2018; Gazagnes
et al. 2020). These models suggest felgzcis primarily dictated by the
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covering fraction of optically thick H 1 gas (CJ}CI 1), with LyC and Ly «

photons escaping through channels of low-column-density and/or
high-ionization-state gas. These channels become more abundant
with decreasing C?I, leading to a fe]gzcoc (1- C;“) relationship
(Verhamme et al. 2017; Steidel et al. 2018; Saldana-Lopez et al.
2022a).

Our results are, to first order, also consistent with the overall trends
expected from simulations. In the left-hand panel of Fig. 7 we show
the predictions of three independent simulations. The dashed green
line shows the fe];za— g;zc relation from Maji et al. (2022), based on
the SPHINX suite of cosmological radiation-hydrodynamical sim-
ulations (Rosdahl et al. 2018). The dash-dotted green line shows
the relation from Dijkstra et al. (2016), derived from a suite of
clumpy ISM models covering a wide range of physical conditions.
Finally, the dotted green line shows the relation from the Kimm
et al. (2022) high-resolution simulations of giant molecular clouds,

including stellar feedback, that suggest a steeper relationship of the

LyC _ (fLya)3_7

form for = (fose . All three studies show trends qualitatively

consistent with our results, albeit with offsets in absolute felg)clc val-
ues. The Maji et al. (2022) relation appears to imply that a threshold

of fc];)cmz 0.2 must be met before LyC leakage can occur, inconsis-

tent with our low- feLS{" constraints. However, Maji et al. (2022) also
show that a number of their simulated galaxies do occupy this region
of f;{“— felgcharameter space and that there is generally a large
amount of scatter in the relation, consistent with the low-redshift
observations.

A final issue that merits discussion is the offset in absolute

fe];zc inferred indirectly from low-ionization FUV absorption lines

and direct estimates of fggicat z > 3 (Steidel et al. 2018; Pahl et al.
2021; Begley et al. 2022). This issue has been explored in detail by
Saldana-Lopez et al. (2022a) and we refer the reader to that paper for
a thorough discussion. However, there are three obvious systematic
effects that are worth briefly discussing here.

Firstly, in general, it is worth remembering that the Wy g — fg;%c
relation used here was calibrated using a sample of rare, low-redshift
LCE candidates from the LzL.CS (Saldana-Lopez et al. 2022a). These
galaxies will not be perfect analogues for the z > 3 star-forming pop-
ulation in terms of evolutionary stage, star-formation rate, metallicity
or dust enrichment. As such, it is not unreasonable to think that the
appropriate absolute calibration of the Wy g — fg;zc at z > 3 may
well be significantly different from that which is appropriate at low
redshifts.

A second potentially important systematic is the choice of model
used to describe the ISM gas geometry. In the ‘holes’ geometry
adopted by Pahl et al. (2021), the dust and H1 gas reside in pock-
ets around star-forming regions and are optically thick to ionizing
radiation. In this geometry, the LyC escape fraction is simply given
as eLSZC= (1-c I;l), where C I)}“ is the covering fraction of neutral
hydrogen gas. Recently, Chisholm et al. (2018) have suggested that

this model, by not considering the effects of dust outside the optically
thick gas clumps, typically overestimates feI;{C (e.g., see also Gaza-
gnes et al. 2020; Kakiichi & Gronke 2021). Accounting for this could
potentially lower the feLsﬁC estimates presented in Pahl et al. (2021).
However, we note that the feﬁﬁcz (1-C ]];I T) approximation should
be valid at the high W,(Ly «) values we are considering here, since
these galaxies are generally expected to have low dust attenuation.
Indeed, Saldana-Lopez et al. (2022a) conclude that this geometric
consideration is insufficient to reconcile the j‘;{c estimates.

Finally, it is clear that the choice of dust attenuation law can have a
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strong systematic impact on the derived values of felg}clc(e.g., Begley
et al. 2022). Indeed, Saldana-Lopez et al. (2022a) note that their
Wis — fe];)clc calibration would predict felgﬁc values that are higher
by up to a factor 1.5, if they switch from the Reddy et al. (2016)
dust attenuation law to a steeper SMC-like law (e.g., Gordon et al.
2003), which would be closer to the assumptions employed by Pahl
et al. (2021) at high W(Ly @). However, even in this case, the offset
between the two estimates of fé;}clc would still be a factor of = 6.
Ultimately, a combination of all of these different factors is likely
to be having an impact. However, it is worth noting that, although
the absolute fe];zc values are subject to potentially large systematic
uncertainties, the relative values should be much less affected. Con-
sequently, our conclusion that fg;{n and felg}écare strongly correlated,
and that the correlation is not driven by varying W,(Ly @), should
still be robust, regardless of the exact normalization of either value.

6 SUMMARY

We have presented the results of a study exploring the connection
between the Lya escape fraction ( felgza) and the Lyman continuum
escape fraction ( fé;ﬁc) for a sample of N = 152 SFGs selected
from the ESO VANDELS spectroscopic survey (McLure et al. 2018;
Pentericci et al. 2018; Garilli et al. 2021) at 3.85 < zgpec < 4.95.
We combine measurements of W(Ly @) from ultra-deep, rest-
frame FUV VANDELS spectra with H a equivalent widths derived
from IRAC 3.6 um flux-excess measurements to estimate individual
fégza values for our full sample. We also employ composites of
the VANDELS spectra to investigate the FUV spectral features as a
function of fe]ia controlling for variations in W, (Ly @). From these
composites, we measure the equivalent width of low-ionization-state
ISM absorption features (Wp1g) to place constraints on fel;zc using

a low-redshift Wy 1s— feLSZC calibration presented in Saldana-Lopez
et al. (2022a). Our main results can be summarised as follows:

(i) We find a positive correlation between feI;{“ and W (Ly a)
(= 100 significance), in which fe];)cla monotonically increases
from f2% ~ 0.04 at Wa(Lya) = 10 A to £2% ~ 0.1 at

esc
Wa(Lya) = 25 A. This represents the first measurement of the

;Z”— WLy @) relation at z > 4 using individual fe];z“ estimates.

(ii) We show that the felgﬁ"— Wa(Ly ) relation does not evolve
strongly from z = 0 to z = 5, and that the correlation holds down
to Wi(Ly @)= 0 A. Our results imply that the physical processes
regulating the production and escape of Ly @ photons from low
metallicity, high &, Lya emitters do not change significantly
across = 90 per cent of cosmic history.

(iii) Using composite spectra, we show that as fe];za increases
the strength of low-ionization-state ISM absorption lines decreases,
consistent with a decrease in the covering fraction of neutral Hr gas.

(iv) Using the relationship between the equivalent width of low-

ionization absorption lines (W 1g) and fe';ZC derived from low red-
shift galaxies in the LzL.CS survey (Saldana-Lopez et al. 2022a), we
find that £2C~ 0.15 2% Crucially, by constructing high- and low-
fg;zacomposite spectra with the same W (Ly @), we demonstrate
that the fidC— 3@
correlation between felgz" and W, (Ly ).

(v) We find that, at a given value of W(Ly @), the absolute fe];zc

values inferred from the low-redshift Wy jg— feLSZC calibration are a

relation is not being driven by a secondary

. L
factor of > 10 lower than recent direct measurements of feszc at



z > 3 (e.g., Steidel et al. 2018; Pahl et al. 2021; Begley et al. 2022).
This is similar to the offset reported in Saldana-Lopez et al. (2022a).
A number of systematic considerations may explain the discrepancy,
but they remain to be fully understood. We argue that caution must

therefore be used in inferring absolute values of f;gzc from Wy g
measurements at high-redshift.

In the future, JWST will offer improvements via direct spectro-
scopic and/or more accurate photometric H @ measurements, which

will lead to better constraints on fe];za for larger numbers of individ-
ual galaxies.
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