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ABSTRACT

Algorithmic fairness plays an increasingly critical role in machine learning re-
search. Several group fairness notions and algorithms have been proposed. How-
ever, the fairness guarantee of existing fair classification methods mainly depends
on specific data distributional assumptions, often requiring large sample sizes,
and fairness could be violated when there is a modest number of samples, which
is often the case in practice. In this paper, we propose FaiREE, a fair classifica-
tion algorithm that can satisfy group fairness constraints with finite-sample and
distribution-free theoretical guarantees. FaiREE can be adapted to satisfy various
group fairness notions (e.g., Equality of Opportunity, Equalized Odds, Demo-
graphic Parity, etc.) and achieve the optimal accuracy. These theoretical guaran-
tees are further supported by experiments on both synthetic and real data. FaiREE
is shown to have favorable performance over state-of-the-art algorithms.

1 INTRODUCTION

As machine learning algorithms have been increasingly used in consequential domains such as
college admission Chouldechova & Roth (2018), loan application Ma et al. (2018), and disease
diagnosis Fatima et al. (2017), there are emerging concerns about the algorithmic fairness in re-
cent years. When standard machine learning algorithms are directly applied to the biased data
provided by humans, the outputs are sometimes found to be biased towards certain sensitive at-
tribute that we want to protect (race, gender, etc). To quantify the fairness in machine learn-
ing algorithms, many fairness notions have been proposed, including the individual fairness no-
tion Biega et al. (2018), group fairness notions such as Demographic Parity, Equality of Op-
portunity, Predictive Parity, and Equalized Odds (Dieterich et al., 2016; Hardt et al., 2016; Ga-
jane & Pechenizkiy, 2017; Verma & Rubin, 2018), and multi-group fairness notions including
multi-calibration Hébert-Johnson et al. (2018) and multi-accuracy Kim et al. (2019). Based on
these fairness notions or constraints, corresponding algorithms were designed to help satisfy the
fairness constraints (Hardt et al., 2016; Pleiss et al., 2017; Zafar et al., 2017b; Krishnaswamy
et al.,, 2021; Valera et al., 2018; Chzhen et al., 2019; Zeng et al., 2022; Thomas et al., 2019).

Among these fairness algorithms, post- > ///

processing is a popular type of algo- 0zs
rithm which modifies the output of the Soz0 T Haein,
model to satisfy fairness constraints. How- Sos=
ever, recent post-processing algorithms are [ . .
found to lack the ability to realize accu- 008 010 012 01 o1 o8 0,640 0.645 0650 9855 0.650 0565 0670
racy—fairness trade-off and perform poorly Figure 1: Comparison of FairBayes and FaiREE on the syn-
when the sample size is limited (Hardt thetic data with sample size = 1000. See Table 2 for detailed
et al., 2016; Pleiss et al., 2017). In ad- numerical results. Left: DEOO v.s. «, Right: DEOO v.s.
dition, since most fairness constraints are Test accuracy. Here, DEOQO is the degree of violation to
Non-convex, Some papers propose con- fairqess cons.traint Equality of Opportunity and « is the pre-
vex relaxation-based methods Zafar et al. specified des1red'level tq upper bound DEOQ for both meth-
(2017b); Krishnaswamy et al. (2021). This ods. See Eq. (1) in Section 2 for a more detailed definition.
type of algorithms generally do not have

the theoretical guarantee of how the output satisfies the exact original fairness constraint. Another
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line of research considers recalibrating the Bayes classifier by a group-dependent threshold (Valera
et al., 2018; Chzhen et al., 2019; Zeng et al., 2022). However, their results require either some
distributional assumptions or infinite sample size, which is hard to verify/satisfy in practice.

In this paper, we propose a post-processing algorithm FaiREE that provably achieves group fairness
guarantees with only finite-sample and free of distributional assumptions (this property is also called
“distribution-free” in the literature (Maritz, 1995; Clarke, 2007; Gyorfi et al., 2002)). To the best of
our knowledge, this is the first algorithm in fair classification with a finite-sample and distribution-
free guarantee. A brief pipeline of FaiREE is to first score the dataset with the given classifier, and
select a candidate set based on these scores which can fit the fairness constraint with a theoretical
guarantee. As there are possibly multiple classifiers that can satisfy this constraint, we further de-
velop a distribution-free estimate of the test mis-classification error, resulting in an algorithm that
produces the optimal mis-classification error given the fairness constraints. As a motivating exam-
ple, Figure 1 shows that applying state-of-the-art FairBayes method in Zeng et al. (2022) on a dataset
with 1000 samples results in substantial fairness violation on the test data and incorrect behavior of
fairness-accuracy trade-off due to lack of fairness generalization. Our proposed FaiREE improved
fairness generalization in these finite sample settings.

Additional Related Works. The fairness algorithms in the literature can be roughly categorized
into three types: 1). Pre-processing algorithms that learn a fair representation to improve fairness
(Zemel et al., 2013; Louizos et al., 2015; Lum, 2016; Adler et al., 2018; Calmon et al., 2017; Gordal-
izaet al., 2019; Madras et al., 2018; Kilbertus et al., 2020) 2). In-processing algorithms that optimize
during training time (Calders et al., 2009; Woodworth et al., 2017; Zafar et al., 2017b;a; Agarwal
etal., 2018; Russell et al., 2017; Zhang et al., 2018; Celis et al., 2019) 3). Post-processing algorithms
that try to modify the output of the original method to fit fairness constraints (Kamiran et al., 2012;
Feldman, 2015; Hardt et al., 2016; Fish et al., 2016; Pleiss et al., 2017; Corbett-Davies et al., 2017;
Menon & Williamson, 2018; Hébert-Johnson et al., 2018; Kim et al., 2019; Deng et al., 2023).

The design of post-processing algorithms with distribution-free and finite-sample guarantees gains
much attention recently due to its flexibility in practice Shafer & Vovk (2008); Romano et al. (2019),
as it can be applied to any given algorithm (eg. a black-box neural network), and achieve desired
theoretical guarantee with almost no assumption. One of the research areas that satisfies this property
is conformal prediction (Shafer & Vovk, 2008; Lei et al., 2018; Romano et al., 2019) whose aim is
to construct prediction intervals that cover a future response with high probability. In this paper, we
extend this line of research beyond prediction intervals, by designing classification algorithms that
satisfy certain group fairness with distribution-free and finite-sample guarantees.

Paper Organization. Section 2 provides the definitions and notations we use in the paper. Section 3
provides the general pipeline of FaiREE. In Section 4, we further extend the results to other fairness
notions. Finally, Section 5 conducts experiments on both synthetic and real data and compares with

several state-of-art algorithms to show that FaiREE has desirable performance '.

2 PRELIMINARY

In this paper, we consider two types of features in classification: the standard feature X € X, and
the sensitive attribute, which we want the output to be fair on, is denoted as A € A = {0, 1}. For the
simplicity of presentation, we consider the binary classification problem with labels in ) = {0, 1}.
We note that our analysis can be similarly extended to the multi-class and multi-attribute setting.
Under the binary classification setting, we use the score-based classifier that outputs a prediction

Y =Y (z,a) € {0,1} based on a score function f(z,a) € [0,1] that depends on X and A:

Definition 1. (Score-based classifier) A score-based classifier is an indication function Yy =
¢(x,a) = 1{f(z,a) > c} for a measurable score function f : X x {0,1} — [0,1] and some
threshold ¢ > 0.

To address the algorithmic fairness problem, several group fairness notions have been developed in
the literature. In the following, we introduce two of the popular notions, Equality of Opportunity
and Equalized Odds. We will discuss other fairness notions in Section A.8 of the Appendix.

Equality of Opportunity requires comparable true positive rates across different protected groups.

'Code is available at https://github.com/lphLeo/FaiREE
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Definition 2. (Equality of Opportunity (Hardt et al., 2016)) A classifier satisfies Equality of Oppor-
tunity if it satisfies the same true positive rate among protected groups: Pxa—1y—1(Y = 1) =

IPX|A:0,Y:1(}/} =1).

Equalized Odds is an extension of Equality of Opportunity, requiring both false positive rate and
true positive rate are similar across different attributes.

Definition 3. (Equalized Odds (Hardt et al., 2016)) A classifier satlsﬁes Equalized Odds lf it satisfies
the following equality: Px|a—1,y— 1(Y 1) = IF’X‘A_O’y_l(Y = 1) and Px|s—1,y= O(Y 0) =

]P’X|A=0,Y=0(Y =0).

Sometimes it is too strict to require the classifier to satisfy Equality of Opportunity or Equalized
Odds exactly, which may sacrifice a lot of accuracy (as a very simple example is f(z,a) = 1).
In practice, to strike a balance between fairness and accuracy, it makes sense to relax the equality
above to an inequality with a small error bound. We use the difference with respect to Equality of
Opportunity, denoted by DEOQ, to measure the disparate impact:

DEOO = PX\A:I,Y:I(? =1) - PX|A:O,Y:1(? =1). (D

For a classifier ¢, following (Zeng et al., 2022; Cho et al., 2020), [DEOO(¢)| < « denotes an
a-tolerance fairness constraint that controls the difference between the true positive rates below a.

Similarly, we define the following difference with Equalized Odds. Since Equalized Odds, the
difference is a two-dimensional vector:

DEO = (]P’X\A:LY:l(}A/ = 1)*IP’X|A:0,Y:1(? = 1)7PX\A:1,Y:O(S} = 1)*]P’X|A:0,Y:0(? =1)).

For notational simplicity, we use the notation < for the element-wise comparison between vectors,
that is, DEO = (a1, az) if and only if Pxja—1y—1(Y = 1) = Pxja—oy=1(Y = 1) < oy and
Pxja=1,y=0(Y =1) = Pxja—oy=o(Y = 1) < an.

Additional Notation. We denote the proportion of group a by p, := P(A = a) for a € {0,1}; the
proportion of group Y = 1 conditioned on A for py,, := P(Y = 1| A = a); the proportion of
group Y = 1 conditioned on A and X for n,(z) :=P(Y =1| A =a, X = z). Also, we denote by
Px (x) and Px|s—q,y—, () respectively the distribution function of X and the distribution function
of X conditioned on A and Y. The score function of standard Bayes-optimal classifier without
fairness constraint is defined as ¢*(x,a) = 1{f*(z,a) > 1/2}, where f* € argmin;[P(Y #
1{f(z,a) > 1/2})]. We denote vy as the k" ordered value of sequence v in non-decreasing
order. For a set T, we denote sort(T) as a function that returns 7 in non-decreasing order. For a
number a € R, we use [a] to denote the ceiling function that maps a to the least integer greater than
or equal to a. For a positive integer n, we use [n] to denote the set {1, 2, ...,n}.

3 FAIREE: A FINITE SAMPLE BASED ALGORITHM

In this section, we propose FaiREE, a general post-processing algorithm that produces a Fair clas-
sifier in a finite-sample and distribution-fREE manner, and can be applied to a wide range of group
fairness notions. We will illustrate its use in Equality of Opportunity as an example in this section,
and discuss more applications in later sections.

3.1 THE GENERAL PIPELINE OF FAIREE

Suppose we have dataset S = S%9 U SO U S0 U ST where S¥¢ = {29, ... 2¥.} is the
set of features associated with label Y = y € {0,1} and protected attribute AZac {0,1}. We
denote the size of SY'* by n¥:¢ Throughout the paper, we assume that 2“7 € {1,...,n¥*} are

independently and identically distributed given Y =y, A = a. We define n = n®0 + n0 4 pl0 4
nb! to be the total number of samples. Our goal is to post-process any given classifier to make it
satisfy certain group fairness constraints.

FaiREE is a post-processing algorithm that can transform any pre-trained classification function
score f in order to satisfy fairness constraints. In particular, FaiREE consists of three main steps,
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scoring, candidate set construction, and candidate selection. See Figure 2 for an illustration. We
would like to note that the procedure that first chooses a candidate set of tuning parameters and then
selects the best one has been commonly used in machine learning, such as in Seldonian algorithm
framework to control safety and fairness Thomas et al. (2019); Giguere et al. (2022); Weber et al.
(2022), the Learn then Test framework for risk control Angelopoulos et al. (2021), and in high-
dimensional statistics Wang et al. (2022).

Y=1 i Y=0
i
A=1 ' OO
OOOE_ O 00 0
bosmoets
L0014 &M
og°} © O
!
; Step 1: Step 2: Step 3:
Detfa Preparation Scoring Candidate Set Construction ~ Candidate Selection

Figure 2: A concrete pipeline of FaiREE for Equality of Opportunity. Edges in Step 2 represent the selected
candidate pair and the red edge in Step 3 represents the final optimal candidate selected from all the edges.
Each pair represents two different thresholds of a single classifier.

Step 1: Scoring. FaiREE takes input as 1). a given fairness guarantee G, such as Equality of
Opportunity or Equalized Odds; 2). an error bound «, which controls the violation with respect to
our given fairness notion; 3). a small tolerance level §, which makes sure our final classifier satisfies
our requirement with probability at least 1 — §; 4). a dataset S.

For scoring, we first apply the given classifier f to S¥** and denote the outcome ¢/ := f(z/*)
as scores for each sample. These scores are then sorted within each subset in non-decreasing order
respectively and obtain 7% = {t{}},...,t{, . }.

Step 2: Candidate Set Construction. We first present a key observation for this step, which holds
for many group fairness notions such as Equality of Opportunity, Equalized Odds (see details of
more fairness notions in Section 3.2):

Any classifier can fit the fairness constraint with high probability by setting the decision threshold
appropriately, regardless of the data distribution.

The insight of this observation comes from recent literature on post-processing algorithms and
Neyman-Pearson classification algorithm (Fish et al., 2016; Corbett-Davies et al., 2017; Valera et al.,
2018; Menon & Williamson, 2018; Tong et al., 2018; Chzhen et al., 2019). Under Equality of Op-
portunity, this observation is formalized in Proposition 1. We also establish similar results under
other fairness notions beyond Equality of Opportunity in Section 3.2. From this observation we
can build an algorithm to calculate the probability that a classifier f with a certain threshold will
satisfy the fairness constraint: Diffg(f) < «, where Diffg(f) is a generic notation to denote the
violation rate of f under some fairness notion G. Then we choose the classifiers with the probability
P(Diffg(f) > «) < § as our candidate set C. This candidate set consists of a set of threshold
values, with potentially different thresholds for different subpopulations.

Step 3: Candidate Selection. Furthermore, as there might be multiple classifiers that satisfy the
given fairness constraints, we aim to choose a classifier with a small mis-classification error. To do
this, FaiREE estimates the mis-classification error err(f) of the classifier f, and chooses the one
with the smallest error among the candidate set constructed in the second step.

In the rest part of the section, as an example, we consider Equality of Opportunity as our target
group fairness constraint and provide our algorithm in detail.

3.2 APPLICATION TO EQUALITY OF OPPORTUNITY

In this section, we apply FaiREE to the fairness notion Equality of Opportunity. The following two
subsections explain the steps Candidate Set Construction and Candidate Selection in detail.
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3.2.1 CANDIDATE SET CONSTRUCTION

We first formalize our observation in the following proposition. Using the property of order statis-
tics, the following proposition states that it is sufficient to choose the threshold of the score-based
classifier from the sorted scores to control the fairness violation in a distribution-free and finite-
sample manner. Here, kL4 is the index from which we select the threshold in 714,

Proposition 1. Consider k** € {1,...,n'%} for a € {0,1}, and the score-based classifier
1,a

¢(z,a) = 1{f(x,a)) > t%’ﬁ’“)}' Let g1(k,a) = E[nzk (n;’“)(Ql,ka —a)i(l — (Qit—a —

a))nl’“—j} with lea ~ Beta(kj, nbe — k4 1), then we have:
P(IDEOO(¢)| > a) < g1 (k"*,1) + g1 (k*°,0).

Additionally, if tb"ﬂ,a) is a continuous random variable, the inequality above becomes tight equality.

Here, g1 is a function constructed using the property of order statistics so that g; (k! 1) and
g1(k19,0) upper bound P(DEOO(¢) > a) and P(DEOO(¢) < —a) respectively. We note
that g; can be efficiently compute using Monte Carlo simulations. In our experiments, we approx-
imate g; by randomly sampling from the Beta distribution for 1000 times and achieve satisfactory
approximation. This proposition ensures that the D EOO of a given classifier can be controlled with
high probability if we choose an appropriate threshold value when post-processing.

Based on the above proposition, we then build our classifiers for an arbitrarily given score function
f as below. We define L(k'° kY1) = gy (kb1 1) 4+ g1(k1°,0). Recall that the error tolerance
is o, and § is the tolerance level. Our candidate set is then constructed as K = {(k%9 kb)) |
LK, k1) < 5}

Before we proceed to the theoretical guarantee for this candidate set, we introduce a bit more
notation. Let us denote the size of the candidate set K by M, and the elements in the set

K by (k1% kY, .o, (kyt k). Additionally, we let ¢i(z,a) = 1{f(z,a) > }, for
i=1,...,M.

kla

To ensure that there exists at least one valid classifier (i.e. M > 1), we should have E[(QLO —

a)”l’g] +E[(QY! - a)”l’l] < 6, which requires a necessary and sufficient lower bound requirement
on the sample size, as formulated in the following proposition:

S
Theorem 1. If min{n’% nt1} > “oéc()f—za)]’ foreachi € {1,..., M} in the candidate set, we
have |[DEOO(¢;)| < o with probability 1 — 4.

As there are at most n''®n'>! elements in the candidate set, the size of K, M, can be as large as

O(n?). To further reduce the computational complexity, in the following part, we provide a method
to shrink the candidate set.

Our construction is inspired by the following lemma, which gives the analytical form of the fair
Bayes-optimal classifier under the Equality of Opportunity constraint. This Bayes-optimal classifier
is defined as ¢}, = arg min| ppoo(¢)|<aP(¢(7,a) #Y).

Lemma 1 (Adapted from Theorem E.4 in Zeng et al. (2022)). The fair Bayes-optimal classifier
under Equallty of Opportumty can be explicitly written as ¢%(x,a) = 1{f*(x,a) > t:}, then
T =

2p1py,1— (1/t<k) —2) pPoPY,0

Note that in practice, the input classifier f can be the classifier trained by a classification algorithm
on the training set, which means it is close to f*. Thus from this observation, we can adopt a
new way of building a much smaller candidate set. Note that our original candidate set is defined

as: K = {(k"0, kM) | LM, EMY) < 6} = {(ky", kpY), ., (ks By} Now, for every

1 <k <n'0 from Lemma 1 we denote u; (k) = arg min \tlfl - — Pipy. |, where
w 2p1Py,1— (1/t(k) 2)-poPy,0
Pa = 70 +n; jig? o and py o = W. We then build our candidate set as below:
K" ={(E"° uy (E5°)) | Lk uy (K40)) < 6}, 2)
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This candidate set K’ has cardinality at most n. Since our next step, Candidate Selection, has
computational complexity that is linear in the size of the candidate set, using the new set K’ would
help us reduce the computational complexity from O(n?) to O(n).

3.2.2 CANDIDATE SELECTION

In this subsection, we explain in detail how we choose the classifier with the smallest mis-
classification error from the candidate set constructed in the last step For a given pair (kzl ’0, kzl ’1) in

the candidate set of index (i € [M]), we need to know the rank of th ( kl 0) and t ( kl 1 in the sorted set

T99 and T ! respectively in order to compute the test error where we need to consider both y=0

and 1. Specifically, we find the k"* such that %%, < ¢% < ¢ fora € {0,1}.

ooy S by < Hgdo)

To estimate the test mis-classification error of ¢;(x,a) = 1{f(z,a) > t"% .. }, we divide the error

(k‘l ,a
into four terms by different values of y and a. We then estimate each part using the property of order
statistics respectively, and obtain the following proposition:

Proposition 2. Suppose the density functions of f under A = a,Y = 1 are continuous. Let
E1:0 1,0 R 11 0,04 1_100 g0 701 —kU 1
n n i n 13 n,fr2—12 ., M. Then,

e o TR S R M i 1 s ) TR an
there exist two constants c1,co > 0 such that \ P(¢i(z,a) # Y) — & |< e1/min(n®°, n%t) with
probability larger than 1 — co exp(— min(n%9 n%1)).

é =

The above proposition enables us to efficiently estimate the test error of the M classifiers b’s de-

fined above, from which we can choose a classifier with the lowest test error ¢. The algorithm is
summarized in Algorithm 1. In the following, we provide the theory showing that the output of

Algorithm 1: FaiREE for Equality of Opportunity

Input: Training data S = 500y 8§01y §1.0 y §L.1: the error bound «; the tolerance level 4; a
given pre-trained classifier f

oo ={f(=%), ... flahy )}

{t(l) b 7tl(’na ) =sort(T%:)

Define g; (k, a) as in Proposition 1, and let L(k'° kY1) = gy (kY1 1) + g1 (K10, 0)

Build candidate set K’ as in Eq. 2, and write K’ = {(I<:1 O kY, R k)

. 0,0 0,1. 0,0 1,0 0,0 0,1 0,1
Find K%, K" £ < oy < Bgna ety STy <o,

ix < argmin{é;} (¢, is defined in Proposition 2)
zE[M’]

Output: qb(x a) = 1{f(z,a) > t(kl a)}

Algorithm 1 is approaching the optimal mis-classification error under Equality of Opportunity. The
following theorem states that the final output of FaiREE has both controlled D EOO, and achieved
almost minimum mis-classification error when the input classifier is properly chosen.

Theorem 2. Given any o < a. Set § = co/M for some cy > 0, where M is the candidate set size.

Suppose min{n*% n1} > flogl;of 2a 1. ¢ is the output of FaiREE, then:

(1). |DEOO($)| < o with probability 1 — ;.

(2). Suppose the density functions of f and f* under A = a,Y = 1 are continuous. For
any ¢ €9 > 0, there exist 0 < ¢ < 1 and ¢y > 0 such that when the input classi-
fier f(x,a) satisfies ||f — [*|lcoc < €0 and the constructed candidate set is K', we have
P(¢(z,a) #Y) = P(¢3, (x,a0) #Y) < 2F7,)(2€0) + 0" with probability larger than

1 — ¢y emin{n™ 0%} (F(*Jr) (x) is defined in Lemma 6 in the appendix.)

Theorem 2 ensures that our classifier will approximate fair Bayes-optimal classifier if the input
classifier is close to f*. Here, o’ < « is any positive constant, which we adopt to promise that our
candidate set is not empty.
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Remark: We remark that FaiREE requires no assumption on data distribution except for a minimum
sample size. It has the advantage over existing literature which generally imposes different assump-
tions to data distribution. For example, Chzhen et al. (2019) assumes 7)(x, a) must surpass the level
% on a set of non-zero measure. Valera et al. (2018) assumes that the shifting threshold of the clas-
sifier follows the beta distribution. Also, Zeng et al. (2022)’s result only holds for population-level,
and the finite-sample version is not studied.

4  APPLICATION TO MORE FAIRNESS NOTIONS

4.1 EQUALIZED ODDS

In this section, we apply our algorithm to the fairness notion Equalized Odds, which has two fairness
constraints simultaneously. To ensure the two constraints, the algorithm of equalized odds should
be different from Algorithm 1. We should consider all S¥* instead of just S*** when estimating the
violation to fairness constraint in the step Candidate Set Construction. Thus we add a function gg
that deals with data with protected attribute A = 1, to perfect our algorithm together with g; defined
in the last section.

Similar to Proposition 1, the following proposition assures that choosing an appropriate threshold
during post-processing enables the high probability control of a given classifier’s DEO.

Proposition 3. Given k0 k11 sansfymg kb e {1,...,n1} (a = 0,1). Define ¢(z,a) =
1{f(z,a)) > tkla)} gy(k,a) = E[Zk( ; )(Qy,l @ _a)i(1 — (QU= — @)™ ~I] with

j=
QY* ~ Beta(k + 1 —y,n¥'* — k +y), then we have:

P(IDEO($)| = (o, @) > 1 — g1 (k"' 1) = g1 (k"°,0) — go (k™' 1) — go(K*?,0).

Similar to Proposition 1, gy and g; jointly control the probability of ¢ violating the D EO constraint.
Algorithm 2: FaiREE for Equalized Odds

Input: Training data S = S%° U §%! U §1.0 J §1.1: the error bound «; the tolerance level §; a
given pre-trained classifier f
TV = {f(@V),.... flahe )}
{t(l) b 7t7gna )} =sort(T%)
Define go(k, a) and g1 (k, a) as in Proposition 3, L1 (k10 k1Y) = g1 (kb1 1) + g1 (K10, 0), and
Lo(KO0,01) — go(K, 1) + go(K°,0)
For every k10, k11, there exists k%0, k%! such that t(ko 0y < % 0y < t(ko 011y
40,1
tioy < by < o)
Build the candidate set as
K= (KM, k) | Ly(BY0, k) o Lo (KO0, kO1) < 6} = {(ky ky'), oo (Baf s K}
Compute €; as in Proposition 2) and let i, = argmin{é;}.
i€[M]

Output: qS(x a) = 1{f(z,a) > t(kl a)}

Proposition 3 yields the following proposition on the D EO of classifiers in the candidate set.

Theorem 3. If min{n®° n%! nto nti} > (%], then for each i € {1,..., M}, we have
|IDEO(¢;)| < (v, ) with probability 1 — 4.

The theoretical analysis of test error is similar to the algorithm for Equality of Opportunity.
Theorem 4. Given o < «. Set & = co/M for some ¢y > 0, where M is the candidate set size.
Suppose min{n%Y n01 k0 plil > f%]  is the final output of FaiREE, then:

(1). |DEO(9)| = («, «) with probability 1 — cy.

(2). Suppose the density functions of f* under A = a,Y = 1 are continuous. We denote
B o = ATEMIN b o (4)( (0,0 P(@(T,a) #Y). Forany &', eq > 0, there exist 0 < ¢ <
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1 and c1 >0 such that when the input classifier f satisfies | f(z,a) — f*(x,a) |< €, we
have P(¢(z,a) # Y) P(¢h o (@,a) #Y) < 2F((2€0) + &' with probability larger

(+)
than 1 — clcmm{” b0 n® (F(*+)(x) is defined in Lemma 6 in the appendix.)

4.2 ON COMPARING DIFFERENT FAIRNESS CONSTRAINTS

In this subsection, we further extend our algorithms to more fairness notions. The detailed technical
results and derivations are deferred to Section A.8 in the appendix. Specifically, we compare the
sample size requirement to make any given score function f to achieve certain fairness constraint.
We note that our algorithm is almost assumption-free, except for the ¢.¢.d. assumption and a neces-
sary and sufficient condition of the sample size. Therefore, we make a chart below to recommend
different fairness notions used in practice when the sample sizes are limited. We summarize our
results in the following table:

Table 1: Sample complexity requirements for FaiREE to achieve different fairness constraints. We consider the
following fairness notions: DP (Demographic Parity), EOO (Equality of Opportumty) EO (Equalized Odds),
PE (Predictive Equality), EA (Equalized Accuracy), and n® = n®* + n'

DP \ EOO \ PE \ EO \ EA
lo lo lo lo a log &
= log(? 2& .l = |—log(gl 2&).' = |—log(? 2&).' > |—log i 4(1)“ n¥ 2 " 1*y+(2y*gl§ryy‘y,u‘ —a ~‘

log( Gy =D Fi-py.0)

From this table, we find that Demographic Parity requires the least sample size, Equality of Opportu-
nity and Predictive Equality need a lightly larger sample size, and Equalized Odds is the notion that
requires the largest sample size among the first four fairness notions. The sample size requirement
for Equalized Accuracy is similar to that of Equalized Odds, but does not have a strict dominance.

5 EXPERIMENTS

In this section, we conduct experiments to test and understand the effectiveness of FaiREE. For both
synthetic data and real data analysis, we compare FaiREE with the following representative meth-
ods for fair classification: Reject-Option-Classification (ROC) method in Kamiran et al. (2012),
Eqodds-Postprocessing (Eq) method in Hardt et al. (2016), Calibrated Eqodds-Postprocessing (C-
Eq) method in Pleiss et al. (2017) and FairBayes method in Zeng et al. (2022).The first three base-
lines are designed to cope with Equalized Odds and the last one is for Equality of Opportunity.

5.1 SYNTHETIC DATA

To show the distribution-free and finite-sample guarantee of FaiREE, we generate the synthetic data
from mixed distributions. Real world data are generally heavy-tailed (Resnick (1997)). Thus, we
consider the following models with various heavy-tailed distributions for generating synthetic data:

Model 1. We generate the protected attribute A and label Y with probability p; = P(A = 1) =
0.7,p0 =P(A=0)=03,py1 =PY =y | A=1) =07and p,o =PY =y |
A =0) = 0.4 fory € {0,1}. The dimension of features is set to 60, and we generate

features with z; 0 s t(3), where t(k:) denotes the ¢-distribution with degree of freedom

k, x?; bl X%, a:l;) S X3 and x| Lidd N(p, 1), where p ~ U(0,1) and the scale

parameter is fixed to be 1, for j = 1, 2 .., 60.

Model 2. We generate the protected attribute A and label Y with the probability, location param-
eter and scale parameter the same as Model 1. The dimension of features is set to

d. i, j.i.d.
80, and we generate features with xOO “E4(4), x?; X, x;’j‘,} “&" X% and
d.
11]1 B Laplace(u, 1), for j = 1,2, ..., 80.

For each model, we generate 1000 i.7.d. samples, and the experimental results are summarized in
Tables 2 and 3.

From these two tables, we find that our proposed FaiREE, when applied to different fairness notions
Equality of Opportunity and Equality of Opportunity, is able to control the required fairness vio-
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Table 2: Experimental studies under Model 1. Here | D EOO| denotes the sample average of the absolute value
of DEOO defined in Eq. (1), and | DEOO|gs denotes the sample upper 95% quantile. |[DPE| and |DPE)|,,

are defined similarly for D PE defined in Eq. (13). AC'C is the sample average of accuracy. We use “/” in the
D PE line because FairBayes and FaiREE-EOO are not designed to control DPE.

| Eq | C-Eq | ROC | FairBayes |  FaiREE-EOO | FaiREE-EO
o« | /| /| / |008]012]016 | 008|012 016 | 0.08 | 0.12 | 0.16

|[DEOO| |0.061|0.132|0.255 | 0.117 | 0.149 | 0.170 | 0.028 | 0.046 | 0.063 | 0.025 | 0.031 | 0.042
|[DEOO|gs5 | 0.146 | 0.307 | 0.500 | 0.265 | 0.297 | 0.316 | 0.073 | 0.115 | 0.157 | 0.079 | 0.108 | 0.133

|DPE)| 0.051 | 0.029 | 0.511 / / / / / / 0.039 | 0.042 | 0.045
|DPE|y, |0.110 | 0.091 | 0.850 / / / / / / 0.075 | 0.084 | 0.106

ACC | 0472]0.606 | 0.637 | 0.663 | 0.656 | 0.646 | 0.621 | 0.657 | 0.669 | 0.552 | 0.562 | 0.615

Table 3: Experimental studies under Model 2, with the same notation as Table 2.

| Eq |C-Eq|ROC|  FairBayes | FaiREE-EOO |  FaiREE-EO
a |/ | /| 7 008012016 | 0.08 | 0.12 | 0.16 | 0.08 | 0.12 | 0.16

|[DEOO| |0.063 | 0.105 | 0.237 | 0.251 | 0.320 | 0.324 | 0.027 | 0.047 | 0.073 | 0.028 | 0.035 | 0.047
|[DEOO|gs5 | 0.080 | 0.137 | 0.502 | 0.676 | 0.742 | 0.765 | 0.075 | 0.112 | 0.153 | 0.077 | 0.114 | 0.143

|DPE)| 0.043 | 0.107 | 0.209 / / / / / / 0.041 | 0.044 | 0.056
|DPE|y, | 0.066 | 0.144 | 0.443 / / / / / / 0.071 | 0.090 | 0.127

ACC 10380 | 0.600 | 0.616 | 0.606 | 0.598 | 0.589 | 0.595 | 0.627 | 0.639 | 0.575 | 0.589 | 0.606

lation respectively with high probability, while all the other methods cannot. In addition, although
satisfying stronger constraints, the mis-classification error FaiREE is comparable to, and sometimes
better than the state-of-the-art methods.

5.2 REAL DATA ANALYSIS

In this section, we apply FaiREE to a real data set, Adult Census dataset (Dua et al., 2017), whose
task is to predict whether a person’s income is greater than $50,000. The protected attribute is
gender, and the sample size is 45,222, including 32561 training samples and 12661 test samples. To
facilitate the numerical study, we randomly split data into training set, calibration set and test set
at each repetition and repeat for 500 times. FaiREE is compared the existing methods described in
the last subsection. Again, as shown in Table 4, the proposed FaiREE method controls the fairness
constraints at the desired level, and achieve small mis-classification error. More implementation
details and experiments on other benchmark datasets are presented in A.9.

Table 4: Result of different methods on Adult Census dataset

| Eq | C-Eq| ROC|  FairBayes |  FaiREE-EOO |  FaiREE-EO
|/ / /1007 ] 01 | 014|007 ] 01 | 014|007 | 01 | 0.14

|[DEOO| |0.043 | 0.087 | 0.031 | 0.107 | 0.101 | 0.104 | 0.034 | 0.039 | 0.066 | 0.002 | 0.039 | 0.067
|[IDEOO|gs | 0.112 | 0.154 | 0.097 | 0.140 | 0.153 | 0.153 | 0.065 | 0.090 | 0.124 | 0.008 | 0.094 | 0.125

|DPE)| 0.027 | 0.048 | 0.044 / / / / / / 0.030 | 0.066 | 0.074
|DPE|y, |0.058|0.105 | 0.117 / / / / / / 0.056 | 0.078 | 0.086

ACC  ]0.815]0.823]0.691 | 0.847 | 0.847 | 0.847 | 0.845 | 0.846 | 0.847 | 0.512 | 0.845 | 0.846

(%

6 CONCLUSION AND DISCUSSION

In this paper, we propose FaiREE, a post-processing algorithm for fair classification with theoretical
guarantees in a finite-sample and distribution-free manner. FaiREE can be applied to a wide range
of group fairness notions and is shown to achieve small mis-classification error while satisfying the
fairness constraints. Numerical studies on both synthetic and real data show the practical value of
FaiREE in achieving a superior fairness-accuracy trade-off than the state-of-the-art methods. One in-
teresting direction of future work is to extend the FaiREE techniques to multi-group fairness notions
such as multi-calibration (Hébert-Johnson et al., 2018) and multi-accuracy Kim et al. (2019).
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A APPENDIX

A.1 PROOF OF PROPOSITION 1

Proof. The classifier is

1{f(x, )>tk10}a—0
B {]l{f(x, 1) > thYa=1
we have:
IDEOO(¢)| =|P(Y =1|A=0,Y =1)—P(Y =1|A=1,Y =1)
= [P(f(2,0) > t o) | A=0,Y = 1) =P(f(,1) > tj1,) | A=1,Y = 1)
:|1 Flo((klo)) [1*F11((1€11))”

= [FUNEh ) — FRO( )
Hence,

RIDEOO()] > a) =R () = Pl > o
=P(F" 1( (k1 1)) Fl’o( (kl 0)) > a) +P(F" 1( (kl 1)) Fl’o( (kl 0)) < —a)
SA+B.
We then have
A= B ) = O ) > o
=P(F™O(t] (kL. 0)) < Ft 2,611 1) — @)
<E[P(t;0) < FYO7 (FR (1) — a) L{F( (k11)> o> 0} tih)]
= E{P[at least k' of t""’s are less than F*0~ (F1 Lt (h11)) — Q)| L{F (¢} (h11y) — >0} | t kl 1) }

Following this, we obtain
nl,O
A<E{ 2;0 Plexactly j of the t1*’s are less than Fro7t (FLi(t) (k1. 1)) o) L{F (¢! (k1)) — > 0} | t(kl 1)}
=kt

1,0

P10 4 o
—E(Y (") B < PO R ) - - P < P ) )
L{FY (¢ o)) — @ > 0} | 00}

nt? 10
n’ nl,Oi'
<BLY (") ) - al (= (P - ) i)

j:kl,o ]

Similarly, we have

nlt

BEl Y (") 0l - a1 - (PR - ) i)

j:k‘l’l
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Hence, we have

1,0

n 1,0
A+ B<E][ ) FEV L) — a) (1= (FR L) —a)m T )
j_kw( j ) (k11) (k1) (k1)

nlil nl,l
E['-%;l( j ) (FO(t.0)) = al (L= (FX(t(i0) — @)™ [0

;( D@ —apa- @ —ap )

1,1
n

nl’l . 1,1 -
TE Y (j )(QLO—a)J(l—(@LO—a»" 3]

j:kl,l
The last inequality holds because F'': “( (k1. a)) is stochastically dominated by Beta(k'®, nt¢ —
kb +1).
If t:% is continuous random variable, the equality holds.

Now we complete the proof. [

A.2 PROOF OF LEMMA 1

We first introduce the lemma (theorem E.4 in Zeng et al. (2022)):

Lemma 2. (Fair Bayes-optimal Classifiers under Equality of Opportunity). Let E* = DEOO (f*).
For any o > 0, all fair Bayes-optimal classifiers [}, ., under the fairness constraint [ DEOO(f)| < «
are given as follows: 7

- When |E*| < «a, ff , = [*

- When |E*| > a, suppose Px|a—1y—1 (771(X) = W) =0, then for all x € X and
ac A

f;ﬂ,a(m7a) =1 (na(x) > PaPY,a >

2paPy,a + (1 - 2a)tE,a

where t7, , is defined as

E*

P1Py,1 PoPy,0
B.a = SUP {t (Pyla=1,y=1 (771(X) > ) > Pyja=0,y=1 (770(X) > ) +

2p1ipy, —t 2popy,0 +t

Now we come back to prove Proposition 1.

Proof. From Lemma 2, we have
PoDPy,0

ty= 77— 75— 3)
O 2popyo + U o
* P1Py,1
= ——"— 4)
L 2pipya — U,
Combine Eq. (3) and (4) together and we complete the proof. O

A.3 PROOF OF PROPOSITION 2

We first provide a lemma for the mis-classification error of the classifier in the candidate set.

. RB! R0 1 E(k00)
Lemma 3. | P(¢;(z,a) #Y) — [nl o+1popyo + o 1+1p1pY1 + —For—rpo(1 — pyo) +
n® 41 -E(k) (1— )] |< Po(1—py.,0) + p1(1—py,1)
0 T¥1 Y41 Py, 1)l 1= moos) 2(n01+1)

14

12

a}-
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We also have the following lemma:
Lemmad4. F9 0( (kL. 0)) ~ Beta(k%9 n%0 —£0.041), FO, 1( (ho. 1)) ~ Beta(k%, n%t — k01 41).

Proof of Lemma 4. Since F%0 FO1 are the continuous cumulative distribution functions of the

t90°s and t%!’s, we have FO.0(t%:0), FO.1(¢0:1) ~ U(0,1), thus FO’O(t?,’f%,O)) is the k%0 order
0,1

statistic of 7 i.i.d samples from U (0, 1) and F (£ },.1,) is the K01 order statistic of n%! i.i.d
samples from U (0, 1).

Thus, from the well known fact of the ordered statistics, we have F00(¢) (ho. 0)) ~ Beta(k%0 n%0 —
kOO + 1) and FO1 (801 1)) ~ Beta(k®', n®! — k%1 +1).

Now we come back to the proof of Lemma 3:

Proof of Lemma 3. The classifier is:

[ H{f(@,0) > t5 0} A=0
°- L{f(,1) >ty A=1

So we have the mis-classification error:

=P(Y =0y =1, A=0P(Y =1,A=0)+P(Y =0y =1,A=1)P(Y =1,4A=1)

+PY =1y =0,A=0)P(Y =0,A=0)+P(Y =1]Y =0,A=1)P(Y =0,A=1)
]E[]P’(f(x70) < t(kl 0) Y =1,A=0)| t(l;l,O)]p()PY,()

E[P(f(x,1) <tginy | Y =1,A=1) | t;i.]pipva

E[P(f(z,0) = t},ﬁ 0y | Y =0,A=0)[t{10]po(1 —pyo)

E[P(f(2,1) > tih) | Y =0,A=1) | t;1.]p1(1 = pya)

< E[P(f(%o) < t},ﬁ 0) Y =1,A=0)| t(kl oy|Popy,0

1

[P(f(l"a ) (kl 1) | Y=1A= 1) ‘ t (k1 1)]P1pY1
[]P)(f(l'v O) (ko 0) | Y=0A4= 0) ‘ t(kl o)]pO( pY,O)
E[P(f(x,1) > t{01) | Y =0,A=1) | t(kl nlpL (1= pya)
[Fl O( (kl 0)) ‘ t(kl 0)]p0pY0 +E[F1 1( kl 1)) | t(kl 1)]p1pY1

+E[1- ]E[FOO( Ok%o )| t% ko 0) | t(kl 0)]]30( PY,O) +E[1 - E[FO 1( (()k% 1)) ‘ t(ko 1)] | t(kl 1)]291( PY,l)

kO k! n%0 +1 —E(k>?) n%l 41— E(k>)
= a0 1 PoPY0 + ﬁplel + 200 11 po(1 —pyvo) + R p1(1—py)

The last equality comes from Lemma 4, and from the fact that E(Beta(a, 8)) = 355.

Similarly, we have

k;° k! n®0 — E(k°) n®l — E(k)

P(Y#AY)> —4 - 1— 1—
(Y # )—n1,0+1p0pY70+n1,1+1p1pY,1+ 200 11 po(1=py,0)+ T p1(1=py,;1)
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~ k‘l 1 O’O-i-l—]E(kQ’U)
Thus, we have | P(¢;(z,a) #Y) — [ oHpopYo + Py + o po(1 — pyo) +

01,1
723155 Lpi(1 —pya)] 1< pzo((;oxjpiio)) + pzl((ﬁo,fff))-

Now we complete the proof of Lemma 3.

O
Next, we come to prove Proposition 2.
Lemma S (Hoeffding’s inequality). Let X1, ..., X, be independent random variables. Assume that
X, € [mi, My for every i. Then, for any t > 0, we have
n _ 242
g {Z (Xi —EX;) > t} <e Tia(Mimm)?
i=1
Proof of Proposmon 2. First, we notice that k{"* is the number of £>:*’s such that t¢ < ¢t | i..

(ke
K = Z L{t)" < t(kl oy}

0,a 2

Thus, for a given € > 0, from Hoeffding’s inequality, we have with probability 1 — e =27 "¢,

0 1
1 0,a E(1 0,a
K0 — B JZ 65" <t} - Z (B < tiia)})
no.a B nO,a <e
Similarly, with probability 1 — e=2n""<",
n0:1 n01
1{t9" < the E(1{t9* < t"
k" — Bk J; U7 <t = Z " <t d)
noa - nO,a > —€.
Thus, | # |< e with probability 1 — 2e—2n""¢
Then we estimate p, and py , by pg = nl4n? and Py,a = ”YTQ (n is the number of the total
la,0.a ﬁ: 1{zi=1} Yia ij 1{z) =1}
samples). Here, 2—t1— — = and -~ = =——— where Z¢ ~ B(1,p,) and

ZZ-Y " ~ B(1,py,q). From Hoeffding’s inequality (Lemma 5), we have:

n(),a

P(| pya — pvia |> €) < 272"
n

Thus, with probability 1 — 66*2”0'{162, we have:

) nO,a
| Do —Pa | <4/ €
n

no.a

‘ ﬁY,a —PY,a | < €

B —E(k)

n(],a

n

| <e

16
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0,0 2 0,12

Hence, we have with probability 1 — 6(e=2" "¢ + e~ 27

):
IP(di(x,a) #Y) — B(di(z,a) # V)|

k0 k;l ! n%0 +0.5 — E(k>°) n% +0.5 — E(k>)
< ) ) 1— ) 1—
_|n1"’ T Popyo + 1 PPyt + 1200 1 1 po(1 —pyvo) + 01 11 pi(1 —py1)
ke’ k! n%0 + 0.5 — k° n%l +0.5 — k!
- [WPOPYO + T_lele + Wpo(l —bvo) + Wm(l — Py,1)l
po(1 = pyo) n pi(l —py1)
(00 + 1) | 2(n01 1 1)
10,0 k:l 0 n0:1 k:l 1 n00 10 nol  pbl
< i DM
<e[\/ — n10+1(p0+]7y0 n11+1p1+py1)]+6( Taorit n171+1)
10,0 10,0
+e [n00+1 0 + PoPy,0 + 76+P0+}9yo+1)]
0.1
n01+lﬂp1+p1py1+ 76+p1+py1+1)]]
n%0 +0.5 — E(k;"°) /n00 \/W€+ oot ]
n00 11 Po T Pr,0
no1 + 0.5 — E(k?’l) nO,l 5[ n0:1 1] n po(l — py’()) p1(1 - pyyl)
PR n n (00 +1) | 2(n01 4 1)
10,0 0.1 00 0.1
SG[\/ (po +PY0)+\/ (p1 + pya)] + €( +T)
10,0 10,0
+ €[ OO+1[F0+P0PY0+\/ )
70,1 no 1
n01+lﬂp1+P1pY1+ 6+p1+py1+1)]]
0.0 [100 no 1 (01
+ [\/ —€+Dpo+pyvo+1+ el €+p1+pya+1]
n n n n
n po(1 — pyo) n p1(1—py1)
2(n%0 +1) = 2(n%l +1)
1—pyo)  pi(1—pyv1)
et gl 4 det 2+ 4dey U D ’
SZef e e Hded 2+ et S T omoi 1 1)
3, 2 po(l —pyo) | pi(l—pya)
= 6 8
€’ + 6 + 8¢+ 2(n00 + 1) + 2(n0T + 1)
Thus we complete the proof. O

A.4 THEOREM FOR THE ORIGINAL CANDIDATE SET K

Sometimes we would use the original candidate set K instead of the small set K’ to achieve the
optimal accuracy more precisely. Now we provide our results for the candidate set K.

To facilitate the theoretical analysis, we first introduce the following lemma which implies that the
difference between the output of the function can be controlled by the difference between the input.
(i.e. the cumulative distribution function won’t increase drastically.)

Lemma 6. For a distribution F with a continuous density function, suppose q(x) denotes the quan-
tile of x under F, then for x > y, we have F(_y(x —y) < q(x) — q(y) < F4)(z — y), where
F_y(x) and F(1)(x) are two monotonically increasing functions, F(_y(e) > 0, F1)(e) > 0 for
any € > 0 and é% Fi_y(e) = é% Fiyy(e) = 0.

17
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Proof of Lemma 6. Since the domain of g(x) is a closed set and g(x) is continuous, we know that

q(x) is uniformly continuous. Thus we can easily find F{ ) to satisfy the RHS. For F{_, we simply

define F_(t) = inf{q(z +t) — q(t)}. Since q(z +t) — q(t) > 0 for ¢ > 0 and the domain of x is
x

a closed set, we have F(_(¢e) > 0 for ¢ > 0 and lir% F(_y(e) = 0. Now we complete the proof. [
e—

Now we provide the following theorem.

log g

m] Suppose qB is the final output of

Theorem 5. Given o/ < a. If min{n®% nt1} > |
FaiREE, we have:

(1) I DEOO(9)| < a with probability (1 — 6)™, where M is the size of the candidate set.

(2) Suppose the density distribution functions of f* under A = a,Y = 1 are continuous. When
the input classifier f satisfies | f(xz,a) — f*(x,a) |< eo, for any € > 0 such that F(*Jr)(e) <

a—a’ _ p

5 () (2¢€0), we have

(1—pyo) pi(1—pyva1)

n * * * 3 2 Po
P(¢(z,a) #Y)-P(¢5 (z,a) #Y) < 2F7 ) (2€0)+2F (") (€)+2€”+12€+ 166+ 041 T

0,02 7012

)= (1= F%(2e)"" — (1 - F\(2¢)"".

with probability 1 — (2M + 4)(e 2" +e2 ) )

Proof of Theorem 5. The (1) of the theorem is a direct corollary from Theorem 1, now we prove the
(2) of the theorem. The proof can be divided into two parts. The first part is to prove that there exist
classifiers in our candidate set that are close to the fair Bayes-optimal classifier. The second part is
to prove that our algorithm can successfully choose one of these classifiers with high probability.
We suppose the fair Bayes optimal classifier has the form ¢, (z,a) = 1{f*(z,a) > A%}. And the
output classifier of our algorithm is of the form ¢(z, a) = 1{f(z,a) > Aa}.

For the first part, for any € > 0, from Lemma 6, ¢ has a positive probability F(ljr‘ﬁ(%) to fall in
the interval [A} — €, A’ + €], which implies that the probability that there exists a € {0, 1} such that
all t19’s fall out of [\* — €, \* + €] is less than (1 — F"}° (26))”1’0 +1-F" (26))”1’1. So with

(+) (+)
probability 1 — (1 — F5§(2¢))"" — (1 = F}(2€))"", there will exist ' in [\} — ¢, A + ],

(_
which we denote as ¢ (,a) = 1{f(z,a) > tx*}. We also denote ¢3j(x, a) = 1{f*(x,a) > t1*}.
Hence the gap between the classifier ¢ and the Bayes-optimal classifier will be very close. In detail,
we have

| P(do(2,a) #Y) = P(¢g (z,0) #Y) |
<[ P(go(w,a) #Y) = P(gg(x,a) 2 Y) [+ | P(p(2,a) #Y) = Pldy (z,a) #Y) |
<P(" — e < f*(2,a) < 1" + eg) + P(min{th*, A2} < £ (,0) < maz{th®, AL})
(Lemma 6) <F",,(2¢9) + F(”‘_H(max{ti’“, A} — min{the A5
so we complete the first part of the proof.
Now we come to the second part. First, we notice that DEOO(¢o) and DEOO(¢%,) are close to

each other.

18
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| DEOO(¢o) | — | DEOO(¢y,) ||

< || DEOO(¢o) | — | DEOO(¢yg) || + || DEOO(¢g) | — | DEOO(¢,,) ||

=||P(f>t | Y =1,A=0)-P(f>tl|Y=1,4=1)|
—|P(f* >t | Y =1,A=0)-P(f*>t:1 | Y =1,A=1) ||
+IP(f* >t | Y =1,A=0)-P(f* >t | Y =1,A=1) |
—P(f* >N | Y =1,A=0)-P(f* >\ | Y =1,4A=1) ||

< P(f >t | Y =1,A=0)-P(f* >t | Y =1,4=0) |
+|P(f>t | Y =1,A=1)-P(f* >t | Y =1,A=1)]|
+ P>t Y =1,A=0)-P(f*>tb | Y =1,A=1) |
— | P(f* >N Y =1,A=0)-P(f*> A\ | Y =1,4=1) ||

<P(t,0 — e < f*(x,0) <80+ o) +P(L — o < fH(z,0) <t + <)
+H|P(fF >t | Y =1,A=0)-P(f* >t | Y =1,A=1)
—P(f* > A | Y =1L, A=0)+P(f* >\ | Y =1,4=1)

<2F(}(2¢0) + P(min{t1*, X} < f*(x,a) < maz{th* \:})

(Lemma 6) <2F " (2€0) + F(’:_)(mam{ti’“, A} — min{th? A%))
<2F((2€0) +2F () (€)
Thus, | DEOO(¢) |<| DEOO(6},) | +2F,(2€0) + 2F(,(€) = o + 2, (2e0) + 2F((e).

IfF* ()<aa F*

) ) (2€0), then there will exist at least one feasible classifier in the candidate
set.

From Lemma 3, we have the mis-classification error

| P(di(z,a) £ V) — [ + ok + D (1 — pye) +

o a, T, o+1p0pY0 . 1+1p1pY1 n00F1 Po Py,0
+5—E(k;>") 1 1

P g (1 - pra)] < B + B

If we can accurately estimate the mis-classification error, than the second part is almost done. For
the estimation of E(ko 0) we can easily use ko 0. We notice that k?’“ is the number of t%:%’s such

0 0,
thatt0a<t(k1a ie k" = Z 1{t, a<t(k1a)}

on a2

Thus, from Hoeffding’s inequality, we have with probability 1—e” ,

0,a 0,
kQ,a _ E(ko,a) Z ]]'{t < t k‘l 04 } Z E(]l{t “ < t(kl a)})

0. = no p <e
Similarly, with probability 1 — e~
0 1 0 1
0, 0,
0,a 0,a Z ]]‘{t ¢ <t(k1<l } Z E(]]'{t ¢ <t(k1 a)})
k/ — E(kf ) Jj=
0,a 0 a = —€.
nd n
0,a a
Thus, | b E(k |< ¢ with probability 1 — 2¢~2n""<"
., . A 1,a ,a R Y
Then, it’s easy to estimate p, and py,, With p, = % and py,, = =
l,a,. 0,a Z 1{z}=1} Y,a Z H{Ziyiazl}
total samples). Here, 2 :" == and - = =1 where Z{' ~ B(1,p,)

and Ziy " ~ B(1, py,q). From Hoeffding’s inequality, we have:
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IP)(| ﬁY,a —PY,a ‘2

Thus, with probability 1 — 66*2”0'“62, we have:

) nO,a
| Pa —Pa | <1/ €
n

no.a

‘ ﬁY,a —PY,a | S €

B —E(k)
| nO,a

n

| <e

0,0 2

Hence, we have with probability 1 — (2M + 4)(e=2" "¢ + *2”07162), foreachi € {1,..., M},

[P(di(w,a) #Y) = B(di(z,a) # V)|

kO kb n%0 +0.5 — E(k>°) n®! +0.5 — E(k>)
<l M i 1_ i 1_
_|n170 1 Popyo + aLl g PPy + 1200 1 1 po(l —pyo) + 0l 11 p1(1 —py;1)
k0 kit n%0 +0.5 — k° nOl 405 — k!
— [——Popyo + ——pPr1py 1 + —————— (1 — P - N 515
[nl’o T Popyo + oLl g PPy + 200 1 1 po(l = pyo) + 01 11 p1(1 = py,1)]|

po(1—pyo)  p1(1—pya)
2(n%0 +1) = 2(n%1 +1)

no0 g0 nol gt n%0 0 no%t !
<¢| n10+1po+pyo+ ,1+1p1+}7y1)]+€( n10+1+7m)

10,0
te [ 00+1[ Po + PoPy,0 + " 6( T€+po+py70+1)]
0,1 0,1
+n01+1[p1+p1py1+ e( €+p1—|—py,1—|—1)]]
n00 1 0.5 — Ekoo noo 100
n00 1 €+po+py,o+1]
n0l 1 0.5 — Ekm n01 n01
0111 1 +1]

po(l —pyo) pi(1— PY,1)
2(n%0 +1) = 2(n%l +1)

20
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Further, we obtain

P(¢i(x,a) #Y) — P(di(x,a) # V)|
n0.0 n0.1

<e - (po + pyo) + - (p1+pva)] + €( - - )

n0:0 [n0.0  [10,0
1
+€[n070+1[]70 + popy,0 + - e( - €+ po+ pyo+1)]
0,1 0,1 0,1
n-— nY nY
01 .1 1
oyt ey + \/76(\/76+p1 Fpva 4+ 1)l
10,0 10,0
+ €l €+ po+py,o +1]
n n
0.1 0.1
+ el e+ p1 +pya + 1]
n n

po(1 =pyo)  pr(1—pyva)
2(n9%0 +1) 2(n%1 +1)
<2+ €% 4 €[e® 4 4e + 2] + €% + 4de
po(l —pyvo) P11 —py1)
2(n%0 +1)  2(n%l +1)

3 2 po(1—pyo) | pi(1—pya)
= 6 8
€’ + 6 + 8¢ + 2(n%0 + 1) 2(’110’1 +1)

n00 01

Combining two parts together, we have:
with probability 1 — (20 + 4) (e=2"""" 4 e=2n"'<") — (1 — F19(26)"" — (1= F1)(20))""",

(1—-pyo) p(1 *py,l)'

In * * * : Do
P(¢(z,a) #Y)—P(¢h (x,0) #Y) < 2F ) ()+2F( ) (260)+26*+126”+ 16+ 00 ] TS

Now we complete the proof. O

A.5 PROOF OF THEOREM 2

Proof. The (1) of the theorem is a direct corollary from Theorem 1, now we prove the (2) of the
theorem.

It’s sufficient to modify the first part of the proof of Theorem 5 and the second part simply follows
Theorem 5.

For the first part, for any ¢ > 0, from Lemma 6, t1-° has a positive probability Fl_’(; (2¢) to fall in the
interval [\ — €, A} + €], which implies that the probability that all t1:’s fall out of [\§ — €, \j + €]
is less than (1 — F2(2¢))""". So with probability 1 — (1 — F{"}(2¢))™ ", there will exist ¢ in
[AS — €, A§ + €], which we denote as \g. We denote the corresponding classifier as 1{ f(z,a) > Aq}.

From the proof of Theorem 5, we have with probability 1 — 4¢=2""¢" — (1- F(l_’o) (26))”1’0,
n(),a
‘ Pa — Pa | < €
n
nO,a
| PY,a — PY,a | S €
n
[ o= Ay | <e
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We have the following equalities:

. 1
)\1 - 9 _ (%_2)17017}/,0
P1Py,1
1
A= 9_ %A—QA)IA’OIA?Y‘O
P1Py,1
Hence,
PoPy,0 | P1Py,1
v T T T 2(popy,0 + P1py,1)
0 1
DPoby,o |, Dby, - L
—— + ——— = 2(Pobv,0 + P1Py,1)
Ao AL
By subtracting, we have
(2 — by — (2 — ~)pipva = (- — Voo — (<= —2)
A P1Py,1 )\T P1Py,1 = o PoPY,0 )\3 PoPY,0-
‘We have
(- — 2)popro — (= —2)
Xo PoPY,0 )‘3 PoPY,0

1 n00 n00 1
§()\*O —2)(po +/ - €)(pyo + 1/ - €) — (F —2)popy,0
0

€ n0,0 1 n0,0
Yoo — -2 \/
,)\S(Ag_e)popy,o-k - 6(>\(,,;_E )(Po +pyo + - €)

Similarly, we have

()\io — 2)poPy,0 — (/\13 — 2)popy,o0
= —mpoponr WE(Agie —2)(=po — pv,0 + We);
(2— %1)131251/,1 —(2- )\i,{)pw;/,l
S()\lx{ - )\il)ple,l + \/TG(Q - %1)(171 +py1+ WG);
(2- /\il)ﬁlﬁm -(2- )\%)MPYJ

1 1 n0,1 1 no.1
>(— — — (2= ) (—p— pya + 1) o).
_(>\T Al)Ple,ri- - €( )\1)( P1— Py, - €)

1 1 0.1 1 n0-L
_ 9 _ i —
(Xlk Al)ple,l +4/ - €( )\1)( p1— Py 4/ - €)
c 70,0 1 ) 10,0
< _
_)\So\a_e)popy,oJr\/ - 6()\3—6 )(po+py7o+\/ - €)
1 1 n0.1 1 n0:1
— 9 _
(/\T N )P1py,1 + A/ - €( " )(p1 + Py + 4/ - €)
¢ 10.0 1 10.0
. TRyl —9)(—po — pyo+ 1/ e
2 e ln Lo PP - (/\3 s )(=po — Py,0 - )

22

Now, we get:
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Hence, we have:

A1 — A}

MAL e w0 1 \/T o o
< ECTAC R — -2 o e
S oipva O —gPepre t e — Do+ pvo+y Tme) —c(=p1 —pva /0]
and

A1 — A}

AN R T g i o
> - L — 2)(~po — —2 e
T pipy1 [ As(Ns + e)popy,o * n 6()\6 +e )(=po =Py + n €) n e(p1 +pv1 + - €)]

Thus, we have:
mpopxo + 6(% —2)(2+¢€) +4e

[ A= AT [<
P1PY,1
Now, combined with above, we have with probability 1 — 4672”0’%2 -(1- F(li(; (26))"1’0,
R no.a
|pa — Pa | S \/76
n
R n0.a
| By, —pvia | < €
n
[ do— Ao | <e
o Popy,0 + €(55— — 2)(2+ €) + 4e
| A=A} | < 2009 X
P1PY,1

From the proof of Theorem 5, we have:
If Fy(e) < 2520 — F7,)(2¢0), then with probability 1 — (2M + 4)(e~2"""¢" 4 72"y — (1 —

2
n1:0
F92e)™”,

P(é(“ﬂ a) 7£ Y) - HD(¢Z’($7 a) 75 Y)
WS_S)POPKO + G(ﬁ —2)(2+¢€) +4e
P1PY,1

<2F()(2€0) + Fyy(€) + Fy( )+ 2€ + 12¢% + 16e.

Now we complete the proof. O

A.6 FAIR BAYES-OPTIMAL CLASSIFIERS UNDER EQUALIZED ODDS

Theorem 6 (Fair Bayes-optimal Classifiers under Equalized Odds). Let EO* = DEO (f*) =
(E*, P*). For any o > 0, there exist 0 < a1 < awand 0 < ag < « such that all fair Bayes-optimal
classifiers ffo , under the fairness constraint |[DEO(f)| < (a1, az) are given as below:

» When |[EO*| < (a1, az), fEoa =1

* When E* > oy or P* > o, forall x € X and a € A, there exist t§ o, and t5 o,

such that
* —
fEO7a(a:7 a) -
IS
Pa,PY,a,+(2!l—1)17};ﬁt§,Eo,a
I 77(1(17) > Py a *, *
2pqu,a+(2a71)(1—P'YatQ,EO,aitl,EO,a)
P
. papY,a+(2a71)17‘1’/’71Y:t;,E(),a
+at50.01 | Na(z) = Pra . N ’
2papy,a+(2a=1) (=557 13 50,01, 50.a)
Py,1 *
P1PY1t 15,712, E0
Here, we assume Pxja—1y—1 | m(X) = YT . "
2p1pY,l+Wt2,EO,w_tl,EO,a

PY1
PiPYat i 72,0«

= Px|a=0,y=0 (Ul(X) = YT,

.
2p1pyatiy 7 B0.0 ", B0 @

> = 0 and thus T3, € [0,1]

can be an arbitrary constant.
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To prove Theorem 6, we first introduce the Neyman-Pearson Lemma.

Lemma 7. (Generalized Neyman-Pearson lemma). Let fy, f1,..., fm be m+1 real-valued functions
defined on a Euclidean space X. Assume they are v -integrable for a o -finite measure v. Let ¢q be
any function of the form

Lo folx) > cifi(x)
¢o(z) = y(x)  folx) = Z?il ci fi(x)
0, fo(z) <2 cifi(x)

where 0 < vy(z) < 1 forall x € X. For given constants t1, ..., t,, € R, let T be the class of Borel
functions ¢ : X — R satisfying

/¢fidusm, i=1,2,...,m 5)
X

and Ty be the set of ¢ s in T satisfying (5) with all inequalities replaced by equalities. If

oo € To, then ¢g € argmaxfx ofodv. Moreover, if ¢; > 0 for all i = 1,...,m, then
$€To

$o € argmax [, ¢ fodv.
PeT
Then we come to prove the theorem.

Proof. If |[EO*| X («a, ), we are done since f* is just our target classifier. Now, we assume

|EO*| < (e, @) does not hold. Let f be a classifier that gives output ¥ = 1 with probability f(z, a)
under X = x and A = a. The mis-classification error for f is

R(f)=PY £#Y)=1-P(Y =1,Y =1)—=P(Y =0,Y =0)
=PY =1Y=0)—-PY =1Y=1)+P(Y =1)

Thus, to minimize the mis-classification error is just equivalent to maximize }P’(? =1Y =0)—
P(Y = 1,Y = 1), which can be expressed as:

PY=1,Y=1)-PY =1,Y =0)
:PX\A:1,Y:1(3A/ = pipy,1 + ]P)X\A:O,Yzl(i} =1)(1—p1)pvo
- PX\A:LY:O(? =Up1 (1 —py1) — ]PX|A=0,Y=O(? =1)(1—=p1) (1 —pvo)

=p1 {pm/Xf(x’l)dPXLﬂx) -1 —PY,l)/Xf(x,l)dme1,Yo($)}
+ (1 —p1) [pY,o /X f(%o)dpxmzo,y:l(fﬂ) — (1 —=pyvo) /X f(x»o)d]pxm_o,y_o(x)}

:/A/Xf(a:,a)M(x,a)dPX(x)dP(a)

M (ZH a’) api |:Z: Y1 X‘dAP7}1.7(Y$)71( ) ( by ;1) X‘dAP?;lfy(Yw)i()( ):| ( )
dP — —1(x dP — —o(zx :
(] ) [ 7 XIA_O,(\;:)—I( ) (] : ) X‘A—O,();:)—O( ):| .

Next, for any classifier f, we have,

~

DEO(f) = (Pxja=1,y= (Y =1 1) = Pxja—o,y= (Y =1), Pxja=1,y= oY =1) —Pxja—o,y=0(Y =1))

/fxld]P’X\A1Y1 /fﬂTOdPX|A0Y1()
/fﬂfldPx|A1Y0 /fJJOd]P’X\AOYo())
— /A /X (@, a) Hp(@, a)dPx (z)dP(a), /A /X (&, a) Hp(z, a)dPx (z)dP(a))

24



Published as a conference paper at ICLR 2023

with
adPxia—1,y=1(r) (1 —a)dPxja—y=1(7)
HE(xv CL) = -
p1dPx (z) podPx (z) 7
Hp(,a) = adPx|a=1,y—o(x) _ (1 —a)dPx|a—o,y=o(z)
’ p1dPx () podPx (z)
2 Py,1 2 PY,0
pipy 1t t2 PoPY,0— T, —t2
Since lim —- e = lim — s = 1, we have:
ta—oco 2p3Ipy, 1+Wt2 tr ty—oo 2pgPy,0— Try.0 tat+t1
pipy + 1 p 12
Jim Pxjaziy= 1(m () > D) n Ytl 7
2 PPy 1 pyi2 U
lim P (10 () > popyo_l p£°t2
= tm FxjA=0,y=1\"o\¥
to—r00 | ’ " 2p0py0 — t2 +t
=0
and
pipya + 1 o
lim Pxja= 1,y=0l" “rr
b0 | (77 ( ) 2p1pY1+ le t27t1
pOpYO - 1 t2
= lim Pxja—oy— x pyg
o X|4=0,y=0(10(2) > 202py0 — PYD t2 T4
=0
So there exist 1] g , and 5 g . such that:
pr
t1,Eo,aW > 0,13 po,a7pe > 0, and
E* P (@) PPy + 1ot B0 o )+ P () PPV + 1o t5 B0 o :
aPxja=1,y=1(m(z) > . +1Pxa=1,y=1(m(x) = "
‘E ‘ | 2p%pyil + 132;1 t;,EO,a - tT,EO,a | 2p%pY1 + 152; 1 t; ,EO,a — tI,EO,a
PopYO I t2 EO,a
_IF’X‘A:O,yzl(’r]o(JZ) > 9 — Pvo t*Yo e )] =0 <«
POPY.0 = T—py o '2,E0,a 1,EO0,o
P* pipva + Wtz EO,a p%pY1 + 11);7’;1755,190,&
By [Pxja=1,y=o(m(z) > " )+ TPx Az, y=0(m(z) = R " )
1P*] 2pipya + 1= Py 1 15 50,0 — t1,B0,a 2pipya + o py 12,800 = U1,F0,a
PopY.0 — T2 t5 5O a
—Px\A:O,Y:O("IO(x) > 22 . tliYO = )] = < &
PoPY,0 — 71_;7),,0 3,80,0 T B0

We consider the constraint,

%/A/Xf(ac,a)HE(ffc,a)dIP’X(:z:)dl@(a)ga1
F* )
W/A/Xf(mva)HP(%a)dPX(x)d]P’(a) < as.

Let f be the classifier of the form:
1, M(x,a)>sllg:‘HE(x,a)+32‘g—:|Hp(w,a);

fs1,s0,7(x,0) = ar, M(z,a) = s1155 |E* Hg(z,a) + 82‘%:'HP(I,G); 9)
0, M(x,a)<sllE* HE(m,a)Jrsz‘g—:al(x,a),
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From (6) & (7), M (z,a) > s1 %HE (z,a) + SQ%HP (z,a) is equal to

ap1 [leM —(I=pva) M}
s dPX (:L') ? d]P)X (x)
+ (1 —a)po {PY,O%&;M —(1=pvo) %ﬁgm}
>E—*s1(adHDX|A=LY=1($) _ (1- a)d]pXIA=07Y=1($))
i p1dPx (z) podPx (x)
. iSQ(adPX‘A:1’Y:O(w) (- a)dPX\A:O,Y:O(x))
P°] prdPx (z) podPx (x)

which is equal to

dPxja=1,y=1(z) (1= py1) dPxja=1,y=o0(%) S (751 0P a=1,v=1(2) + 7577 520Px|a=1,y =0 (@) a=1
p1 |Py,1 dPx (z) py.1 dPx () p1dPx (z) T
Pxiacoy=i@) o Pxiacoy=o(@)] | ErsidPriacori@) +pmsdPriacyso@
Po |Py,0 dIF’x(a:) Py,0 dPx (:c) podIP’x(x) ;4=
Thus,
M(z,a) > s17——Hp(z,a) + s2 5 Hp(z,a)
| £ |P|
o [y Bty ®) _( Praayo@)] | g, _ g BTy 16 Fsadriacey-ofe)
Pa |PYa ™" ip ¢ (x) PY.a dPx (z) PpadPx ()
Py.adPx 4o y—1 () y Papy,a + (2a — 1) 72—t
pv.adPxja=a,yv=1(2) + (1 = pvia)dPx|a=a,y=0(2) = 2p2pv,a + (20 — 1)(:;; - o - t1)
where t1 = 2——51, t2=2——352
|E+] [P+
papva + (20 — 1) 7252ty
= Na(z) >

2p2py,a + (20 — 1)( 1PZ“ t2 —t1)

As aresult, fs, s, (2, a) in (9) can be written as

(5,0) = L{n () PapYa + (20 = 1) 750t , (@) Papva + (20 = 1) 750t )
St ta,r(xy0) = L{na(x) > = +arl{n.(z) = .
ty,to 2p2py,a + (2a — 1)(%& —t1) 2p2py,a + (2a - 1)( liv;;a tz — t1)
(10
Further, the constraint (8) for f in (10) is equivalent to
E* P1PY1+1 le P1PY1+1 le
Pxja= m(x + Pxja=1,y=1(m(z
\E*\[ xlA=1,y=1(m(z) > 2p1pY1+1py1 - tl) xla=1,y=1(m(z) = 2p1py1+1p 1 —_
PY,0
pOpYO - 1= t2
—Pxja=o,y=1(n0(z) > 5 pyo ) <ar
PEPY,0 — To g 0t2+t1
P* pipy,1 + 1 pipva + 1
|p*‘[]P)X|A Ly=o(m(z) > 9 pYI . )+ TPxja=1,y=0(m(z) = 5 pY1
PIvY,1 + 1o pri2 0 pivy,1 + 1,py to —
2 Py,0
PoPY,0 — t2
—Pxja=o,y=o(no(z) > - o ) <oz
2p3py,0 — t2 + 1t
(1

Now, let 7o, ,q, be the class of Borel functions f that satisfy (8) and 74, a4,0 be the set of f-sin 7, that satisfy
(8) with all the inequalities being replaced by equalities.

From the definition of ¢} g o and 3 o o, clearly fix (z,a) € Tay,as,0. Further, we have

EO JtE T
N ,a’'2, EO, o
* g% E* * g% P*
S1 = tlyEO,D‘TE*\ > 0 and S = tQaEOvarP*\ > 0.
Hence, from Generalized Neyman-Pearson lemma, we have:

Tt 56 ot 5o oo (@ Q) € argmaac/ / fer to,7(x,a) M (z, a)dPx (x)dP(a)
HEeTEES x

f€Tay,ay
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Now we complete our proof. O

A.7 PROOF OF PROPOSITION 3

Proof. The classifier is

{]l{f(a:,o) >7fé;;010 }a=0
]]'{f(xa )>tk11 } a=1

we have:
IDEO()] = (FM(th,) = FROU o )] [P el ) — FOO(R0., )
10 1,0
From Proposition 1, we have P(|F1’1(t%,’€11,1)) - Fl’o(tb’ﬁ,g)ﬂ > a) < ]E[ Xk:lo (nj ) Q- -
=kl

1,1

ap(1— QY — a)™ "] + B[ 3 (n ) ) QY0 — &) (1 — (Q"° — a))™"

j=k11 J
Also,

P(|FO (¢ kll)) FOO(t k10)|>0‘)
=P(F" 1( (k1 1)) FOO( (k1 0)) > a) + P(F™ 1( (k1 1)) FOO( (k1 0)) < -a)
2A4+B

And we have

A=P(FOY ()] (kl 1)~ FO’O(té’Ol o) > @)
—P(FOO( (kl 0)) FOl( (kl 1)) @)

< P(FO(t (()k(r)l 0)) FOl( (ko 1+1)) @)

<E[P(t FOOTH (ROt 1{FO (¢t 0} | ¢

<E| ((kOO) < ( ((ko 1+1)) a))1{ (t k01+1)) a>0}| k01+1)]

= B{P[at least £ of t*"’s are less than F*0" (F0 Lt (()k}) 1+1)) Q) 1{F1 (¢! (k. 1+1)) a>0} | t(ko 1+1)}

= E{ Z Plexactly j of the t%°’s are less than FO0~ (F0 Lt d (k- 1+1)) )| L{FO (%} (k0. 1+1)) a>0} |t (k- 1“)}
j:ko,o

TLO’O ) o
=B{ ) (j)P[t°0<F°° HFON () — )l (1= P[00 < FOOTN (RO L, L) — e

I{F (01 1)) — @ > 0} | £i60 1)}

n 0,0
n

<D (7)) (k) — P O (P~ )

=Ko

Similarly, we have

o n%? 40,0 0,0 01_5 0,0

BBl S (7)) (POl 0rn) ~ P (= (PO )~ )™ |G

j=k0

Hence, we have

n?? 0,0
n n00_ ,
A+ BBl Y (") (PO )~ P = (P b)) )
j=k‘0*0
0,1
S nt 0,0(40.0 0,0(40.0
+E[ Z j (F0(¢ (kO 0+1)) a)’! (1 — (F0(t (kO 0+1)) a)) ‘ tko 0+1)]
j:ko,l
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Since Foﬂ(t((),’c‘f,@ 41)) s stochastically dominated by Beta(k** + 1,n%® — k%), we complete the

proof. O

A.8 ALGORITHMS FOR OTHER GROUP FAIRNESS CONSTRAINTS

In addition to Equality of Opportunity and Equalized Odds, there are other common fairness con-
straints and we can extend FaiREE to them.

Definition 4 (Demographic Parity). A classifier satisfies Demographic Parity if its prediction Y is
statistically independent of the sensitive attribute A :

PY=1|A=1)=PY =1|A=0)

Definition 5 (Predictive Equality). A classifier satisfies Predictive Equality if it achieves the same
TNR (or FPR) among protected groups:

~

Pxjaciy—o(Y =1) = Pxja—o,y—o(Y =1)

Definition 6 (Equalized Accuracy). A classifier satisfies Equalized Accuracy if its mis-classification
error is statistically independent of the sensitive attribute A:

PYAY |A=1)=PY £Y | A=0)

Similar to DEOQO, we can define the following measures:

DDP = Py a—1(Y = 1) = Py|a—o(Y = 1) (12)
DPE =Px|a=1,y=0(Y =1) = Pxja—0y=o(Y =1) (13)
DEA=P(Y #Y |A=1)—P(Y #Y | A=0). (14)

A.8.1 FAIREE FOR DEMOGRAPHIC PARITY

Algorithm 3: FaiREE for Demographic Parity
Input:

Training data: S = S99 U %t u S0 U §Lt
a: error bound

d0: small tolerance level

f: aclassifier

Tve = {f@¥),... f(he )}

{t?l")l, . ,t?;:;n)} =sort(T¥%)

TY =T yTY!

{tl(’l)7 ... ,t?(’ny)} =sort(TY)

Define g(k,a) = E[ 3> (")(Q1~* — a)?(1 — (Q'~* — a))""~7] with
=k
Q" ~ Beta(k,n® — k +1), L(k% k') = g(k°,0) + g(k', 1)
Build candidate set K = {(k°, k') | L(k°, k') <o} = {(K9,k}),..., (KS,, ki,)}

: y,0, 49,0 0 y,0 y,1 1 y,1
Find ki : t(k?)g) < t(kg) < t(k§1*0+1)’ t(k§'>1) < t(kil) < t(k-gf*1+1)’ RS {O7 1}

14 < argmin{é;} (&, is defined in Proposition 2)
1€[M]

Output: ¢(z,a) = 1{f(z,a) > £ )}

Similar to the algorithm for Equality of Opportunity, we have the following propositions and as-
sumption:
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Proposition 4. Given k°, k' satisfying k* € {1,...,n%} (a = 0,1). Define ¢(z,a) = 1{f(x,a) >
t‘(’ka)}, gk,a) =E[> (”;)(Ql_“ —a)(1—(Q'"* —a))™ I with Q* ~ Beta(k,n®* —k + 1),

j=k
then we have:

P(IDDP($)| > a) < g(k°,0) + g(k',1).
If t® is continuous random variable, the equality holds.

Theorem 7. Ifmin{no, n'} > (%1, we have |[DDP(¢;)| < o with probability 1 — 6, for
eachi e {1,...,M}.

Theorem 8. Given o/ < a. If min{n®,n'} > | Suppose & is the final output of FaiREE,

we have:
(1) |DDP(¢)| < a with probability (1 — §)™, where M is the size of the candidate set.
(2) Suppose the density distribution functions of f* under A = a,Y = 1 are continuous. ¢}, P

arg min| pp p(p) | <aP(¢(2, @) # Y). When the input classifier f satisfies || f(x,a) — f*(x,a)||oc <
€0, for any € > 0 such that F(", (e) < “Ea (+)(2€0) we have

log(l a) —‘

| P(¢(z,a) #Y) = P(¢h (z,a) #Y) |< 2F7, ) (2€0) + 2F(, (€) + 2€° + 126> + 16e

with probability 1 — (2M + 4)(e=2n""¢" 4 ¢=2n"'¢® | 2" | o—m®Tey

A.8.2 FAIREE FOR PREDICTIVE EQUALITY

Algorithm 4: FaiREE for Predictive Opportunity

Input:

Training data: S = S99 U %t u Sty §tt

a: error bound

d: small tolerance level

f: aclassifier

v = {f(@V),.... flah )}

{t(l) . 7#(’““ a)} =sort(7Y%)
,nO.a " ] . )

Define go(k‘, a) _ E[ Z (n;) )(Q071—a _ a)j(l _ (QO,I—a _ a))n0= —J] with
j=k

QU ~ Beta(k,n™" — ks + 1), L(E°, k1) = go(K®°,0) + go(k, 1)
Build candidate set K = {(koo k:‘“) | L(koo k01) < 5} = {(k?o,k?’l),...,(k?\f,k?vf)}

L0 111, 41,0 X
Find k k (kl 0 < t(ko 0y < t(kl 041y t(kl 1 < t(ko 1 < t(kl 141)

i < argmin{é;} (é; is defined in Proposition 2)
1€[M]

Output: ¢(x, a) = 1{/(z,a) > 15, }

Similar to the algorithm for Equality of Opportunity, we have the following propositions and as-
sumption:

Proposition 5. Given k%9 k%1 satisfying k* € {1,...,n%%} (a = 0,1). Define ¢(z,a) =

0,a

1{f(w,0) > 58 0 b golk, @) = B[S (") (@010 — ) (1= (@21 — )™ ~3] with QO ~
Beta(k,n%* — k + 1), then we hav]e._'k

P(|DPE($)| > a) < go(k*°,0) + go(k*',1).
Ift%% is continuous random variable, the equality holds.
Theorem 9. If min{n®% n%!} > [loéif_%a)], we have |DPE(¢;)| < o with probability 1 — 6, for
eachi e {1,...,M}.

29



©

w

IS

)

N

Published as a conference paper at ICLR 2023

Theorem 10. Given o/ < . If min{n®° n%1} > [ log 3 1 Suppose & is the final output of

log(1—a)
FaiREE, we have:
(1) IDPE(¢)| < a with probability (1 — §)M, where M is the size of the candidate set.
(2) Suppose the density distribution functions of f* under A = a,Y = 1 are continuous. PprPEa =

arg min p pp(4)<aP(P(7, @) # Y). When the input classifier f satisfies || f(x,a) — f*(z,a)||oc <
€o, for any € > 0 such that F, ) (€) < % F{,(2€0), we have

| P(¢(z,a) #Y) = P(¢h (z,a) #Y) |< 257, (2€0) + 2F(, (€) + 2€° + 126> + 16¢
with probability 1 — (2M + 4)(e™" " 4 e72n7°¢") — (1 — F0(26)""" — (1= F*)(20))"

0,1

A.8.3 FAIREE FOR EQUALIZED ACCURACY

Algorithm 5: FaiREE for Equalized Accuracy

Input:

Training data: S = $%% U §%1 U S0y §11
a: error bound (o > |py,1 — Py,o
d: small tolerance level

f: aclassifier

TV ={f(@"),.... flale,)}
{t(l) Yo ,tZ’;L a)} =sort(T%:%)

nl,a a J1—a . ,1—a a .
Define g1 (k,a) = E[Y° (7 ") (2et=e@0m0yi()  prace@00ynte ) gigy
i=k - “

QY ~ Beta(k,n"* — k+1),L1 (kY0 kYY) = gy (kY1 1) + g1 (k10,0)
Define go(k, a) =

n® . 1 0.1-a 0,1—a
3 ' —Py,1-a)Q" T Py 1-a—PY,a—Q\j 1-py,1-a) Q" " +py,1—a—Py,a—
]E[ (nj )(( PY,1—a) 17pyf]y:l Py, a)g(l _ (A-pvi-a) 17py,iY1 pY. a)n

0,a

j=k
with Q% ~ Beta(k + 1,n%* — k), Lo(k%°, k%) = go (K%L, 1) + go (K%, 0)
0,0 1,0 0,0 0,1 11 0,1

Find k00 k‘o Lo (k0-0) < t(kl 0) < t(k°’0+1)’ t(k’(”l) < t(kl»l) < t(k0,1+1)-
Build candidate set

K = {020, k50 | Lu(k0, BN 4 Lo(k0, KO) < o = {(ky k"), (ki R )}
14 < argmin{é;} (¢é; is defined in Proposition 2)

1€[M]

Output: ¢(z,a) = 1{f(z,a) > ti;j,u)}

Similar to the algorithm for Equalized Odds, we have the following propositions and assumption:

Proposition 6. Given k'° kY1 satisfying k'¢ € {1,...,n1“} ( = 0,1) and
a > |pvi — pvol Define ¢(z,a) = 1{f(z,a) > ;gla Logka) =
nh ¢ ,1—a . ,1—a a -
E[Y (7)) (Reree@m0yj() - prae@ T maynt ) i Qe Beta(k,n' — k +
=, " ”
0,a
1— —a 0,1-a 1—a— a— & i nU'a i
1), gyala) = (1-py1-4)@Q 17p;|/";l;)’1 PYe=O and go(k,a) = ]E[_ ( ; ) (ay,a(@))? (1 —

qyya(a))"o’a*j] with Q¥¢ ~ Beta(k + 1,n%% — k). Then we have:
P(IDPE($)| > @) < g1 (k"' 1) + g1(k1°,0) 4 go (K", 1) + go (K, 0).

. 0,0 log & 0,1 log & 1,0 log $
Assumption 1. n%° > [410g(1_14pyo—)1, n>t > (71%(1_1_4;”)1 not > [log(pﬁjoa 1, nbt >
[1(1;,0573&)1 in which [-] denotes the ceiling function.
o8 Py,1
Theorem 11. Under Assumption 1, we have |DEA(¢;)| < « with probability 1 — 6, for each
1e{l,...,M}
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Corollary 1. Under Assumption I, we have |DEA(¢)| < « with probability (1 — §)M, where M
is the size of the candidate set.

A.9 IMPLEMENTATION DETAILS AND ADDITIONAL EXPERIMENTS

From Lemma 2, we adopt a new way of building a much smaller candidate set. Note that our shrunk
candidate set for Equality of Opportunity is:

K ={(k" ur (510)) [ Ly (B, un (R10)) < 6}

Since Equalized Odds constraint is an extension of Equality of Opportunity, our target classifier
should be in K.

To select our target classifier, it’s sufficient to add a condition of similar false positive rate between
privileged and unprivileged groups. Specifically, we choose our final candidate set as below:

K// :{(kl’o,u1(/€1’o)) ‘ Ll(k1,07u1(k1,0)) < 57 Lo(k0,07k1,0) < 5}
We also did experiments on other benchmark datasets.

First, we apply FaiREE to German Credit dataset Kamiran & Calders (2009), whose task is to predict
whether a bank account holder’s credit is good or bad. The protected attribute is gender, and the
sample size is 1000, with 800 training samples and 200 test samples. To facilitate the numerical
study, we randomly split data into training set, calibration set, and test set at each repetition and
repeat 500 times.

Table 5: Result of different methods on German Credit dataset

| Eq | C-Eq | ROC | FairBayes |  FaiREE-EOO | FaiREE-EO
a | /| /| / [007] 01 |0.14]007]| 01 |014 007 01 |0.14

|[DEOO| |0.078 | 0.093 | 0.100 | 0.126 | 0.125 | 0.126 | 0.020 | 0.029 | 0.034 | 0.001 | 0.025 | 0.048
|[IDEOO|g5 | 0.179 | 0.127 | 0.267 | 0.160 | 0.182 | 0.186 | 0.066 | 0.097 | 0.130 | 0.004 | 0.084 | 0.120

|DPE)| 0.109 | 0.072 | 0.138 / / / / / / 0.041 | 0.063 | 0.092
|DPE|y, |0235]0.114 | 0.334 / / / / / / 0.059 | 0.097 | 0.133

ACC 0707 ]0.720 | 0.591 | 0.722 | 0.723 | 0.723 | 0.717 | 0.729 | 0.745 | 0.702 | 0.721 | 0.722

Then, we apply FaiREE to Compas Score dataset Angwin et al. (2016), whose task is to predict
whether a person will conduct crime in the future. The protected attribute is gender, and the sample
size is 5278, with 4222 training samples and 1056 test samples. To facilitate the numerical study,
we randomly split data into training set, calibration set and test set at each repetition and repeat for
500 times.

Table 6: Result of different methods on Compas Score dataset

| Eq | C-Eq | ROC | FairBayes |  FaiREE-EOO | FaiREE-EO
a | /| /| / [007] 01 |0.14]007| 01 |[014]007| 01 |0.14

|[DEOO| |0.083 | 0.642 | 0.070 | 0.077 | 0.109 | 0.136 | 0.026 | 0.033 | 0.042 | 0.027 | 0.049 | 0.098
|[DEOO|g5 | 0.101 | 0.684 | 0.174 | 0.145 | 0.186 | 0.250 | 0.066 | 0.097 | 0.131 | 0.068 | 0.090 | 0.140

|DPE)| 0.025 | 0.291 | 0.067 / / / / / / 0.026 | 0.048 | 0.060
|DPE|y, |0.047 | 0332 | 0.148 / / / / / / 0.057 1 0.092 | 0.114

ACC ] 0.629 | 0.664 | 0.652 | 0.658 | 0.658 | 0.659 | 0.654 | 0.660 | 0.672 | 0.623 | 0.654 | 0.669

We further generate a synthetic model where trained classifiers are more informative.

Model 3. We generate the protected attribute A and label Y with the probability, location parameter
and scale parameter the same as Model 1. The dimension of features is set to 60, and we
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. 0,0 i.i.d. 0,1 4.4.d. 1,0 i.49.d. o 1,1 i.4.d. o
geneiat; featéges with 277 "~ (1), @ ~7t4), x ~" xiand z;; T~ xg, for
j=12,..,60.

Table 7: Experimental studies under Model 3. Here | D EOO)| denotes the sample average of the absolute value
of DEOO defined in Eq. (1), and | DEOO|gs denotes the sample upper 95% quantile. |DPE| and |[DPE|y,

are defined similarly for D PE defined in Eq. (13). ACC is the sample average of accuracy. We use “/” in the
D PE line because FairBayes and FaiREE-EOO are not designed to control DPE.

| Eq | C-Eq | ROC | FairBayes |  FaiREE-EOO | FaiREE-EO
a | /| / | / ]004]006| 008|004 006 | 008|004 006 | 0.08

|[DEOO| |0.041 | 0.020 | 0.034 | 0.048 | 0.062 | 0.076 | 0.018 | 0.025 | 0.033 | 0.015 | 0.032 | 0.034
|[DEOO|g5 | 0.115 | 0.042 | 0.070 | 0.080 | 0.113 | 0.143 | 0.038 | 0.054 | 0.076 | 0.036 | 0.058 | 0.069

|DPE)| 0.093 | 0.106 | 0.062 / / / / / / 0.026 | 0.034 | 0.046
|DPE|,, |0272]0.191 | 0.101 / / / / / / 0.039 | 0.055 | 0.077

ACC  ]0.887 | 0.921 | 0.834 | 0.898 | 0.901 | 0.912 | 0.946 | 0.950 | 0.963 | 0.900 | 0.914 | 0.933

A.9.1 COMPARISON WITH MORE ALGORITHMS

In this subsection, we further compare FaiREE with more baseline algorithms that are designed for
achieving Equalized Odds or Equality of Opportunity, including pre-processing algorithms (Fairde-
cision in Kilbertus et al. (2020) and LAFTR in Madras et al. (2018)) and in-processing algorithms
(Meta-cl in Celis et al. (2019) and Adv-debias in Zhang et al. (2018)) under synthetic settings Model
1 and Model 2 described in Section 5.1, and the real dataset Adult Census in Section 5.2. The results
are summarized in Tables 8, 9, and 10.

From the experimental results, we can find that FaiREE has favorable results over these baseline
methods, with respect to fairness and accuracy. In particular, the experimental results indicate that
while the baseline methods are designed to minimize the fairness violation as much as possible (i.e.
set a« = 0), these methods are unable to have an exact control of the fairness violation to a desired
level a. For example, in the analysis of Adult Census dataset, the 95% quantile of the DEOO fairness
violations of Fairdecision is 0.078, and that of LAFTR, Meta-cl and Adv-debias are all above 0.2.
Moreover, our results found that If we allow the same fairness violation of DEOO and DEP for our
proposed method FaiREE, we have a much higher accuracy (0.845) compared to the accuracy of
those four baseline methods.

Table 8: Results of different methods on Adult Census dataset. Here | DEOO)| denotes the sample average
of the absolute value of DEOOQ defined in Eq. (1), and | DEOO)| g5 denotes the sample upper 95% quantile.
|DPE| and |DPE|,, are defined similarly for DPE defined in Eq. (13). ACC is the sample average of
accuracy. We use “/” in the DPFE line because Fairdecision and FaiREE-EOO are not designed to control
DPE.

| Fairdecision | LAFTR | Meta-cl | Adv-debias | ~ FaiREE-EOO | FaiREE-EO
a | / A A / | 007 | 0.1 | 0.14 | 0.07 | 0.1 | 0.14
IDEOO| 0.041 0.124 | 0.172 0.199 | 0.034 | 0.039 | 0.066 | 0.002 | 0.039 | 0.067
|IDEOO|gs | 0.078 0.203 | 0.253 0.248 | 0.065 | 0.090 | 0.124 | 0.008 | 0.094 | 0.125
|DPE| / 0.044 | 0.194 0.074 / / /| 0.030 | 0.066 | 0.074
|DPE|y, / 0.083 | 0.271 0.094 / / /| 0.056 | 0.078 | 0.086
ACC | 0772 0.822 | 0.688 | 0791 | 0.845|0.846 | 0.847 | 0.512 | 0.845 | 0.846
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Table 9: Experimental studies under Model 1, with the same notation as Table 8

| Fairdecision | LAFTR | Meta-cl | Adv-debias | FaiREE-EOO | FaiREE-EO

a | / A A / | 0.08 | 0.12 | 0.16 | 0.08 | 0.12 | 0.16
|IDEOO| 0.072 0.081 | 0.028 0.062 | 0.028 | 0.046 | 0.063 | 0.025 | 0.031 | 0.042
|IDEOO|gs | 0.177 0.145 | 0.108 0.226 | 0.073 | 0.115 | 0.157 [ 0.079 | 0.108 | 0.133
|DPE| / 0.061 | 0.118 0.179 / / /| 0.039 | 0.042 | 0.045
|DPE|y, / 0.104 | 0.272 0412 / / /| 0.075 | 0.084 | 0.106

ACC | 0616 0.533 | 0.620 0.645 | 0.621]0.657 | 0.669 | 0.552 | 0.562 | 0.615

Table 10: Experimental studies under Model 2, with the same notation as Table 8.

| Fairdecision | LAFTR | Meta-cl | Adv-debias | FaiREE-EOO | FaiREE-EO

o | / A A / | 0.08 | 0.12 | 0.16 | 0.08 | 0.12 | 0.16
|IDEOO| 0.675 0450 | 0.094 0.096 | 0.027 | 0.047 | 0.073 | 0.028 | 0.035 | 0.047
|IDEOO|os | 0.744 0.633 | 0.208 0263 | 0.075|0.112 | 0.153 [ 0.077 | 0.114 | 0.143
|DPE| / 0.502 | 0.120 0.140 / / /| 0.041 | 0.044 | 0.056
|DPE|y, / 0.686 | 0.312 0.418 / / /| 0.0710.09 | 0.127

ACC | 0584 0.647 | 0.606 0.628 | 0.595]0.627 | 0.639 | 0.575 | 0.589 | 0.606
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Figure 3: DEOO v.s. Accuracy, as a complementary figure for Figure 1
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Figure 4: DEOO v.s. Accuracy & DPE v.s. Accuracy for Model 1
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Figure 6: DEOO v.s. Accuracy & DPE v.s. Accuracy for Model 3
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Figure 7: DEOO v.s. Accuracy & DPE v.s. Accuracy for Adult Census dataset
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Figure 8: DEOO v.s. Accuracy & DPE v.s. Accuracy for German Credit dataset
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Figure 9: DEOO v.s. Accuracy & DPE v.s. Accuracy for Compas Score dataset
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