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ABSTRACT

Mixup is a popular data augmentation technique based on taking convex combina-
tions of pairs of examples and their labels. This simple technique has been shown
to substantially improve both the robustness and the generalization of the trained
model. However, it is not well-understood why such improvement occurs. In this
paper, we provide theoretical analysis to demonstrate how using Mixup in training
helps model robustness and generalization. For robustness, we show that minimiz-
ing the Mixup loss corresponds to approximately minimizing an upper bound of
the adversarial loss. This explains why models obtained by Mixup training ex-
hibits robustness to several kinds of adversarial attacks such as Fast Gradient Sign
Method (FGSM). For generalization, we prove that Mixup augmentation corre-
sponds to a specific type of data-adaptive regularization which reduces overfitting.
Our analysis provides new insights and a framework to understand Mixup.

1 INTRODUCTION

Mixup was introduced by Zhang et al. (2018) as a data augmentation technique. It has been em-
pirically shown to substantially improve test performance and robustness to adversarial noise of
state-of-the-art neural network architectures (Zhang et al., 2018; Lamb et al., 2019; Thulasidasan
et al., 2019; Zhang et al., 2018; Arazo et al., 2019). Despite the impressive empirical performance,
it is still not fully understood why Mixup leads to such improvement across the different aspects
mentioned above. We first provide more background about robustness and generalization properties
of deep networks and Mixup. Then we give an overview of our main contributions.

Adversarial robustness. Although neural networks have achieved remarkable success in many areas
such as natural language processing (Devlin et al., 2018) and image recognition (He et al., 2016a),
it has been observed that neural networks are very sensitive to adversarial examples — prediction
can be easily flipped by human imperceptible perturbations (Goodfellow et al., 2014; Szegedy et al.,
2013). Specifically, in Goodfellow et al. (2014), the authors use fast gradient sign method (FGSM)
to generate adversarial examples, which makes an image of panda to be classified as gibbon with
high confidence. Although various defense mechanisms have been proposed against adversarial
attacks, those mechanisms typically sacrifice test accuracy in turn for robustness (Tsipras et al.,
2018) and many of them require a significant amount of additional computation time. In contrast,
Mixup training tends to improve test accuracy and at the same time also exhibits a certain degree of
resistance to adversarial examples, such as those generated by FGSM (Lamb et al., 2019). Moreover,
the corresponding training time is relatively modest. As an illustration, we compare the robust test
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Figure 1: Illustrative examples of the impact of Mixup on robustness and generalization. (a) Adver-
sarial robustness on the SVHN data under FGSM attacks. (b) Generalization gap between test and
train loss. More details regarding the experimental setup are included in Appendix C.1, C.2.

accuracy between a model trained with Mixup and a model trained with standard empirical risk
minimization (ERM) under adversarial attacks generated by FGSM (Fig. 1a). The model trained
with Mixup loss has much better robust accuracy. Robustness of Mixup under other attacks have
also been empirically studied in Lamb et al. (2019).

Generalization. Generalization theory has been a central focus of learning theory (Vapnik, 1979;
2013; Bartlett et al., 2002; Bartlett & Mendelson, 2002; Bousquet & Elisseeff, 2002; Xu & Mannor,
2012), but it still remains a mystery for many modern deep learning algorithms (Zhang et al., 2016;
Kawaguchi et al., 2017). For Mixup, from Fig. (1b), we observe that Mixup training results in
better test performance than the standard empirical risk minimization. That is mainly due to its good
generalization property since the training errors are small for both Mixup training and empirical risk
minimization (experiments with training error results are included in the appendix). While there
have been many enlightening studies trying to establish generalization theory for modern machine
learning algorithms (Sun et al., 2015; Neyshabur et al., 2015; Hardt et al., 2016; Bartlett et al.,
2017; Kawaguchi et al., 2017; Arora et al., 2018; Neyshabur & Li, 2019), few existing studies have
illustrated the generalization behavior of Mixup training in theory.

Our contributions. In this paper, we theoretically investigate how Mixup improves both adver-
sarial robustness and generalization. We begin by relating the loss function induced by Mixup to
the standard loss with additional adaptive regularization terms. Based on the derived regulariza-
tion terms, we show that Mixup training minimizes an upper bound on the adversarial loss,which
leads to the robustness against single-step adversarial attacks. For generalization, we show how the
regularization terms can reduce over-fitting and lead to better generalization behaviors than those of
standard training. Our analyses provides insights and framework to understand the impact of Mixup.

Outline of the paper. Section 2 introduces the notations and problem setup. In Section 3, we
present our main theoretical results, including the regularization effect of Mixup and the subse-
quent analysis to show that such regularization improves adversarial robustness and generalization.
Section 4 concludes with a discussion of future work. Proofs are deferred to the Appendix.

1.1 RELATED WORK

Since its advent, Mixup training (Zhang et al., 2018) has been shown to substantially improve gen-
eralization and single-step adversarial robustness among a wide rage of tasks, on both supervised
(Lamb et al., 2019; Verma et al., 2019a; Guo et al., 2019), and semi-supervised settings (Berth-
elot et al., 2019; Verma et al., 2019b). This has motivated a recent line of work for developing a
number of variants of Mixup, including Manifold Mixup (Verma et al., 2019a), Puzzle Mix (Kim
et al., 2020), CutMix (Yun et al., 2019), Adversarial Mixup Resynthesis (Beckham et al., 2019),
and PatchUp (Faramarzi et al., 2020). However, theoretical understanding of the underlying mech-
anism of why Mixup and its variants perform well on generalization and adversarial robustness is
still limited.
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Some of the theoretical tools we use in this paper are related to Wang & Manning (2013) and Wager
et al. (2013), where the authors use second-order Taylor approximation to derive a regularized loss
function for Dropout training. This technique is then extended to drive more properties of Dropout,
including the inductive bias of Dropout (Helmbold & Long, 2015), the regularization effect in ma-
trix factorization (Mianjy et al., 2018), and the implicit regularization in neural networks (Wei et al.,
2020). This technique has been recently applied to Mixup in a parallel and independent work (Car-
ratino et al., 2020) to derive regularization terms. Compared with the results in Carratino et al.
(2020), our derived regularization enjoys a simpler form and therefore enables the subsequent anal-
ysis of adversarial robustness and generalization. We clarify the detailed differences in Section 3.

To the best of our knowledge, our paper is the first to provide a theoretical treatment to connect the
regularization, adversarial robustness, and generalization for Mixup training.

2 PRELIMINARIES
In this section, we state our notations and briefly recap the definition of Mixup.

Notations. We denote the general parameterized loss as [(6, z), where § € © C R? and z =
(z,y) is the input and output pair. We consider a training dataset S = {(x1,y1), ", (Tn,Yn)}
where z; € X C RP and y; € Y C R™ are i.i.d. drawn from a joint distribution P, ,. We
further denote Z; ;(A\) = Az; + (1 — Ny, 95;(A) = Ayi + (1 — Ny, for X € [0,1] and let
Zij(A) = (%45(N), 7i,5(N)). Let L(0) = E.p, 1(0,2) denote the standard population loss and
Lst4(9,S) = -1, (6, 2;) /n denote the standard empirical loss. For the two distributions D; and
Dy, we use pD; + (1 — p)Ds for p € (0, 1) to denote the mixture distribution such that a sample is
drawn with probabilities p and (1 — p) from D; and D5 respectively. For a parameterized function
fo(x), we use V fy(x) and Vj fy(x) to respectively denote the gradient with respect to = and 6. For
two vectors a and b, we use cos(x, y) to denote (x, y)/(||z] - |lvl)-

Mixup. Generally, for classification cases, the output y; is the embedding of the class of x;, i.e.
the one-hot encoding by taking m as the total number of classes and letting y; € {0,1}™ be the
binary vector with all entries equal to zero except for the one corresponding to the class of z;. In
particular, if we take m = 1, it degenerates to the binary classification. For regression cases, y; can
be any real number/vector. The Mixup loss is defined in the following form:

. 1 <& ~
LI::IX(97S) = ﬁ Z ]EAN'Dxl(aazij()‘))a (1)

ij=1

where D), is a distribution supported on [0, 1]. Throughout the paper, we consider the most com-
monly used D) — Beta distribution Beta(«, ) for o, 5 > 0.

3 MAIN RESULTS

In this section, we first introduce a lemma that characterizes the regularization effect of Mixup.
Based on this lemma, we then derive our main theoretical results on adversarial robustness and
generalization error bound in Sections 3.2 and 3.3 respectively.

3.1 THE REGULARIZATION EFFECT OF MIXUP

As a starting point, we demonstrate how Mixup training is approximately equivalent to optimizing
a regularized version of standard empirical loss L5'%(6, S). Throughout the paper, we consider the
following class of loss functions for the prediction function fp(x) and target y:

L={0, (z,y)0, (z,y) = h(fo(x)) — yfo(x) for some function h}. 2)

This function class £ includes many commonly used losses, including the loss function induced by
Generalized Linear Models (GLMs), such as linear regression and logistic regression, and also cross-
entropy for neural networks. In the following, we introduce a lemma stating that the Mixup training
with A ~ Dy = Beta(a, ) induces a regularized loss function with the weights of each regulariza-

tion specified by a mixture of Beta distributions Dy = ﬁBeta(a +1,8)+ aiﬁ Beta(B+ 1, ).
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Lemma 3.1. Consider the loss function 1(0, (x,y)) = h(fo(x)) — yfo(x), where h(-) and fo(-)
for all 0 € © are twice differentiable. We further denote Dy as a uniform mixture of two Beta
distributions, i.e., S5 Beta(a+1,8) + cxf—ﬂ Beta(f+1,a), and Dx as the empirical distribution
of the training dataset S = (x1,--- ,xy,), the corresponding Mixup loss L"~(0,S), as defined in
Eq. (1) with A ~ Dy = Beta(a, ), can be rewritten as

3
L6, 5) = L(9,9) + 3 Ra(0,9) + Ey . [(1 = N)2(1— V)],
=1

where lim,_,o p(a) = 0 and

EANﬁA[l =A<

Y (W (fo(x:)) = yi)V fo(x:) "Erpmpy [re — wil,

=1

R1(6,9) =

E n
Rz<e,s>=*~”*—2h" Fo(@)V fo(s) "Er, oy [(re — 25) (re — 2:) 1]V fo(w2),

E 2

Rs(0,5) = %Z W (fo(i) = Yi)Bron [(re — ) V2 fo(ai) (ra — 24) 7).

By putting the higher order terms of approximation in ¢(-), this result shows that Mixup is related
to regularizing V fy(x;) and V2 fy(x;), which are the first and second directional derivatives with
respect to z;. Throughout the paper, our theory is mainly built upon analysis of the quadratic ap-
proximation of L™*(6, S), which we further denote as

3
L0, 8) = L0, 9) + > _Ri(0,9). 3)
=1

Comparison with related work. The result in Lemma 3.1 relies on the second-order Taylor ex-
pansion of the loss function Eq. (1). Similar approximations have been proposed before to study the
regularization effect of Dropout training, see Wang & Manning (2013); Wager et al. (2013); Mianjy
et al. (2018); Wei et al. (2020). Recently, Carratino et al. (2020) independently used similar approx-
imation to study the regularization effect of Mixup. However, the regularization terms derived in
Carratino et al. (2020) is much more complicated than those in Lemma 3.1. For example, in GLM,
our technique yields the regularization term as shown in Lemma 3.3, which is much simpler than
those in Corollaries 2 and 3 in Carratino et al. (2020). One technical step we use here to simplify the
regularization expression is to equalize Mixup with input perturbation, see more details in the proof
in the Appendix. This simpler expression enables us to study the robustness and generalization of
Mixup in the subsequent sections.

Validity of the approximation. In the following, we present numerical experiments to support
the approximation in Eq. (3). Following the setup of numerical validations in Wager et al. (2013);
Carratino et al. (2020), we experimentally show that the quadratic approximation is generally very
accurate. Specifically, we train a Logistic Regression model (as one example of a GLM model,
which we study later) and a two layer neural network with ReLU activations. We use the two-moons
dataset (Buitinck et al., 2013). Fig. 2 shows the training and test data’s loss functions for training
two models with different loss functions: the original Mixup loss and the approximate Mixup loss.
Both models had the same random initialization scheme. Throughout training, we compute the
test and training loss of each model using its own loss function. The empirical results shows the
approximation of Mixup loss is quite close to the original Mixup loss.

3.2 MIXUP AND ADVERSARIAL ROBUSTNESS

Having introduced L™* (6, S) in Eq. (3), we are now ready to state our main theoretical results. In
this subsection, we illustrate how Mixup helps adversarial robustness. We prove that minimizing
L™x(9, S) is equivalent to minimizing an upper bound of the second order Taylor expansion of an
adversarial loss.
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Figure 2: Comparison of the original Mixup loss with the approximate Mixup loss function.

Throughout this subsection, we study the logistic loss function

1(0, z) = log(1 + exp(fy(x))) — yfo(x),
where y € Y = {0, 1}. In addition, let ¢ be the logistic function such that g(s) = e®/(1 + e®) and
consider the case where 6 is in the data-dependent space ©, defined as
O ={0 R y;folx;) + (yi — 1) fo(x;) > 0foralli =1,...,n}.
Notice that © contains the set of all § with zero training errors:
© D {6 € RY : the label prediction §; = 1{fs(z;) > 0} isequaltoy; foralli=1,...,n}. (4)

In many practical cases, the training error (0-1 loss) becomes zero in finite time although the training
loss does not. Equation (4) shows that the condition of § € © is satisfied in finite time in such
practical cases with zero training errors.

Logistic regression. As a starting point, we study the logistic regression with fo(z) = 6,
in which case the number of parameters coincides with the data dimension, i.e. p = d. For a

given ¢ > 0, we consider the adversarial loss with £5-attack of size e\/d, that is, L2%(0,S) =
1/ny max s <. /g (0, (x; + 05,:)). We first present the following second order Taylor ap-

proximation of L% (6, S).

Lemma 3.2. The second order Taylor approximation of L% (6, ) is 31" laaw(eV/d, (x4,3:)) /7,
where foranyn > 0, x € RP and y € {0,1},

laav(n, (z,1)) = U0, (z,y)) + nlg(zT0) —y| - 02 + % gz 0)(1—g(x"0))-110]3. (5

By comparing l,q, (6, (2, y)) and L™ (6, S) applied to logistic regression, we prove the following.
Theorem 3.1. Suppose that fo(x) = x"0 and there exists a constant ¢, > 0 such that ||z;|2 >
coNd forall i € {1,...,n}. Then, for any 0 € ©, we have

i 1 n_ 1 n_
Ln (HaS) Z E ;ladv(gi\/av (xmyz)) Z E ;ladv(emix\/aa (xuyz))

where e; = Ric;E, 5, [1 — A] with R; = |cos(0,z;)
R = minie{l,...,n} |COS(9,$¢)|.

,and epix = R - cm]E/\NﬁA[l — ] with

Theorem 3.1 suggests that L™* (6, S) is an upper bound of the second order Taylor expansion of the
adversarial loss with /o-attack of size amix\/a. Note that €,,;x depends on 6; one can think the final
radius is taken at the minimizer of L™* (¢, S). Therefore, minimizing the Mixup loss would result in
a small adversarial loss. Our analysis suggests that Mixup by itself can improve robustness against
small attacks, which tend to be single-step attacks (Lamb et al., 2019). An interesting direction
for future work is to explore whether combining Mixup with adversarial training is able to provide
robustness against larger and more sophisticated attacks such as iterative projected gradient descent
and other multiple-step attacks.
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Figure 3: The behaviors of the values of R and R; during training for linear models and artificial
neural network with ReLU (ANN). The subplots (c) and (d) show the histogram of (R1, R, ..., R,)
for ANN before and after training. R and R; control the radii of adversarial attacks that Mixup
training protects for.

Remark 3.1. Note that Theorem 3.1 also implies adversarial robustness against { o, attacks with size
< e implies ||6]|2 < eV/d, and therefore max||5)|.<e [0, (z40,y)) <

max 5. <va.. L0, (x +6,9)).

In the following we provide more discussion about the range of R = min;c(y,... »} | cos(6, z;)|. We
first show that under additional regularity conditions, we can obtain a high probability lower bound
that does not depend on sample size. We then numerically demonstrate that R tends to increase
during training for both cases of linear models and neural networks at the end of this subsection.

A constant lower bound for logistic regression. Now, we show how to obtain a constant lower bound
by adding some additional conditions.

Assumption 3.1. Let us denote ©,, C © as the set of minimizers of Lm‘x(ﬂ S). We assume there

exists a set ©* ', such that for all n. > N, where N is a positive integer, 0,, C O* with probability
at least 1 — 4y, where Op, — 0asn — 0. Moreover, there exists a T € (0, 1) such that

=P {x e X :|cos(x,b)| >7foralld € ©°}) € (0,1].

Such condition generally holds for regular optimization problems, where the minimizers are not lo-
cated too dispersedly in the sense of solid angle (instead of Euclidean distance). More specifically,
if we normalize all the minimizers’ /5 norm to 1, this assumption requires that the set of minimizers
should not be located all over the sphere. In addition, Assumption 3.1 only requires that the proba-
bility p, and the threshold 7 to be non-zero. In particular, if the distribution of x has positive mass
in all solid angles, then when the set of minimizers is discrete, this assumption holds. For more
complicated cases in which the set of minimizers consists of sub-manifolds, as long as there exists
a solid angle in & that is disjoint with the set of minimizers, the assumption still holds.

Theorem 3.2. Under Assumption 3.1, for fo(x) = 270, if there exists constants by, c; > 0 such
that c,d < ||zi|la < beVd foralli € {1,...,n}. Then, with probability at least 1 — §,, —
2 exp(—np?2/2), there exists constants > 0, kg > k1 > 0, such that for any 6 € ©,,, we have

Lmlx 9 S Zladv Emlx (xhyl))

£ . — R - _ P — mi Prk1 4Kkpr
where Enix = Reg By 5, [l — A] and R = min { pTepr ey rers BV A } T

Neural networks with ReLU / Max-pooling.  The results in the above subsection can be extended
to the case of neural networks with ReLU activation functions and max-pooling. Specifically, we

"Under some well-separation and smoothness conditions, we would expect all elements in ©,, will fall into
a neighborhood A,, of minimizers of Es L™ (0, S), and N, will shrink as n increases, i.e. N;,41 C N,,. One
can think ©* is a set containing all \;, forn > N.
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consider the logistic loss, [(6,z) = log(1 + exp(fo())) — yfo(z) with y € {0,1}, where fo(x)
represents a fully connected neural network with ReLU activation function or max-pooling:

fo(x) =B o(Wy_1- - (Wao(Wiz)).

Here, o represents nonlinearity via ReLU and max pooling, each W is a matrix, and S is a column
vector: 1i.e., 6 consists of {V%}f\i_ll and 3. With the nonlinearity ¢ for ReLU and max-pooling,
the function fp satisfies that fo(z) = Vfy(z) "z and V2fs(z) = 0 almost everywhere, where
the gradient is taken with respect to input . Under such conditions, similar to Lemma 3.2, the
adversarial loss function -7 max s\ /7 U(0, (z; + d;,:))/n can be written as

n

2 n
L3900, 8) +emse /A 3 Lol o))~ IV faCe) )+ 25 S 0 fola) IV fo(e3)

i=1
(6)
With a little abuse of notations, we also denote

ladv (9, (2, y)) = 1(0, (z,y)) + 6lg(fo(x)) = ylIV fo(x)ll2 + (%d\h”(fe(w))\ IV fo () 13-

The following theorem suggests that minimizing the Mixup loss in neural nets also lead to a small
adversarial loss.

Theorem 3.3. Assume that fo(x;) = V fo(x;) " x5, V2 fo(2;) = 0 (which are satisfied by the ReLU

and max-pooling activation functions) and there exists a constant ¢, > 0 such that ||z;||2 > caVd
Sforalli € {1,...,n}. Then, for any § € ©, we have

n 1 n
Z adv 51 xzayz > — Z grmx (mzayz))

n
i=1

L (o, 5)

3\>—‘

where €; = Ric;E, 5, 1- R =

] Emix = R- CI A~Diy [ ]andR - |COS(Vf0(xz) 331)
Minie(1,.. n} | cos(V fy (), ).

Similar constant lower bound can be derived to the setting of neural networsk. Due to limited space,
please see the detailed discussion in the appendix.

On the value of R = min; R; via experiments. For both linear models and neural networks, after
training accuracy reaches 100%, the logistic loss is further minimized when || fo(z;)||2 increases.
Since || fo(zi)ll2 = IV fo(z:) T2ill2 = ||V fo(x)|2]|z: |2 Ri, this suggests that R; and R tend to
increase after training accuracy reaches 100% (e.g., V fo(x;) = 6 in the case of linear models). We
confirm this phenomenon in Fig. 3. In the figure, R is initially small but tends to increase after
training accuracy reaches 100%, as expected. For example, for ANN, the value of R was initially
2.27 x 1075 but increased to 6.11 x 10~2 after training. Fig. 3 (c) and (d) also show that R; for each
i-th data point tends to increase during training and that the values of R; for many points are much
larger than the pessimistic lower bound R: e.g., whereas R = 6.11 x 1072, we have R; > 0.8 for
several data points in Fig. 3 (d). For this experiment, we generated 100 data points as z; ~ N (0, I)
and y; = 1{z;60* > 0} where z; € R1% and §* ~ N(0,I). We used SGD to train linear models
and ANNs with ReL.U activations and 50 neurons per each of two hidden layers. We set the learning
rate to be 0.1 and the momentum coefficient to be 0.9. We turned off weight decay so that R is not
maximized as a result of bounding ||V fo(z;)]],

3.3 MIixUP AND GENERALIZATION

In this section, we show that the data-dependent regularization induced by Mixup directly controls
the Rademacher complexity of the underlying function classes, and therefore yields concrete gener-
alization error bounds. We study two models — the Generalized Linear Model (GLM) and two-layer
ReLU nets with squared loss.

Generalized linear model. A Generalized Linear Model is a flexible generalization of ordinary
linear regression, where the corresponding loss takes the following form:

10, (z,y) = A0 ) —y0 "z,
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where A(-) is the log-partition function, z € R? and y € R. For instance, if we take A(6'z) =

log(1 + eeTz) and y € {0, 1}, then the model corresponds to the logistic regression. In this para-
graph, we consider the case where ©, X and ) are all bounded.

By further taking advantage of the property of shift and scaling invariance of GLM, we can further
simplify the regularization terms in Lemma 3.1 and obtain the following results.

n

Lemma 3.3. Consider the centralized dataset S, that is, 1/n Zi'zl x; = 0. and denote » x =
%z,:cj For a GLM, if A(-) is twice differentiable, then the regularization term obtained by the
second-order approximation of i’,;’ix(ﬁ, S) is given by

1 = 1-2N)2 o
%[ZA (0" x)] 'EANﬁA[%}Qsze, @)
=1

where Dy = ﬁBeta(a +1,8)+ ﬁBeta(ﬁ +1,a).

Given the above regularization term, we are ready to investigate the corresponding generalization
gap. Following similar approaches in Arora et al. (2020), we shed light upon the generalization
problem by investigating the following function class that is closely related to the dual problem of
Eq. (7):
W, = {z — 0"z, such that 0 satisfying E, A" (0" z) - 0T Xx6 < ~},

where « > 0 and Xx = E[zzxﬂ Further, we assume that the distribution of x is p-retentive
for some p € (0,1/2], that is, if for any non-zero vector v € R, []EI[A”(;L"TQ))H2 > p-
min{1,E,(v"x)?}. Such an assumption has been similarly assumed in Arora et al. (2020) and
is satisfied by general GLMs when 6 has bounded /5> norm. We then have the following theorem.

Theorem 3.4. Assume that the distribution of x; is p-retentive, and let ¥ x = E[zx ). Then the
empirical Rademacher complexity of V., satisfies

a max Tyi/a (dyi/2y %@X)
Rad(W,, S) < {(p) ’(p> } — =

The above bound on Rademacher complexity directly implies the following generalization gap of
Mixup training.

Corollary 3.1. Suppose A(-) is L a-Lipchitz continuous, X, ) and © are all bounded, then there
exists constants L, B > 0, such that for all § satisfying E, A" (0T z)-0 T S x 0 < v (the regularization
induced by Mixup), we have

L(6) < Ly!*(6,5)+2L - Ly - <max{(z)1/4,(z)1/2}. m"’f”) B W

with probability at least 1 — 0.

Remark 3.2. This result shows that the Mixup training would adapt to the intrinsic dimension of
x and therefore has a smaller generalization error. Specifically, if we consider the general ridge
penalty and consider the function class W,:nge = {x — 0" 2,||0||> < v}, then the similar tech-

nique would yield a Rademacher complexity bound Rad(W.,,S) < max{(v/p)'/*, (v/p)/?} -

\/p/n, where p is the dimension of x. This bound is much larger than the result in Theorem 3.4
when the intrinsic dimension rank(X x) is small.

Non-linear cases. The above results on GLM can be extended to the non-linear neural network
case with Manifold Mixup (Verma et al., 2019a). In this section, we consider the two-layer ReLU
neural networks with the squared loss L(0,5) = L 3™ (y; — fo(x;))?, where y € R and fp(z) is
a two-layer ReLU neural network, with the form of

fo(z) = 6] o(Wz) + .
where W € RP*4 9, € R?, and 6, denotes the bias term. Here, # consists of W, 6, and 6;.

If we perform Mixup on the second layer (i.e., mix neurons on the hidden layer as proposed by
Verma et al. (2019a)), we then have the following result on the induced regularization.
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Lemma 3.4. Denote f)}'( as the sample covariance matrix of {o(Wx;)}1_,, then the regularization
term obtained by the second-order approximation of L~(0, S) is given by

1- N2, e
EXN@A[%WEX(%, 3

where Dy ~ a1 Betala+1,8) + aLj_ﬂBeta(ﬁ +1,a).

To show the generalization property of this regularizer, similar to the last section, we consider the
following distribution-dependent class of functions indexed by 6:

Wf,VN .= {& — fo(z), such that @ satisfying 0] ©%60; < ~},
where ¥% = E[%%] and a > 0. We then have the following result.

Theorem 3.5. Let i, = E[o(Wz)] and denote the generalized inverse of £% by Eg;. Suppose X,

Y and © are all bounded, then there exists constants L, B > 0, such that for all fy in ny\' N (the
regularization induced by Manifold Mixup), we have, with probability at least 1 — 6,

. o ot/2 2
L<e><Lffd<a,s>+4L.\/’Y rankE3) B pell) y pp, [lo80),
n n

4 CONCLUSION AND FUTURE WORK

Mixup is a data augmentation technique that generates new samples by linear interpolation of multi-
ple samples and their labels. The Mixup training method has been empirically shown to have better
generalization and robustness against attacks with adversarial examples than the traditional training
method, but there is a lack of rigorous theoretical understanding. In this paper, we prove that the
Mixup training is approximately a regularized loss minimization. The derived regularization terms
are then used to demonstrate why Mixup has improved generalization and robustness against one-
step adversarial examples. One interesting future direction is to extend our analysis to other Mixup
variants, for example, Puzzle Mix (Kim et al., 2020) and Adversarial Mixup Resynthesis (Beckham
et al., 2019), and investigate if the generalization performance and adversarial robustness can be
further improved by these newly developed Mixup methods.
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Appendix

In this appendix, we provide proofs of the main theorems and the corresponding technical lemmas.
Additional discussion on the range of R in the case of neural nets, and some further numerical
experiments are also provided.

A TECHNIQUE PROOFS

A.1 PROOF OF LEMMA 3.1

Consider the following problem with loss function I, ,,(0) := (0, (z, y)) = h(fo(z)) —yfo(z), that
is

Lstd 9 S

: \F*

Z (fo(xi)) — yifo(xi)].
The corresponding Mixup version, as defined in Eq.(1), is

Ly(0,5) = IEANBM o) Z (fo(Zi,;(N)) — (Ayi + (1 = Nyj;) fo(Ti,;(N)],
1,5=1
where Z; ;(A) = Az; + (1 — A)x;. Further transformation leads to

LI(0,8) = —Brcmraons) D { Ml O0) ~ Ao (N)
i,j=1
(1= NAo(@i5 () = (1= Ny fol@is (V) }
1

(L= B)ho @i () = yifol@i,; (V)] |

Note that A\ ~ Beta(a, 8), B|]A ~ Bern(\), by conjugacy, we can exchange them in order and
have

B ~ Bern A| B~ Beta(a+ B,8+1—B

(o5 (a+B,6+1-B).

As aresult,

L7 (0,5) = 22{

+ %EAwBeta(aﬂ«kl)[h(fG(ji,j()\))) — :lhfe(:fl,]()\))]}

Ex~Beta(at1,8) (M fo(Zi (X)) — yifo(Zi;(N))]

Using the fact 1 — Beta(c, 6+ 1) and Beta(f + 1, «) are of the same distribution and Z;; (1 — \) =
Zj;(\), we have

ZE/\NBeta(a,B-l—l)[h(ff?(ji,j()‘))) =y fo(Zi;(N))]
=Y Eacpeta(a1,0) [1(fo(Fi (V) — yifo(Ei;(N)]-

(2]

Thus, let Dy = af’f_ﬁBem(a +1,8)+ OH_ﬁBeta(ﬂ +1,a)

LM%(9,8) = ZE/\NDAETIND R(f(0, Az; + (1 — N)12))) — i f (0, Az + (1 — N)ry)

i=1

1 n
- n Z Eyop,Ero~n.lz; y: (0) 9)

i=1

13
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where D, is the empirical distribution induced by training samples, and &; = Az; + (1 — \)r,.

In the following, denote S = {(&;,;)}I;, and let us analyze L5!%(9,S) = L 3" | 15, ,,.(0), and
compare it with L5'4(6, S). Let « = 1 — X and v; () = Iz, ,;, (9). Then, using the definition of the
twice-differentiability of function ¢,

1
Li; ; (0) = thi(@) = i(0) + 4 (0)a + 51/J§/(0)042 + a’pi(a), (10)
where lim,_,q ;(z) = 0. By linearity and chain rule,

Ofo(#:) 0 fo(#:) Dy
05, oa Y or, oa
8 fo (i OFa (i
J;QS )(Tz - 33i) - yiM(% - xi)

0;

i) =1 (fo(:))

= ' (fo(Z:))

where we used % = (ry — ;). Since

0 0 T; 0 o i NG )
da @ff e = )| sz T = ) TV a0 G = () Vo) )
we have

V(@) =H (fo(@:))(re — x3) T V2 fo(2:) (re — 24)

1 o) 1, = )2 = gl = )V o) e = 2)

Thus,
Pi(0) = W (fo(:))V fo(wi) " (ro—:) =3V folai) T (ra—as) = (W (fo(2:))—yi)V fo (i) " (ro—w:)

@7 (0) =h (fo(w:))(re — 25) TV fo(ai) (ra — ) + 1" (fo(2:) [V fo(xi) T (re — 23))?
—yilre — ) V2 fo(2:) (ra — 25).
=h"(fo())V fo(@:) T (re — i) (re — ) "V fo(xi) + (W' (fo(x:)) — yi) (re — 25) TV fo(2) (ra

By substituting these into equation 10 with ¢(a) = L 3% | ; (), we obtain the desired statement.

A.2 PROOFS RELATED TO ADVERSARIAL ROBUSTNESS
A.2.1 PROOF OF LEMMA 3.2

Recall that L™ (0, S) = ;- 307, max; . <. /g (0, (zi + 6;, ;) and g(u) = 1/(1 + ™). Then

n

the second-order Taylor expansion of (6, (x + 6, t)) is given by

1
1O, (z+6,9)) = 10, (,9) + (9(0 ") =) - 670+ g(xTO)(1 — g(x0)) - (570)*.
Consequently, for any given n > 0,

32, 16 (2 4 8,9) = max 16, (,9)) + (9(670) —9)- 870+ SolaT 01— g(xT6)) - (576

=10, (z,9)) +nlg(zT0) —y| - |02 + %(9($T9)(1 —g(x"9))) - 1912,

where the maximum is taken when § = sgn(g(x ' 0) — y) - ﬁ - 1.

A.2.2 PROOF OF THEOREM 3.1

Since fp(x) = 70, we have V fp(x;) = 0 and V? fp(;) = 0. Since h(z) = log(1 + €*), we have
N(z) = li% =g(z) > 0and 1" (z) = ﬁ = g(2)(1 — g(2)) > 0. By substituting these into
the equation of Lemma 3.1 with E,._[r,] = 0,

L™(9,8) = L™(0, S) + R1(6, S) + Ra2(6, S), (11)

14
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where .
R1(6,5) = Eall = A 0Tz,
i=1
Exl(1 - M) <
Ra0. 9) = AL 00T 0)(0 — (e 0187 B [0 — ) — )10
" i=1
EAl(1 = V]? &
> DU S 00T )1 9T 0B, (2 — )2 — )0
i=1
where we used E[z?] = E[2]? + Var(zj) > Elz Jr and GTIE”[( Ty = 2i)(re —x;)7)0 > O Since
E, [(re — x)(re — )] = B [ror) — rox] —zir] + 2i2]] = E —|— x;x; where
E,, [r.7, ] is positive semidefinite,
Ro(0,S) > Z|g (] 0)(1 — g(z] 0)|0T (B, [ror]] + zi2] )0.

> % Z lg(z 0)(1 = g(x] )07 )

-2l Z l9(e7 0)(1 — 9T O)I10]3]2:]13(cos 0, 2.))?

R2 QE,\ 1-—
Z lg(z] 0)(1 — g(z] 0))]]0]3
Now we bound E = BIUZAIS™ ()0 (276)) (67 ;) by using 6 € ©. Since 6 € O, we have
vifo(x;) + (yi — l)fg(Iz) > 0, which implies that (§ T 2;) > 0ify; = 1 and (0T 2;) < 0if y; = 0.

Thus, if y; = 1,
(i — g(z] 0)(0T2:) = (1 - g(x] 0))(072:) > 0,
since (0" 2;) > 0 and (1 — g(z; 0)) > 0dueto g(x]0) € (0,1). If y; = 0,
(i — g(x] 0))(07 @) = —g(x] 0)(0 T 2:) > 0,
since (07 z;) < 0and —g(z; 0) < 0. Therefore, foralli =1,...,n
(i — g(] 0)(0T @) >0,
which implies that, since E ,\[(1 - A)] >0,

R1(6,5) = Z lyi — g(] 0)/10" ;]

Z 92" 0) = wil l01]2]|:ll2] cos (6, 27)]

RczE)\
Z l9(a; 0) = will16]]2

By substituting these lower bounds of R4 (6, S) and R2 (6, S) into equation 11, we obtain the desired
statement.

A.2.3 PROOF OF THEOREM 3.2

Recall we assume that én will fall into the set ©* with probability at least 1 — §,,, and §,, — 0 as
n — 0o. In addition, define the set

Xo« (1) ={x € X :|cos(zx,0)| = 7 forall @ € O},

15
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there is 7 € (0, 1) such that Xo«(7) # 0, and

Pr = IP(I € Xo- (T)) € (Ov 1)'
Let us first study

=3 lo(eT 0)(1 — gl ) (cos(0,:))?

Since we assume ©* is bounded and ¢, v/d < ||z;]|2 < by\/d for all i, there exists x > 0, such that
lg(z 0)(1 = g(a]0))| > &.

If we denote p = {number of zs such that z; € Xg~(7)}/n. Then, it is easy to see

& Vsexs. (n 9@ 0)(1 - g(z]0))] _(-p)/4
) eno. () 9@ (1 —g(z[0)] T pr

For 7)? satisfying

we have

1o 1
LS lalal 00— gla] O)l(cos0.207 > LY lgtal 0)(1 — gla] )1
=1 z; €EXox (T)
1 1
> o o]0 — (! 0)n* + - Yo la@l o)1 — gl 0)n*.
zi €EXe* (T) T €X G (T)

Lastly by Hoeffding’s inequality, if we take ¢ = p, /2

(1-p)/4
Pk

(1—p-/2)/4

-+ e /2)r

)< (1+ )

with probability at least 1 — 2 exp(—2ne?)

n<r [ A4kps
N 2 — pr +4rp;

S lg(a] 0) — yill cos(6, )

i=1

Similarly, if we study

By boundedness of 6, x and y € {0, 1}, we know there are constants k1, ko > 0, such that

k1 < |g(fo(zi)) — il < k2

Similarly, we know

n < Prki1 -
= 2k9 — pr(Kk2 — K1)

Combined together, we can obtain the result:

< . { DPrk1 4HpT }
< min 1/ T
K 2K9 — Pr("€2 - 51) 2 — pr + 4kps

16
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A.2.4 PROOF OF THEOREM 3.3

From the assumption, we have fy(z;) = V fo(x;) T2 and V2 fo(z;) = 0. Since h(z) = log(1+¢),
we have h/(z) = 1+z g(z) > 0and h"(z) = (1+P e = g(2)(1 — g(z)) > 0. By substituting
these into the equation of Lemma 3.1 with E,._[r,] = 0,

L7%(6,8) = L™*(0, S) + R1(,5) + Ra2(6, S), (12)
where

n

Ri(0,8) = LIS 0 (g fola)

n :
=1

NP
Ro(0,5) = ALV > oo )1 gtV ate) En s =) 20TV ol

> mzng (o)) (1~ 9o @)V fo ) TEy, [(rs — 2:)(ra — ) IV folas)
where we used E[22] = E[z]2+ Var(z nd V fo(z;) "B, [(re — ;) (re —24) TV fo ;) >
0. gler:lceeEse[( | ]xz)(rgC ]— xZ)T](—) E,, [1[",]1" ’ — T Gé l”ﬂ‘ [S- x; IT]) =E, [Tx]T] i'(l”z

where E,._[r,r T] is positive semidefinite,

R2(0,5) > w Z l9(fo(xi)) (1 = g(fo(x))IV fo () T By, [rary | + ziz )V fo(xi).

> B0 AR ™ o o) (1 - oo DI fole) T)?
i=1
= B =S o o)1 oo DI Fo) 3l o fo ). )

=1
| BEE0 - VP
- 2n

D lg(fol)) (1 = g(fal@)IIV folzi)3

i=1

Now we bound E = M Yo (yi — g(fo(xi))) fo(z;) by using @ € ©. Since § € O, we have
vifo(xs) + (yi — 1)f9($2) > 0, which implies that fg(z;) > 0ify; = 1 and fy(z;) < 0ify; = 0.
Thus, if y; = 1,

(i = 9(fo(:)))(fo(@i)) = (1 = g(fo(xi)))(fo(x:)) = 0,
since (fo(x;)) > 0and (1 — g(fo(z;))) > 0due to g(fo(x;)) € (0,1). If y; =0,
(i = 9(fo(:)))(fo(@i)) = —g(fo(xi))(fo(xi)) =0,
since (fo(x;)) < 0and —g(fo(x;)) < 0. Therefore, foralli =1,...,n
(yi — 9(fo(x:)))(fo(x:)) = 0,
which implies that, since E )\[(1 —A)] >0,

(
>0

(9 S Z‘yz f9 931 Hf@(xz)‘
= 7_ Z 19(fo(x:)) = will[V fo(@i)ll2llzill2| cos(V fo(zi), i)

RCIE
Al Z|g o)) — il IV fa(z)2

By substituting these lower bounds of E and F' into equation 12, we obtain the desired statement.
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A.3 PROOFS RELATED TO GENERALIZATION

A.3.1 PROOF OF LEMMA 3.3 AND LEMMA 3.4

We first prove Lemma 3.3. The proof of Lemma 3.4 is similar.

By Eq. (9), we have L™*(0, S) = L5!4(0, S), where S = {(Z;, )}, with &; = Ax; 4+ (1 — N7y,

and A\ ~ Dy = i Betala +1,8) + af_ﬁ Beta( + 1, ). Since for Generalized Linear Model

(GLM), the prediction is invariant to the scaling of the training data, so it suffices to consider S =
{(&i, )}y with 2, = $(Azs + (1 — A)ra).

In the following, we analyze L:*%(6, S). For GLM the loss function is

n

s 1 } B
L9, 9) Zzw“yl - =3 (i) 0 — A&, 0)),

i=1

where A(+) is the log-partition function in GLMs.

Denote the randomness (of A and 1) by &, then the second order Taylor expansion yields
Ee[A(#]0) = A(a] )] 7L M B[ A (2] 0)(3 — )70 + A"(a] 0)Var (2] 0)

Notice E¢[#; — x;] = 0 and Vare(#;) = 2 37 #;2] = S, then we have the RHS of the last
equation equal to

A" (] 0)(

%)Nzxe

As a result, the second-order Taylor approximation of the Mixup loss L5/¢(6, S”) is

Zn: —(yiw, 0 — Az} 0)) + %[zn: A”(IZG)]E(“%)Q)GWM
=L:(0,5) + i[z T oE ) ;2”

=1

V0TS x6.

This completes the proof of Lemma 3.3. For Lemma 3.4, since the Mixup is performed on the final
layer of the neural nets, the setting is the same as the least square with covariates o(ijz). Moreover,
since we include both the linear coefficients vector #; and bias term 6, the prediction is invariant to
the shifting and scaling of a(w x). Therefore, we can consider training 61 and 6, on the covariates

{(c(Wa;) — ow) + 352 (c(Wry) — 6w) ey, where Gy = L 3" | o(Wa;). Moreover, since

we consider the least square loss, which is a special case of GLM loss with A(u) = ; 2, we have

A" = 1. Plugging these quantities into Lemma 3.3, we get the desired result of Lemma 3. 4

A.3.2 PROOF OF THEOREM 3.4 AND COROLLARY 3.1

By definition, given n ¢.¢.d. Rademacher rv. &1, ..., &, the empirical Rademacher complexity is

RadW,, S) = sup Z &0 x;
a(0)-0TSx0<y 1

Let Z; = ZT/ 2i, a(f) = E, [A"(x70)] and v = E¥29, then p-retentiveness condition implies

a(0)? > p- mln{l E.(0"x)?} > p-min{1,0 " X x0} and therefore a(f) -6 X x 6 < ~ implies that
[v]* = 0T¥x0 < max{(3)"/*, 1}.
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As aresult,
RadW,, S) =E sup ZQHTIZ
a(0)-0TSxo<y T
=K sup flv T;
¢ a(0)-0TSx0<y T Z
1 n
<E sup &v'a,
¢ lol2<(2)/2ve T ;
L vva, Y 1/2 ~
<=-(= V(= E §iZ;
. (p) (p) E”; |
Iy 1/4 Y\1/2 —, -
<= (VA (D)MY Eel Y6 |12
2 VIO B 3 g
1y g -
<= (DY (D)2 i
SRR R DI
Consequently,
1y v -
_ 2 (/4 (/2 T 5.
Rad(W,, ) = Bs[Rad(Wy, S <o - ()Y ()72 |3 Ea[8]]

i=1

1 4y (V2 pan
*\f (p) (p) k(Ex).

Based on this bound on Rademacher complexity, Corollary 3.1 can be proved by directly applying
the following theorem.

Lemma A.1 (Result from Bartlett & Mendelson (2002)). For any B-uniformly bounded and L-
Lipchitz function (, for all ¢ € ®, with probability at least 1 — 6,

log(l/é).

E¢(0a L

z”: o&(x;)) + 2LRad(®, S) +

3\>—‘

A.3.3 PROOF OF THEOREM 3.5

To prove Theorem 3.5, by Lemma A.1, it suffices to show the following bound on Rademacher
complexity.

Theorem A.1. The empirical Rademacher complexity of W,]yv N satisfies

o ot/2
7+ (rank(S%) + 155 ko 11%)
n

Rad(W™N,S) < 2\/
By definition, given n ¢.¢.d. Rademacher rv. &1, ..., &, the empirical Rademacher complexity is

Rad(W,,, S) =E¢ sup — 26791 (Wa,).
w5

=1
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Let 6; = %326, and i, = E[o(Wz)], then

o 1 - N o
RS(Wé\’N) =E¢ 12}1];!1?\1 72&91'2 T/2( (Wz;) — po) + E¢ Vs\,/lllvfl)v EZ&QIZXT/ZMU
¥ i=1

1 o1/2
1552 e

<16 Iz - e[~ Z@ Lo Wl + 100 Z=I=5 o

o ot/2
<2\/ 1 (rank(35) + [ 55 1 )

n
where the last inequality is obtained by using the same technique as in the proof of Lemma 3.4.

Combining all the pieces, we get

v - rank(X%)
—

RadWy,S) <

B DISCUSSION OF R IN THE NEURAL NETWORK CASE

(B.1). On the value of R = min; R; via experiments for neural networks. After training accuracy
reaches 100%, the loss is further minimized when || fo(z;)||2 increases. Since

1 fo(xi)llz = 1V fo(xs) "will2 = IV folzi)llz|zill2 Ri,

this suggests that R; and R tend to increase after training accuracy reaches 100%. We confirm this
phenomenon in Figure 3. In the figure, R is initially small but tend to increase after training accuracy
reaches 100%, as expected. For example, for ANN, the values of R were initially 2.27 x 1072 but
increased to 6.11 x 10~2 after training. Figure 3 (c) and (d) also show that R; for each i-th data
point tends to increase during training and that the values of R; for many points are much larger
than the pessimistic lower bound R: e.g., whereas R = 6.11 x 1072, we have R; > 0.8 for several
data points in Figure 3 (d). For this experiment, we generated 100 data points as z; ~ N (0, ) and
yi = 1{x] 0" > 0} where z; € R and 6* ~ N(0,1). We used SGD to train linear models and
ANNSs with ReLU activations and 50 neurons per each of two hidden layers. We set the learning
rate to be 0.1 and the momentum coefficient to be 0.9. We turned off weight decay so that R is not
maximized as a result of bounding ||V fy(;)||, which is a trivial case from the above discussion.

(B.2). A constant lower bound for neural networks. Similarly, we can obtain a constant lower bound
by adding some additional conditions.

Assumption B.1. Let us denote 0, C O as the set of minimizers of E’,;”*(G, S). We assume there

exists a set ©F, such that for all n > N, where N is a positive integer, ©,, C O™ with probability at
least 1 — 6,, and 6, — 0 as n — 0. Moreover, there exists T, 7' € (0, 1) such that

Xo(1,7") ={z € X : |cos(z,V fo(2))| = 7,||Vfe(x)|| = 7, forall 0 € ©*},

has probability p; -+ € (0,1).
Theorem B.1. Define

Fo = {fo|fo(xs) = Vfolx;) " x5, V2 fo(x;) = 0 almost everywhere, 6 € ©}.

Under Assumption B.1, for any fy(x) € Fe, if there exists constants by, c, > 0 such that c;\/d <
lzill2 < beVdforalli € {1,...,n}. Then, with probability at least 1 — 6,, — 2exp(—np? ., /2),
there exist constants k > 0, ko > K1 > 0, if we further have 6 € én, then

Lmlx 9 S Zladv Emlx (xzayl))

2

’
~ 5 B 5 . Dot KT Dot KT
where Enix = Re,Ey 5 [1-A] and R = mln{\/(2_1)717/)/47,,24_1)7’#mfz T ¢ P b
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B.1 PROOF OF THEOREM B.1
Notice if we assume for
Xo+(1,7") ={x € X : |cos(x,V fyg(z))| = 7, ||V fo(z)|| = 7', forall € ©%},
there is 7,7’ € (0, 1) such that Xo- (7, 7") # 0, and
prr =Pz € Xo-(1,7')) € (0,1).

Let us first study

=3 lg(alw)) = wll¥ i) cos(V foCea), )

By boundedness of 8, z and y € {0, 1}, we know there is k1, k2 > 0, such that
1 < [g(fo(xi)) — wil < k2
If we denote p = {number of z/s such that z; € Xo«(7,7’)}/n. Then, it is easy to see

& Laexs. (e l9(fo (@) = willlV fo(a)ll2 _ (L= p)rar”
%Zme)«@*(m') l9(fo(xi)) — will[V fo(@i)l|2 S T

For n? satisfying
(1 —p)rat” <

n(l+
pr1T’

we have

=S loo(e)) — will Vel cos(V fola), 0] > Zm Jo(@)) = yalIV foas) l2n
=1

Besides, if we consider
Z lg(fo(zi) (1 = g(fo(z))IIIV fo(wi)ll5(cos(V folw:), z:))?

Thus, we have
5 "2
2(1_|_ (1-p)/4r <72

g prT'2

With probability at least 1 — 2 exp(—2ne?), for € = p, .+ /2, we have

< min{ Prr KT Prr kT I
2 Pr,r /47_//2 + pr T,K./T 27 pT,T’KlT/ + (2 - pT,T’)RZT//

B.2 PROOFS OF THE CLAIM fy(z) = V fo(z) "2 AND V2 fy(2) = 0 FOR NN WITH
RELU/MAX-POOLING

Consider the neural networks with ReLU and max-pooling:

fo(z) = WiHglL=1] (Z[Lfl]), M (z,0) = wllgt=D (z[lfl] (x,@)) ,1=1,2,...,L—1,

with ¢(©) (z[o] (z, 9)) = z, where o represents nonlinear function due to ReLU and/or max-pooling,
and W € RN*Ni-1 s a matrix of weight parameters connecting the (I — 1)-th layer to the I-
th layer. For the nonlinear function o due to ReLU and/or max-pooling, we can define & (z, 6)
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such that ¢1!/(z,6) is a diagonal matrix with each element being 0 or 1, and oll (:1(z,0)) =
U (z,0)21(x, ). Using this, we can rewrite the model as:

fo(x) = WU oywL-Usll=2l(z g)... w0 (2, o)Wy,
Since ad[ggf’e) = 0 almost everywhere for all /, which will cancel all derivatives except for
%Wmm, we then have that
37:;5:”) _ WGl (g gy lEe=1g =2 5 gy .. Wil (g, gy, (13)
Therefore,
31:;&(: %)y = WG (g, oy -2 gy W1 0y iy = fy(a).

This proves that fo(2) = V fg(z) "z for deep neural networks with ReLU/Max-pooling.

Moreover, from equation 13, we have that
V2f9(.’L') _ Vx(W[L]d[Lfl] (z, Q)W[L*U&[L*Q] (,0)-- w2l (z, Q)WU]) =0,

since &ra—(me) = 0 almost everywhere for all [. This proves that V2 fs(z) = 0 for deep neural
networks with ReLU/Max-pooling.

C MORE ABOUT EXPERIMENTS

C.1 ADVERSARIAL ATTACK AND MIXUP

We demonstrate the comparison between Mixup and standard training against adversarial attacks
created by FGSM. We train two WideResNet-16-8 (Zagoruyko & Komodakis, 2016) architectures
on the Street View House Numbers SVHN (Netzer et al., 2011)) dataset; one model with regular
empirical risk minimization and the other one with Mixup loss (o = 5, § = 0.5). We create FGSM
adversarial attacks (Goodfellow et al., 2014) for 1000 randomly selected test images. Fig. (1a)
describes the results for the two models. It can be observed that the model trained with Mixup loss
has better robustness.

C.2 VALIDITY OF THE APPROXIMATION OF ADVERSARIAL LOSS

In this subsection, we present numerical experiments to support the approximation in Eq. (5) and (6).
Under the same setup of our numerical experiments of Figure 2, we experimentally show that the
quadratic approximation of the adversarial loss is valid. Specifically, we train a Logistic Regression
model (as one example of a GLM model, which we study later) and a two layer neural network with
ReLU activations. We use the two-moons dataset (Buitinck et al., 2013). Fig. 4, and compare the
approximated adversarial loss and the original one along the iterations of computing the original
adversarial loss against /5 attacks. The attack size is chosen such that evd = 0.5, and both models
had the same random initialization scheme. This experiment shows that using second order Taylor
expansion yields a good approximation of the original adversarial loss.

10 == Adversarial 10] | 0700 | —= Adversarial 070 \
==+ Approximate B ==+ Approximate
o 0.9 0.9 I 3 0.675 \ 0.65 \
E g E \ £\
én 0.8 i 08l é" 0.650 \ = \
To7 I e l ' 0.625 £ 0.60
£ | o7} | 5 \ et \
STAANIT A FTT SO ETAARTRARNTS e ———
e v 06 W 0% \‘\ _./'// 0.55 \t e
0 50 100 150 200 0 50 100 150 200 0373 0 5 100 150 200 0 50 100 150 200
Epoch Epoch Epoch Epoch
Logistc Regression Two Layer RelLu Neural Network

Figure 4: Comparison of the original adversarial loss with the approximate adversarial loss function.
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C.3 GENERALIZATION AND MIXUP

Figures 5-8 show the results of experiments for generalization with various datasets that moti-
vated us to mathematically study Mixup. We followed the standard experimental setups without
any modification as follows. We adopted the standard image datasets, CIFAR-10 (Krizhevsky &
Hinton, 2009), CIFAR-100 (Krizhevsky & Hinton, 2009), Fashion-MNIST (Xiao et al., 2017), and
Kuzushiji-MNIST (Clanuwat et al., 2019). For each dataset, we consider two cases: with and with-
out standard additional data augmentation for each dataset. We used the standard pre-activation
ResNet with 18 layers (He et al., 2016b). Stochastic gradient descent (SGD) was used to train the
models with mini-batch size = 64, the momentum coefficient = 0.9, and the learning rate = 0.1. All

experiments were implemented in PyTorch (Paszke et al., 2019).
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Figure 5: Generalization: CIFAR-10
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Figure 6: Generalization: CIFAR-100
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Figure 8: Generalization: Kuzushiji-MNIST
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