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Abstract

Determining the most appropriate method of scoring an assessment is based
on multiple factors, including the intended use of results, the assessment's pur-
pose, and time constraints. Both the dichotomous and partial credit models
have their advantages, yet direct comparisons of assessment outcomes from
each method are not typical with constructed response items. The present
study compared the impact of both scoring methods on the internal structure
and consequential validity of a middle-grades problem-solving assessment
called the problem solving measure for grade six (PSM6). After being scored
both ways, Rasch dichotomous and partial credit analyses indicated similarly
strong psychometric findings across models. Student outcome measures on the
PSM6, scored both dichotomously and with partial credit, demonstrated
strong, positive, significant correlation. Similar demographic patterns were
noted regardless of scoring method. Both scoring methods produced similar
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1 | INTRODUCTION

While there are a wide variety of options available for
assessing students’ mathematical abilities, the vast majority
collect data in one of two ways: selected- (e.g., multiple
choice, true/false, matching) or constructed-response items
(e.g., word problems, authentic, performance assessments)
(Brookhart & Nitko, 2019; McMillan, 2011; Mertler, 2003;
Popham, 2014). Mathematics assessments where students
select a response provide students with an item and then
give answer options for students to choose from. In compar-
ison, constructed-response items require students to develop
(or construct) their own mathematical answer to an item
(e.g., solve the problem, fill-in-the-blank, lab report).

results, suggesting that either would be appropriate to use with the PSM6.

assessment, constructed response items, dichotomous scoring, partial credit scoring

Dichotomous and partial credit scoring are two main
methods for grading assessments. Dichotomous scoring
assesses student responses as correct or incorrect (usually
1 or 0), whereas partial credit scoring reflects levels of cor-
rectness and allows for students to receive a range of scores
based on correctness of response (Bond & Fox, 2007).
Specifying which scoring procedure is used is a neces-
sary component of assessment development and valida-
tion to yield highly consistent and meaningful test scores
for use (American Educational Research Association
[AERA] et al., 2014). The Problem-Solving Measure for
grade 6 (PSM6) is a measure of mathematical problem-
solving consisting of constructed-response items. Impor-
tant in test development is to systematically examine
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how different scoring methods compare to adopt the
method yielding the most accurate and meaningful scores
(Jiao et al., 2012). Although multiple sources of validity
and reliability evidences have been published on the
PSM6, (Bostic & Sondergeld, 2015), investigation of the
measurement properties using the current dichotomous
scoring as compared to other methods continues to be
needed.

As such, this study compared the impact of two scoring
methods on internal structure and consequential sources
of validity evidence for the PSM6. Findings aim to contrib-
ute to a multi-year validity study on the PSM6 (Bostic &
Sondergeld, 2015) and be utilized to advance the PSM6 for
wider educational use. Research is limited in how dichoto-
mous and partial credit scoring compare when applied to
constructed-response items. Thus, this study is also partic-
ularly relevant to the field of mathematical education
at-large because tests of student mathematical abilities are
often assessed through open-ended, constructed-response
item types to evaluate higher level thinking skills such as
problem solving (see Bostic & Sondergeld, 2015).

2 | BACKGROUND

2.1 | Problem solving in mathematics
education

In the present study, mathematical problem-solving is
defined similarly to Lesh and Zawojewski (2007) as “the
process of interpreting a situation mathematically, which
usually involved several cycles of expressing, testing, and
revising mathematical interpretations” (p. 782). Problem
solving requires students to solve problems (Kilpatrick
et al.,, 2001), not exercises. Mathematical exercises are
tasks intended to advance student content proficiency
through a known procedure (Kilpatrick et al.,, 2001).
According to Schoenfeld (2011), students engage in prob-
lem solving when mathematical tasks (i.e., problems)
include three elements: (a) solutions, (b) numerous path-
ways, through which a solution for the task could be
sought; and (c) multiple potentially correct responses. It
is possible that “no solution” is a mathematical result to
a given task; thus, meeting the solution element of a
problem. Furthermore, mathematical problem-solving
tasks should be developmentally appropriate for students
while possessing characteristics of openness (multiple
solution methods), realism (draw on experiential knowl-
edge), and complexity (sustained reasoning required to
solve) (Boaler & Staples, 2008; Palm, 2006; Verschaffel
et al., 1999).

Globally, teaching primary and secondary students
mathematical problem-solving has emerged as a prominent

theme threaded throughout educational standards to vari-
ous degrees (Common Core State Standards Initiative
[CCSSI], 2010; Mullis et al., 2016; National Council of
Teachers of Mathematics, 2000, 2014). Approximately two-
thirds of the 56 countries participating in the international
Trends in Mathematics and Science Study (TIMSS) reported
specific mathematical problem-solving standards for their
country's students (Mullis et al., 2016). Countries that
explicitly address mathematical problem solving in their
primary and/or secondary education include but are not
limited to: Australia, Canada, Chinese Taipei, Cyprus,
Denmark, Finland, France, Germany, Ireland, Japan,
Singapore, Spain, Sweden, Thailand, Turkey, and the
United States (U.S.) (Mullis et al., 2016). For a more
comprehensive view of mathematical standards by coun-
try, readers might consult the TIMSS 2015 Encyclopedia
(http://timssandpirls.bc.edu/timss2015/encyclopedia/
countries/#side).

2.2 | Measures of mathematical
problem-solving skills

Four categories of measures of mathematical problem-
solving skills have been developed to date (Bostic
et al., 2022). Category 1 includes large-scale standardized
tests of mathematical problem-solving including the
National Assessment of Educational Progress (NAEP) and
Programme for International Student Assessment (PISA).
Category 2 consists of tests developed from a psychological
perspective such as the mathematics problem solving sub-
test included on the Woodcock-Johnson IV Tests of
Achievement (Schrank & Wendling, 2018) and Wechsler
Intelligence Scale for Children (Grizzle, 2011). Category
3 is made up of a number of unnamed assessments devel-
oped for specific research studies (e.g., Charles & Lester,
1984; Verschaffel et al., 1999). Category 4 comprises tests
for the purpose of progress monitoring such as the Mea-
sure of Academic Progress (Meyer & Dahlin, 2022), iXL
(Bashkov et al., 2021), and STAR Math© (Renaissance
Learning, 2022) used at-large in K-12 schools across
the U.S.

Problem-solving measures (PSMs, Bostic & Sondergeld,
2015; Bostic et al., 2017) are a series of measures developed
for grades 3-8 that contribute to the advancement of the
assessment of mathematical problem-solving skills beyond
these four categories of measures in two ways. First, PSMs
are distinct in that they are fully aligned with the Common
Core State Standards for Mathematics (CCSSM;, 2010)
which are currently implemented across 41 states in the
U.S. Because problem solving is internationally recognized
as mathematical practice that should be taught to primary
and secondary students, it stands to reason that teachers
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should implement assessments to measure their students'
problem-solving growth and abilities in relation to curricu-
lar standards. Second, all PSM items require students to
construct a response to a real-world scenario. Consistent
with the definition of problem-solving adopted in this study,
PSMs require students to apply “mathematical concepts
from various topics and within and beyond mathematics”
(Lesh & Zawojewski, 2007, p. 782).

23 |
grade 6

Problem-solving measure for

The PSM6 is part of the series of PSMs and composed of
15 items aligned with one or more standards for mathe-
matics content (SMC) from the CCSSI (2010). PSM
assessment results are designed to be used as both a for-
mative and summative measure of students’ mathematics
content knowledge. Students are administered the PSM6
in a pre-post format to assess growth in learning from the
beginning of year to end. As such, results of pre-tests are
used to provide teachers with information on student
strengths as well as areas of needed growth to better
inform instruction over the course of the year. This is eas-
ily achieved because PSM6 items are directly aligned with
grade level instructional standards. Additionally, end of
year growth results help teachers see areas they may need
to adjust instruction for in the following academic year
with new students.

This instrument has undergone a multi-year rigorous
validation study and demonstrated sufficient validity evi-
dence on multiple indicators (Bostic & Sondergeld, 2015)
aligned with The Standards for Educational and Psycho-
logical Testing (AERA et al., 2014). To summarize validity
evidence results found from prior research, each item
was evaluated by an expert panel consisting of mathe-
matics teachers, mathematics educators, and mathemati-
cians, who determined that the items were consistently
worded to capture mathematical problem solving skills.
Items were noted as complex, realistic, containing multi-
ple solution pathways, and possessing a well-defined
solution set, thereby supporting content validity evi-
dence. Response process validity evidence was gathered
through student think-aloud tasks, which revealed stu-
dents were solving PSM6 items similarly to how item
developers had hypothesized. When asked about how
completing the PSM6 made students feel, students
reported the assessment was challenging but felt no nega-
tive impact, suggesting consequential validity evidence
was strong. Numerous psychometric indices (including
Rasch item fit, reliability, separation, etc.) have all pro-
duced acceptable findings supporting internal structure
validity evidence and high (0.97) internal consistency.

Finally, relationship to other variables validity evidence
has been evaluated by looking for differences in PSM6
findings by gender, race/ethnicity, and teachers' per-
ceived ability level of their students. As hypothesized by
the research team, there were no significant differences
in PSM6 outcomes by gender or race/ethnicity, but there
were by student ability level. Collectively, these validity
evidences support the use of PSM6 for measuring mathe-
matical problem-solving skills; however, additional valid-
ity evidence is needed related to the scoring method prior
to wider-use in practice.

2.4 | Defining mathematical problem-
solving scoring methods

Since the PSM6 consists of constructed-response items,
dichotomous and partial credit scoring are two potential
methods to compare for adoption. Dichotomous scoring
involves scoring an item response as correct/incorrect.
This method can be used for scoring selected-response or
constructed-response type items focusing scoring on only
the final solution. Partial credit involves scoring aspects
of the problem-solving process shown and is more often
used for scoring selected constructed-response type items
(Brookhart & Nitko, 2019; Mertler, 2003). The two differ-
ent scoring methods might be implemented in grading a
single assessment, such as when an assessment consists
of both selected- and constructed-response items. Regard-
less of dichotomous or partial credit, a scoring key or
rubric is necessary for producing highly reliable scores
for use in educational practice and research (Jonsson &
Svingby, 2007; Mertler, 2001).

A scoring key specifying the correct answer(s) is
used to guide assigning a dichotomous score. Scoring for
only answer correctness has the very real and practical
advantage of speed in grading (McMillan, 2011; Mertler,
2003). However, a fundamental disadvantage to dichoto-
mous scoring lies in its all or nothing approach, such
that the reasons a student arrived at an incorrect
response were discounted (Lau & Wang, 1998; Rogers &
Ndalichako, 2000). Such concerns with dichotomous
scoring have led others to favor a partial credit approach
(Grunert et al., 2013), which makes use of a set of cri-
teria to determine the extent and potentially type of mis-
understanding within incorrect student responses (Jiao
et al., 2012) in a more direct fashion.

For partial credit scoring, a rubric is applied specifying
levels of performance on different aspects of the mathemat-
ical problem solving (Brookhart & Nitko, 2019). Multiple
decisions inform the rubric design, type of rubric utilized,
and weighting of criteria (Brookhart & Nitko, 2019).
Criteria are guided by the aspects of the mathematical
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problem solving process to be assessed. A holistic rubric
evaluating multiple criteria collectively to produce an over-
all rating or an analytic rubric evaluating each criterion
separately can be adopted (Mertler, 2001). Further, a gen-
eral rubric might be applied describing criteria and levels
of performance in problem-solving skills consistently across
all items on an assessment (Brookhart & Nitko, 2019).
Alternatively, a task-specific rubric tailored to the content
or process assessed on a given mathematical problem-
solving item could be implemented (Brookhart &
Nitko, 2019). Criteria might be assigned equal or varying
weight using different rating scales, points, or weighted
percentages. Multiple factors can be considered in assign-
ing weight such as whether a criterion is linked to the pri-
mary learning outcome, degree of precision, or product/
final solution.

2.5 | Research comparing dichotomous
and partial credit scoring

Literature on how to use various scoring methods or
which methods are most appropriate for varying assess-
ment purposes, is plentiful. However, research directly
comparing dichotomous and partial credit scoring on the
same constructed-response type items is sparse. The stud-
ies that do exist, predominantly focus on multiple-choice
tests. This should not come as a surprise since “as long as
multiple choice tests have been in general use, there
seems to have been a widespread, nagging uneasiness
about the all-or-nothing character of conventional
number-right scoring” (Frary, 1989, p. 79). As a result,
studies have worked to find reliable and valid methods
for providing partial credit for student knowledge on
these widely used assessments, while neglecting other
item types.

Though there are many methods of comparing
dichotomous and partial credit scoring with multiple
choice items (see Frary, 1989), much of the work in this
area uses multiple-select multiple-choice (MSMC) type
items. MSMC items are also known as Pick-N or multiple
true/false items because test-takers are asked to select as
many response options as they believe are correct which
turns each option into its own true/false item. The
MSMC item also lends itself nicely to both scoring
methods as partial credit can easily be awarded for dem-
onstrating no knowledge (correctly selecting none of the
true responses), partial knowledge (correctly selecting
some of the true responses), or complete knowledge (cor-
rectly selecting all of the true responses). And dichoto-
mously scored MSMC items are either correct (all true
responses selected) or incorrect (anything less than all
correct).

Frary (1989) conducted a comprehensive review of
research comparing partial credit and dichotomous scor-
ing for multiple choice tests. He concluded that while
some partial credit methods increased internal consis-
tency reliability, there was not enough evidence from a
single study or the collective group that suggested it was
a better scoring option in comparison to dichotomous
scoring. This suggestion arose because there were too
many other factors that devalued the use of partial credit:
“reduced validity, increased time required for testing,
scoring complexity, difficulty of explaining the scoring to
examinees and other users, and difficulty of explaining
the response mode and training examinees in its use”
(Frary, 1989, p. 92). Frary further believed that in the few
instances where partial credit was considered appropri-
ate, it was due to desirable derivatives such as providing
feedback to test takers, and not to any supposed psycho-
metric benefits.

Since Frary's (1989) research synthesis, studies have
been conducted on the same topic with varying results
related to item discrimination, student classification, and
reliability of estimates of student ability. In terms of item
discrimination, partial credit has been shown to discrimi-
nate test taker ability better since dichotomously scored
items are comparatively more difficult (Bauer et al., 2011;
Ripkey et al., 1996), although the differences in item dis-
crimination were relatively small. With relation to stu-
dent ability or classification, theoretically, one would
expect partial credit models to perform better since infor-
mation is being provided over a larger ability range (Jiao
et al., 2012). However, results have been mixed, with test
taker classification decisions found to be equivalent
regardless of the scoring method in some studies
(Grunert et al., 2013; Jiao et al., 2012) or producing
slightly higher estimates of student ability with simulated
data (Jiao et al., 2012).

Similar to Frary's (1989) conclusions, other studies
have found partial credit scoring of multiple choice items
to elicit higher levels of reliability compared to dichoto-
mously scored items (Albanese & Sabers, 1998; Bauer
et al., 2011; Ripkey et al., 1996). This is in part because
dichotomous scoring offers less information about student
ability by classifying a student who correctly answers two
out of three options the same as a student who correctly
answers none. Further, partial credit scoring has been
shown to result in higher item total correlations (Ripkey
et al., 1996). This finding is also theoretically sound
because reliability is a correlational measure which
depends on variability; the greater variability that exists
from a wider range of partial credit scores allows for a
stronger likelihood of item correlation.

After an extensive review of the literature, we were
unable to find any studies that compared dichotomous
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and partial credit scoring on the same set of constructed-
response items. This may in part be because some believe
that “a scorer would probably be considered inflexible or
possibly negligent” (Frary, 1989) if they failed to use par-
tial credit scoring for constructed response items. Never-
theless, there are times when either scoring method may
be appropriate. For example, a mathematics problem-
solving item, where students are asked to produce their
own response, may be scored dichotomously if the pur-
pose is to assess only the answer, or it may be scored with
partial credit if both the process (student work) and prod-
uct (final solution) were to be assessed. The current study
contributes not only to the advancement of sources of
validity evidence for the PSM6, but also to informing the
limited literature on the differential effects of the two
methods on students' scores for constructed-response
items.

2.6 | Purpose and research questions

The primary purpose of this study was to evaluate valid-
ity evidences for the PSM6 when using dichotomous
and partial credit scoring. A secondary purpose of this
study was to inform the larger body of literature on
the differential effects of the two scoring methods for
constructed-response items. AERA et al.'s (2014) Stan-
dards for Educational and Psychological Testing guided
this study. Internal structure and consequences from test-
ing and bias sources of validity evidence were examined
specifically through three research questions:

1. Did the scoring method (dichotomous or partial
credit) have a differential impact on the PSM6's
estimates of item difficulty and student ability, uni-
dimensionality, and item discrimination (internal
structure)?

2. Was there a significant relationship between PSM6
scores when analyzed using dichotomous and partial
credit scoring methods (internal structure)?

3. Did the scoring method (dichotomous or partial
credit) have a differential impact on detecting system-
atic and observed gender group differences on the
PSM6 (consequential/bias)?

3 | METHODS
3.1 | Sample
Teachers administered the assessment to all students in

their mathematics classes in the last month of school to
ensure students had been given an opportunity to be

introduced to all mathematical content covered on the
PSM6. Data were collected from 517 sixth-grade students
across eight Midwest U.S. schools and 16 classrooms. Stu-
dent gender was teacher-reported. No other student
demographic data were collected for this sample. A total
of 261 (50.5%) boys and 243 (47.2%) girls completed the
PSM6 (gender was not reported for 12 or 2.3% of
students).

3.2 | Scoring of the PSM6 items

Prior to analysis, grading was completed using both
dichotomous and partial credit scoring on every item
using two different generic rubrics for each scoring
method. Three evaluators, each having earned a state
license to teach mathematics, were trained on scoring
procedures with a subset of PSM6 assessments by rating
and discussing their scoring. Interrater agreement was
extremely high (1.00) because all evaluators had been
working on this project for multiple years and had been
scoring PSM6 items as part of their project responsibili-
ties. Once evaluators were certain they were scoring simi-
larly, they divided the PSM6 assessments evenly to be
scored independently. Evaluators were scoring PSM6
items for the purpose of this research study, and no other
reason at the time. They first scored all items dichoto-
mously. Dichotomous scoring was marked as correct
(fully correct response = 1 point) or incorrect (partially
or completely incorrect response = 0 points).

After scoring items dichotomously, evaluators went
back through the incorrect responses and scored them
for partial credit. Partial credit scoring was completed
using the same holistic, general rubric applied across all
PSM6 items. The rubric allowed for student responses to
be scored as correct (fully correct response = 2 points),
partially correct (incorrect answer but correct strategy
[representation or procedure] = 1 point), or incorrect
(incorrect answer and missing/incorrect strategy = 0
points). Scoring for partial correctness emerged from
mathematics education literature on the practice of
implementing partial credit scoring. It required consis-
tent attention to both representations and procedures
because the effective use of both is a key component of
problem solving (Kilpatrick et al., 2001; Verschaffel
et al., 2000).

Decisions about assigning partial credit were
informed by past research (Bostic et al., 2011) and align-
ment with current frameworks. First, past peer-reviewed
research used pilot versions of PSM items. Those items
were scored using a three-point scale as used in the
present study. For context, a mathematical strategy is
defined as having both (a) mathematical representation
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A group of 120 people were waiting for a boat to take them on a trip through a nature preserve. The boat can
carry 14 people on each trip. After several hours, everyone in the group of 120 people had gone through the
nature preserve. What is the fewest number of trips made by the boat?
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Student (a): Zero Credit
Incorrect Response

Student (b): Partial Credit
Correct Operation & Computation,
Incorrect Interpretation

Student (c): Partial Credit
Correct Operation, Incorrect
Computation

Student (d): Full Credit
Fully Correct Response

FIGURE 1

and (b) mathematical procedure (Goldin, 2002;
Verschaffel et al., 2000). An error in a mathematical rep-
resentation, mathematical procedure, or interpreting the
result from the strategy can potentially to lead an incor-
rect result for a given problem, which was seen in Bostic
et al. (2011). Second, the scoring protocol for the present
research was also influenced by past research that lever-
aged Verschaffel et al.'s (2000) problem-solving frame-
work that values mathematical work prior to reporting
the solution. It has been observed that students apply a
correct strategy but misinterpret their solution and report
an incorrect answer (see Verschaffel et al., 2000). This
prior research further supports the importance of explor-
ing whether assigning partial credit is a more effective
scoring method than dichotomous scoring. We drew
these ideas together to define operation as representation
and procedure usage. Computation was operationalized
as carrying out arithmetic with the operation(s) correctly.
Ultimately, our research team operationalized partial
credit scoring as (a) correct operation usage and correct
computation with incorrect interpretation of results or
(b) correct operation usage and incorrect computation or
vice versa.

Figure 1 presents work from four different example
students on the same PSM6 item along with an explana-
tion of scoring to demonstrate how our mathematical
scoring practices were implemented. Items not attempted
(i.e., no work shown on page) were considered missing
data and were not scored as incorrect so that students
were not penalized for not completing a problem as it
could not be determined why the item was not
attempted. Evaluators on this study were able to reliably
dichotomously score approximately 60 PSM6 assessments
per hour and 20 PSM6 assessments per hour when using
partial credit to score items. Student overall ability mea-
sures on the PSM6 were estimated using the Rasch
(1960)/(1980) model as described in the Data Analysis
section.

Sample PSM6 item with four examples of scored student responses.

3.3 | Data analysis

Rasch (1960)/(1980) measurement was used to inform
RQ1 through Winsteps Version 4.4.06 (Linacre, 2012).
The Rasch model was selected for this analysis because of
its ability to examine the hierarchical linear scale pro-
duced by responses to an instrument, the dimensional
and expectational foundations for the instrument, and
the fullness of item performance. It was further selected
because the model seamlessly allows for the adoption of
either a dichotomous or partial credit analytic model. In
both models, students' item level scores were transformed
into to an overall person ability score in logits along the
linear measure with a person mean set at 0 logits.

The Rasch model for dichotomous data (Wright &
Stone, 1979) employs a maximum likelihood statistical
estimation of student measures within the framework of
correct and incorrect response data. A dichotomous
model was applied and expressed in log-odds as

ln(”nil |7Tni0) ::Bn — i

where 7 (pi) is the response probability for student n,
(beta) is the student ability, and & (delta) is the item diffi-
culty for a given item i (Bond & Fox, 2007). The Rasch
partial credit model (Masters, 1982) extends Andrich's
rating scale model to allow for a hierarchical series of
responses from completely incorrect to completely cor-
rect adhering to the same fundamental requirements nec-
essary for the production of linear measures. In the
Rasch partial credit model, threshold estimates can vary
for each item as expressed below where k is the threshold
for item i

In(7pik |1 — 7nik) = B, — Ok

When applying either scoring model (dichotomous or
partial credit), an overall ability measure is computed for
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TABLE 1 Rasch separation and
o e R Person Item
reliability statistics for dichotomous and
partial credit scoring Scoring method Separation Reliability Separation Reliability
methods (N = 515). Dichotomous 1.39 0.66 8.60 0.99
Partial credit 1.78 0.76 11.92 0.99

each student as a function of the student ability and item
difficulty. This ability measure is transformed into log-
odd units (i.e., logits) along the linear PSM6. Resultant
student logit ability measures from the psychometric ana-
lyses were used to conduct traditional statistical analyses
in SPSS descriptively and with a Pearson Correlation to
examine the relationship between the scoring method
and students’ measures on the PSM6 to inform RQ2.
Differences in detecting systematic DIF by gender
sub-group was tested by conducting Rasch DIF analyses
also using Winsteps Version 4.4.06 (Linacre, 2012) to
inform RQ3. Items yielding a t>+1.96 (n = 505;
df = 503, «=0.05) indicated statistically significant DIF.
Differences in item difficulty between boys and girls were
computed using DIF contrast sizes. According to Zwick
et al. (1999), DIF contrast sizes > 0.43 logits indicate
moderate to large magnitude in differences. Independent
samples t-tests were conducted in SPSS to further test for
differential influence on detecting observed differences
by gender group using student logit ability measures from
dichotomous and partial credit psychometric analyses.

4 | FINDINGS

41 | Scoring model impact on PSM6
item and person outcomes (RQ1)

4.1.1 | Reliability

Rasch reliability is similar to traditional reliability as both
assess internal consistency. Computationally, because of
the inclusion or exclusion of extreme data, Rasch reliabil-
ity tends to underestimate reliability, while traditional
Cronbach alpha tends to overestimate it. Therefore, using
the more conservative Rasch indicator was considered
appropriate. Separation indicates the number of statisti-
cally distinguishable groups that can be classified on a
variable. As such, separation can be seen as a measure of
clarity. Both Rasch reliability and separation are respec-
tively considered acceptable at 0.70 and 1.50; good at 0.80
and 2.00; and excellent at 0.90 and 3.00 (Duncan
et al., 2003). Table 1 presents reliability and separation
statistics for both dichotomous and partial credit models.
Person separation and reliability were acceptable or
nearly acceptable for both models, though marginally

higher for the partial credit analysis. Item separation and
reliability were considered excellent for both models, yet
slightly higher for partial credit.

4.1.2 | Unidimensionality

There is no one best way to assess unidimensionality of a
measure, thus multiple indicators are investigated. Items
with negative point-biserial correlations or infit/outfit mean
square (MNSQ) fit statistics falling outside 0.5-1.5 logits are
not meaningful for measurement (Linacre, 2002). Table 2
reports item level MNSQ fit statistics, difficulty measures,
and point-biserials. Item indices across the two scoring
models are listed by item number with the aligned SMC
domain indicated in Table 2.

For both dichotomous and partial credit runs, no
PSM6 items had negative point-biserials and item infit was
within meaningful parameters. Item 14 yielded a MNSQ
outfit slightly below the 0.50 criterion applying the dichot-
omous (MNSQ = 0.28) and partial credit (MNSQ = 0.20)
suggesting overfitting to the Rasch model. Both models
resulted in one item with an MNSQ above the 1.50 crite-
rion, indicating a lower degree of predictability in the
responses. Outfit is more sensitive to extreme responses
and one item slightly underfitting the Rasch model is not
degrading to the measure (Linacre, 2002). Overall, PSM6
item fit was comparable when using both scoring models
and supported undimensionality of the linear measure.

Rasch principal components analysis (RPCA) repre-
sents a second way to examine dimensionality. RPCA
attempts to extract the common variance that best
explains the residual variance (Linacre, 1998). The instru-
ment, and the variable it attempts to measure, are consid-
ered theoretically unidimensional if at least 60% of the
variance is explained. This is often difficult to achieve in
content areas that are, in fact, generally unidimensional
(e.g., arithmetic) yet include several strong content areas
that can also function independently (e.g., addition, subtrac-
tion, and multiplication within arithmetic). Such was the
case with the dichotomous model (44% variance explained)
and the partial credit model (50% variance explained).
Because neither model met the 60% variance explained cri-
teria, it was important to further explore items within the
first contrast. To achieve practical unidimensionality, less
than 5% of the variance should be explained by the first
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TABLE 3
models (N = 515).

Person ability mean statistics in logits and item discrimination information for dichotomous and partial credit scoring

Person ability Item discrimination
Statistically Too easy Similar Too difficult
Scoring method M SD similar range  (poorly discriminates) (discriminates well)  (poorly discriminates)
Dichotomous —1.96 146  0.96 to —4.88 0 items 11 items 4 items
Partial credit —112 1.08 1.04to —3.28 0 items 11 items 4 items

contrast of items. Both dichotomous (6.0%) and partial
credit models (5.5%) demonstrated this approximate level of
statistical performance. Additionally, when considering the
question of unidimensionality, if the first contrast three or
more items, then a meaningful contrast of items may exist
within the measure, detracting from its overall status.
Within both scoring models, only two items loaded at 0.40
or higher, suggesting unidimensionality regardless of scor-
ing model. Thus, although neither dichotomous nor partial
credit scoring model RPCAs reached the desired goal of
explaining 60% of the variance, it is important to note that
no meaningful alternative dimensions were found.

4.1.3 | Item discrimination

Items that discriminate well, can categorize students into
various ability groups within a specified margin of error.
Items that are either too easy or too difficult for students
do not discriminate amongst student ability groups
because they are considered extreme. To evaluate the
item discrimination within each scoring model, the per-
son mean and standard deviation from each of the
models were calculated in order to define a statistical
confidence interval. A confidence interval approach to
item discrimination was selected in order to make com-
parisons of the measures more feasible where anchoring
is not possible. Two times the person mean standard
deviation was both added and subtracted from respective
person means to generate a normal range that item diffi-
culties would need to fall within to be considered statisti-
cally similar to their corresponding person mean ability.
Items that fell outside of this range in terms of difficulty
measure were considered significantly different—either
significantly difficult or significantly easy in comparison
to the mean student ability.

Table 3 shows person mean ability statistics and num-
ber of significantly similar or different items by scoring
method. For the 15 items on the PSM6, both scoring
methods produced the same number of significantly diffi-
cult items (n = 4 items, 26.7%), no significantly easy
items, and a majority of items falling within a statistically
similar range (n = 11 items, 73.3%).

Item difficulty (in logits) were reported in Table 2 for
both models. The distribution of item difficulty in rela-
tion to person ability along the linear measure were plot-
ted side-by-side for the dichotomous and partial credit
models in Figure 2.

For both models, item ordering was similar along the
linear measure. Also, over a majority (>73%) of the items
yielded an item difficulty above the person mean ability
measure, suggesting better targeting of students with
higher mathematical problem-solving ability for the
dichotomous and partial credit scoring models. This find-
ing supports the continued inclusion of linking items
from the PSM5 (grade level below) to assess student abil-
ity at the lower end of the continuum of mathematical
problem-solving.

4.2 | PSM6 student measure relationship
by scoring model (RQ2)

There was a statistically significant, very high, positive rela-
tionship between student PSM6 measures when scored
dichotomously or by partial credit methods; n(515) = 0.917,
p <0.001, two-tailed. The effect size was very high
(# = 0.84) with 84% of the association in PSM6 scores
accounted for by scoring method. To investigate this pattern
more closely, students were divided into quartiles by their
ability measures from each scoring method. After adding
and subtracting corresponding standard error of measure-
ment (SEM) to student ability measures, 99.61% (n = 515)
were classified in the same quartile regardless of scoring
method. The two students (0.39%) who were not classified
in similar quartiles were placed in the 3rd quartile for par-
tial credit scoring and the 1st quartile when scored
dichotomously.

4.3 | Examining gender group
differences (RQ3)

DIF results showed that both models detected DIF for
item 5 and item 10. DIF contrasts were reported in
Table 2. Item 5 DIF contrasts were a negative value when

ASULII'] SUOWILIOY) dANEAI) d[qear[dde dy) £q PAUIOAOS a1 SAOIIE V() oSN JO SNI 10) AIRIqIT SUI[UQ AS[IAN UO (SUOIIPUOI-PUB-SULI) WO KM’ KIRIQI[aUI[UO//:sdNY) SUONIPUOY) PUE SWLIDY, 9 39S *[€Z0T/C0/LT] U0 AIvIqr QUIuQ) AS[IA ‘AINSIOATUQ) 181G UdaID) Surimog Aq OLST[ WSS/ | [ [ '] /I0p/wod K[im AreIqriaur[uo//:sdny woiy papeoumo( 0 ‘t6586+61



10 | WILEY ‘ @ MAY Er AL.
PSM6 Item-Person Ordering for Dichotomous and Partial Credit Scoring Methods (N = 515)
Dichotomous Scoring Partial Credit Scoring
Person Measures | Item Measures Person Measures | Item Measures
4 + 4 +
Higher Score Higher Difficulty Higher Score } Higher Difficulty
| 2 (6.G.1) \
| 14 (6.G.4/G.1) \
\ \
3 +  7(6.G.2) 3 +
\ \
| 13(6.SP.5) \
| T
\ \
S |
2 + 2 .+ 14(6.G4/G.1) 2 (6.G.1)
N . 7(6.G2)
\ \
\ -
\ -
H IS 13 (6.SP.5)
1 T+ 1 # T+
| 10 (6.RP.3) # |
\ # | 10(6.RP.3)
# #
\ -
| |
0 M +M 12 (6.RP.3) 0 M StM 11 (6.NS.3) 5(6.NS.3)
.| 11(6.NS.3) HHH# | 12 (6.RP.3)
.| 5(6.NS.3) Mt | 3 (6.NS.3/NS.1)
HHHHAHE S| Mt | 6 (6.EE.7)
| #i##t | 9 (6.EE.2)
| |
-1 Ht## + 3 (6.NS.3/NS.1) 6 (6.EE.7) -1 ]+
| i+ M|S 15 (6.RP.3/EE.7)
A | 9 (6.EE.2) |
# #i##t | 4 (6.RP.3/EE.7)
.| 15(6.RP.3/EE.7) | 1 (6.SP.1) 8 (6.SP.1)
A | 4 (6.RP.3/EE.T) |
-2 . M+ -2 Mt +
# S S|
SRR # |
| #|T
| Hith |
# ] 1(6.SP.1) 8 (6.SP.1) |
-3 HHHHHAHH? + -3 .+
\ #
Lower Score S| Lower Difficulty Lower Score ###T|  Lower Difficulty
# |
FHHHHHHHHAAHE | |
| |
-4 + -4 +
Note. “#” =5 students and “.” = 1 to 4 students. M = mean person ability or mean item difficulty.
FIGURE 2 PSM6 Item-person ordering for dichotomous and partial credit scoring methods (N = 515). “#” = 5 students and “.” = 1-4

students. M = mean person ability or mean item difficulty.

using both scoring models, indicating that the item was
more difficult for equal ability girls than boys. Using the
dichotomous scoring model, the item 5 difficulty for boys
was —0.68 logits (SE = 0.19), while the item difficulty for
girls was —0.04 (SE = 0.22). Similarly, using the partial

credit scoring model, the item difficulty for boys was
—0.22 logits (SE = 0.10) and 0.13 (SE = 0.11) for girls.
Item 10 DIF contrast was a positive value when using both
scoring models, indicating the item was more difficult for
equal ability boys than girls. Using the dichotomous
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TABLE 4 Independent samples ¢- Gender

test results for student PSM6 scores by

gender for dichotomous and partial Scoring method Girls M(SD) Boys M(SD) t-statistic p-value T

credit scoring models (n = 503). Dichotomous —2.67(1.89) —2.72(1.83) 0.31 0.755 0.001
Partial credit —1.32(1.34) —1.55(1.48) 1.83 0.068 0.006

scoring model, the item 10 difficulty for boys was 1.56
logits (SE = 0.34), while the item difficulty for girls was
0.36 (SE = 0.24). When implementing the partial credit
scoring model, the item difficulty for boys was 0.99 logits
(SE = 0.16) and 0.47 (SE = 0.13) for girls. All other PSM6
items had no statistically significant DIF between boys
and girls. Independent samples ¢-tests using overall stu-
dent ability measures revealed no statistically significant
observed differences by gender regardless of the scoring
method (p > 0.05) (see Table 4). These findings suggest
that overall, both scoring models were comparable in
detecting systematic and observed differences by gender

group.

5 | DISCUSSION

The Standards for Educational and Psychological Testing
(AERA et al., 2014) specify the importance of determining
a consistent scoring procedure to apply across examinees
as an “integrated” process (p. 79). Thus, determining the
most appropriate scoring method to implement to obtain
student outcomes with the greatest reliability and validity
evidence must be based on multiple facets, including
appropriate alignment with academic standards, curricu-
lum, and instruction (Brookhart & Nitko, 2008; Mertler,
2003), purpose for using assessment results (Brookhart &
Nitko, 2008; Popham, 2014), as well as the practicality and
efficiency of scoring model used (McMillan, 2011). While
many studies have investigated the impact of applying
dichotomous and partial credit scoring on assessments, this
body of literature focuses on multiple-select multiple-
choice item assessments (e.g., Bauer et al., 2011; Frary,
1989; Grunert et al., 2013; Jiao et al, 2012; Ripkey
et al., 1996) because it is easy to apply both scoring models
with such items. The current research explored possible
advantages and disadvantages associated with the use of
dichotomous and partial credit scoring models when evalu-
ating sixth grade students’ mathematical problem-solving
ability on a constructed-response assessment (PSM6). Over-
all, our research findings provided sources of validity evi-
dence supporting both dichotomous and partial credit
scoring methods as yielding comparable measurement
properties for constructed-response items on the PSM6.
Results from this study demonstrated the importance of
examining the effects from different scoring procedures

prior to adoption of a scoring method (AERA et al., 2014;
Jiao et al., 2012). Also, comparable results for the two scor-
ing methods lends support for adopting the less costly and
time intensive dichotomous scoring method for the PSM6
(McMillan, 2011).

51 | Comparing the two scoring models

51.1 | Psychometric comparisons

To evaluate the differential impact of the scoring model
(dichotomous or partial credit), several indices were
inspected. Rasch reliability and separation, along with
measures of dimensionality were functionally equivalent.
The slightly higher performance of the partial credit
model is most likely due to the presence of more refined
data (i.e., three rating scale points rather than two)
(Bendig, 1954). Our reliability results are similar to those
found in scoring method studies assessing MSMC item
tests (Albanese & Sabers, 1998;Bauer et al., 2011; Ripkey
et al., 1996). In our study, item discrimination values
were identical regardless of scoring method as each iden-
tified the same number of items that were considered too
easy, too difficult, and most appropriate for test takers.
Taken collectively, our findings differed from earlier
studies. In prior evaluations, assessing MSMC items,
dichotomously scored tests most often identified slightly
more difficult items compared to tests scored with partial
credit (Bauer et al., 2011; Ripkey et al., 1996). Thus, the
psychometric benefits and drawbacks of scoring model
used to assess PSM6 constructed-response items indicate
there may be some minor theoretical differences, but in
practice these two methods were demonstrated to be
quite similar psychometrically.

51.2 | Student measure comparisons

While one might hypothesize partial credit scoring
would produce higher scores for students as ability
information is given over a larger range (Jiao et al,,
2012), past study findings from MSMC studies have
been mixed (Grunert et al., 2013; Jiao et al., 2012). Our
study showed that student performance of problem-
solving content is nearly identical regardless of scoring
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method chosen. In practical terms, students who had
the highest or lowest PSM6 measures when scored
dichotomously also had the highest or lowest measures
when scored with the partial credit model, which is not
surprising as student ability should be similarly repre-
sentative of their content mastery regardless of scoring
method. Further, nearly all students (99.61%) were
placed in the same quartile irrespective of the scoring
method. For the two anomalies (0.39% of students) in
our dataset, findings did present in the direction litera-
ture would expect as these students were placed in the
3rd quartile for partial credit scoring and 1st quartile
when scored dichotomously. Our student ability out-
come comparison suggests there is no meaningful differ-
ence found by scoring method.

5.1.3 | Gender group comparisons

Both dichotomously scored and partial credit scored
PSM6 assessments had comparable results in detecting
observed and systematic differences in scores by gender
group. Variance in test scores due to construct-irrelevant
extraneous factors (e.g., gender group, item bias, scoring
method) can distort the interpretation of the scores for
specific sub-groups, negatively impacting consequential
validity evidence (AERA et al., 2014). The current study
results support consequential validity evidence of the
PSM6 in two ways when using either scoring method.
First, no significant sub-group differences were observed
by gender regardless of scoring method. Second, less than
10% of the items exhibited DIF for the dichotomously
scored and partial credit scored PSM6. Valid score inter-
pretations across subgroups for the scoring method
adopted is an essential component of consequential valid-
ity evidence and fairness in testing (AERA et al., 2014).
Limited evidence of DIF is important to continue to sup-
port use of the PSM6 across a wider student population
in the U.S. (AERA et al., 2014).

5.2 | Tentative conclusions and
implications for practice

Many may feel uncomfortable using a dichotomous scor-
ing model to evaluate constructed response items in
general (Frary, 1989). Those assessing problem-solving
performance in mathematics as student process view the
importance of data and use partial credit scoring
(e.g., Verschaffel et al., 1999). However, our study dem-
onstrates empirical findings of near equivalence between
partial credit and dichotomous scoring of PSM6 assess-
ments across psychometric properties and student

problem-solving ability classification outcomes. Such
equivalence supports the use of the more straightforward
dichotomous model for assessing constructed response
mathematical items on the PSM6 when the goal is to
determine student ability measures. When results are
equivalent, the time and resources saved in scoring
dichotomously (60 PSM6s per hour) compared to scoring
with partial credit (20 PSM6s per hour) provides a very
practical motivation for using the dichotomous method
(McMillan, 2011).

While using dichotomous scoring for constructed
response PSM6 items elicited similar student outcomes
and provided practical benefits to our research team, the
current study yielded sources of validity evidence support-
ing either scoring method. Additionally, it is important to
keep in mind that partial credit scoring may offer mathe-
matics teachers other benefits not investigated in this
study when scoring constructed response items within the
classroom. Partial credit scoring is certainly useful in the
mathematics classroom where learning and remediation
are designed to take place as it can provide feedback to
students in ways that dichotomous scoring may not be
able to do (Brookhart & Nitko, 2008; Frary, 1989;
McMillan, 2011; Mertler, 2003). Further, if the purpose of
the assessment is to evaluate both product (score) and pro-
cess (work) to identify student misconceptions or areas of
strength and weakness, dichotomous scoring is likely to
not be most appropriate (Mertler, 2003; Popham, 2014).
However, in the case of the PSM6, because items are
directly linked to the CCSSM, teachers are able to see
which domains and specific standards students have
strength or weakness in even if the simpler dichotomous
scoring technique is applied allowing for formative
instructional decisions to be made.

5.3 | Recommendations for future
research

We cannot generalize our findings about using a dichoto-
mous scoring method with constructed response items
to all types of mathematical tasks. Instead, we suspect
that with some types of higher-level thinking skill
tasks, dichotomous scoring may simply not be suitable
(e.g., performance tasks, presentations, lab reports). Our
work shows that either dichotomous or partial credit
scoring methods are acceptable when assessing con-
structed response tasks requiring application of mathe-
matical problem-solving skills where there is overlap and
justification to use either scoring method (Brookhart &
Nitko, 2008). With this in mind, we recommend addi-
tional research in this area with other mathematical con-
structed response items that could effectively be scored

ASUAIIT SUOWIOD) dANEAI) d[qearidde ayy Aq pauIoA0S aIe S3[O1IE Y s JO SA[NI J0j AIRIQIT AUI[UQ AS[IA UO (SUONIPUOD-PUL-SULIA)/WO KA[IM° KIeIqijaur[uoy//:sdny) suonipuo)) pue swid ], oyl 39S *[£707/€0/LT] U0 A1eIqry auruQ Adfip ‘KsIoAtun) aiels usaln) Surpmog £q (LS WSS/ [ [ 1" Q1/10p/wod K[1m’ AIeIqIiaur[uoy//:sdiy wolj papeojumo( ‘0 ‘#6866 1



MAY ET AL.

using either method to see if findings are replicable based
on the specific mathematical domain and task. We
also recommend that future research test the potential
differential impact of the two scoring methods for other
relevant subgroups identified in The Standards for Educa-
tional and Psychological Testing (AERA et al., 2014) that
were not examined in our study (e.g., race and/or ethnic-
ity, linguistic background, disability status).
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