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Abstract

Bayesian Additive Regression Trees (BART) is a popular Bayesian non-parametric
regression algorithm. The posterior is a distribution over sums of decision trees, and
predictions are made by averaging approximate samples from the posterior. The
combination of strong predictive performance and the ability to provide uncertainty
measures has led BART to be commonly used in the social sciences, biostatistics,
and causal inference. BART uses Markov Chain Monte Carlo (MCMC) to obtain
approximate posterior samples over a parameterized space of sums of trees, but it
has often been observed that the chains are slow to mix. In this paper, we provide
the first lower bound on the mixing time for a simplified version of BART in which
we reduce the sum to a single tree and use a subset of the possible moves for the
MCMC proposal distribution. Our lower bound for the mixing time grows expo-
nentially with the number of data points. Inspired by this new connection between
the mixing time and the number of data points, we perform rigorous simulations on
BART. We show qualitatively that BART s mixing time increases with the number
of data points. The slow mixing time of the simplified BART suggests a large
variation between different runs of the simplified BART algorithm and a similar
large variation is known for BART in the literature. This large variation could result
in a lack of stability in the models, predictions and posterior intervals obtained from
the BART MCMC samples. Our lower bound and simulations suggest increasing
the number of chains with the number of data points.
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1 Introduction

Decision tree models such as CART (Breiman et al., 1984) and their ensembles such
as Random Forests (Breiman, 2001) and Gradient Boosted Trees (Chen & Guestrin,
2016; Friedman, 2001) have proved to be enormously successful supervised learning
algorithms, because they are able to combine non-parametric model fitting with implicit
dimension reduction. It is often difficult to quantify the uncertainty of their predictions
and due to their greedy local splitting criteria, there is no guarantee for the optimality
of the constructed decision trees. An alternative approach is to construct the decision
trees in a Bayesian manner (H. A. Chipman et al., 1998; Denison et al., 1998; Wu et al.,
2007)

To address these issues, H. A. Chipman et al., 1998 proposed a Bayesian adaptation
of CART, Bayesian CART, and later, a sum of Bayesian CART trees, which they
called Bayesian Additive Regression Trees (BART) (H. A. Chipman et al., 2010).
One perspective views these algorithms as non-greedy stochastic versions of their
deterministic equivalents, where the randomness inside the fitting process allows the
algorithm to explore the space of possible decision trees in ways the CART algorithm
cannot. An alternative perspective views these algorithms as Bayesian non-parametric
regression models, in which we put a prior on the space of decision trees, assume
a likelihood for the observed data, and then obtain a posterior distribution over the
possible decision trees based on the training data. The posterior distribution can be
used to provide posterior predictive credible intervals and other forms of uncertainty
quantification. Due to strong predictive performance (H. Chipman et al., 2006; H. A.
Chipman et al., 2010) and the ability to quantify the uncertainty of predictions, BART
has spawned a number of variants (Hahn et al., 2020; J. L. Hill, 2011; Linero & Yang,
2018; Murray, 2021; Pratola et al., 2020; Sparapani et al., 2016) and has become
increasingly popular in fields such as the social sciences (Green & Kern, 2010; Yeager
et al., 2019), biostatistics (Starling et al., 2020; Wendling et al., 2018), and causal
inference (Dorie et al., 2019; Green & Kern, 2012; Hahn et al., 2019; J. Hill et al., 2020;
J. L. Hill, 2011; Kern et al., 2016).

Several recent works have theoretically analyzed BART variants from a frequentist
perspective. Concentration results have been shown for the BART posterior under
assumptions on the smoothness of the underlying regression function and the prior
used for the BART algorithm. Rockova and Saha, 2019 show that when the BART
prior is modified to decrease the mass on deeper trees as the number of training points
increases, the posterior distribution of this BART variant concentrates around the true
regression function at nearly the optimal rate. When the true regression function exhibits
smoothness, Linero and Yang, 2018 introduce a smoothing variant of BART and show
that the modified BART posterior concentrates at nearly the optimal rate for that class of
functions. In addition to concentration, there are several results for the feature selection
consistency of the BART posterior. When the regression function is smooth and sparse,
Rockovd and van der Pas, 2020 show that BART with a sparsity inducing prior can
perform effective feature selection. Liu et al., 2021 examine an approximate Bayesian
computation algorithm to combine with BART for feature selection in high dimensional
data. However, all of these theoretical results rely on the ability to sample from the
BART posterior.



1.1 Prior Work on BART MCMC Mixing

Since there is no closed form expression for the BART posterior, the standard approach
is to sample from it approximately via a Markov chain Monte Carlo (MCMC) algorithm
designed by H. A. Chipman et al., 2010. Despite an abundance of empirical evidence,
described following this, that the posterior samples from the BART algorithm do not mix
well, researchers in many fields have regularly used the BART posterior for uncertainty
quantification (Bisbee, 2019; Carlson, 2020; Dorie et al., 2019; Green & Kern, 2012;
J. Hill & Su, 2013; Waldmann, 2016; Yeager et al., 2019; Zhang et al., 2020). Further,
there has been very little theoretical analysis of how quickly the samples from the BART
MCMC algorithm converge to the posterior distribution. This is problematic for several
reasons: First, credible intervals obtained from the MCMC samples will not actually
reflect the posterior, and are therefore of questionable meaning for inference. Next,
it means that different runs of the algorithm may produce somewhat different results,
thereby lacking stability and reproducibility. Finally, a necessary condition for the
recent results on posterior concentration and model selection consistency, is the ability
to sample from the posterior distribution. When the BART MCMC algorithm is slow to
mix, it is difficult to satisfy this condition in practice.

Since the introduction of the BART algorithm, the problem of mixing has been
observed, (H. A. Chipman et al., 2010; He & Hahn, 2021; Pratola, 2016) leading to
a number of works evaluating and attempting to address this issue. The difficulties in
mixing have been explored empirically in several works (H. A. Chipman et al., 1998;
Pratola, 2016; Wu et al., 2007) and mentioned in several recent survey papers (J. Hill et
al., 2020; Linero, 2017). There have also been several algorithmic suggestions including
modifying the MCMC proposal moves (Pratola, 2016; Wu et al., 2007), initializing
the trees in the algorithm from greedily constructed trees as a "warm start" (He &
Hahn, 2021), and running multiple chains to quantify the uncertainty in the predictions
(Carnegie, 2019; Dorie et al., 2019). Despite the prevalence of works mentioning
the mixing of the BART MCMC algorithm, little theoretical work has been done to
understand why the mixing is slow.

1.2 BART and Bayesian CART

In this paper we will discuss several variants of the BART algorithm. The Bayesian
CART algorithm was originally introduced as an algorithm for fitting a single decision
tree in a Bayesian setting. The BART algorithm fits a sum of these Bayesian CART trees
and when this sum has one term, devolves to the Bayesian CART algorithm. BART
enjoys better prediction accuracy than Bayesian CART (H. Chipman et al., 2006; H. A.
Chipman et al., 2010; J. Hill et al., 2020), and is hence used more often in practice.
Because Bayesian CART and each individual tree in the BART sum share the same
set of MCMC proposal moves, Bayesian CART has been used to study the empirical
effect of these proposal moves on the mixing of both algorithms (H. A. Chipman et al.,
2010; J. Hill et al., 2020; Pratola, 2016; Wu et al., 2007). In our theoretical work, we
begin by using a simplified version of Bayesian CART towards the goal of explaining
the properties of BART. For theoretical tractability, we restrict the MCMC proposals
available to the Bayesian CART algorithm to a subset of the standard moves and call



the resulting algorithm simplified BART. We present our theoretical mixing time lower
bound for the simplified BART algorithm. We compare the mixing time of BART
to simplified BART in simulations in Section 4.1, and compare Bayesian CART to
simplified BART in Section 4.2 in order to compare the propensity of the two algorithms
to select poor initial splitting features.

Table 1: A summary of the different algorithms studied in this paper.

Algorithm \ Property Number of Trees MCMC moves
BART 200 Grow, Prune, Change, Swap
Bayesian CART 1  Grow, Prune, Change, Swap
Simplified BART 1 Grow, Prune

1.3 Our contributions

We present a theoretical result for the failure of the simplified BART MCMC algorithm
to mix and show through extensive simulations that the BART MCMC algorithm has a
similar mixing issue. As far as we know, our work is the first attempt at theoretically
analyzing the mixing behavior of a simplified version of the Bayesian CART or BART
algorithms, with insights that also hold qualitatively for BART. Our specific contributions
are as follows:

1. Mixing time lower bounds: We obtain a mixing time lower bound for a simpli-
fied version of the BART algorithm. Assuming that all features are discrete, we are
able to show that the total variation mixing time of the simplified BART MCMC
chain on the space of tree structures is bounded from below by exp(£2(n)), where
n is the number of training data points. This theoretical result holds for any
data generating process with features from any random distribution on a discrete
feature space of dimension at least 2 and a random outcome vector . In addition,
our proof identifies one reason for the slow mixing: It is difficult for the chain to
switch the split at the root of the tree.

2. Simulations: Taking several large real datasets from the Penn Machine Learn-
ing Benchmark repository (PMLB) (Olson et al., 2017), we run 8 independent
instances of the MCMC chain for BART and for simplified BART and study the
mixing of the chains according to several metrics. We use the root mean squared
error (RMSE) from a held out test set as a summary statistic of each sampled
regression function, and compute the distribution of this quantity over each chain
after discarding a conservative number of burn-in samples. The failure of the
chain to mix can be observed visually by comparing the density plots for the
RMSE of the different chains (see Fig 3). We also compute the Gelman-Rubin
(GR) diagnostic values across the different chains, and observe that in many
cases these exceed the threshold of 1.1 that was recommended by Gelman and
Rubin, 1992 as a quantitative indicator of the failure of mixing. Through our



simulations, we find that the BART algorithm shows worse mixing as the number
of training data points increases, as indicated by mixing diagnostics as well as
qualitative measures of the regression function. We also find that Bayesian CART
is susceptible to the bottleneck that we exploit for simplified BART in the proof
of our theoretical result: Difficulty in reversing the split at the root of the tree. We
did not find strong evidence that this bottleneck affects the BART algorithm to
the same degree.

To the extent of our knowledge, our theoretical result is the first that studies the mixing
time of either the BART or Bayesian CART algorithms. Our simulations suggest that
the problems identified theoretically for simplified BART still affect the original BART
and Bayesian CART algorithms. In particular, the issue of mixing time increasing with
the number of data points suggests that BART practitioners may benefit by running
more chains for data with many observations, an observation not yet explored in the
literature.

2 Preliminaries

In this section, we describe the elements of the Bayesian CART model underlying the
simplified BART algorithm as well as the MCMC sampling algorithm, as described in
the original paper (H. A. Chipman et al., 1998). We define the Bayesian CART model
formally because it only differs from the simplified BART algorithm we analyze in the
set of MCMC moves.

2.1 The Bayesian model specification

Parameter space: Recall that the Bayesian CART model is a non-parametric regres-
sion model, which means that the regression function f is a random function. Unlike
Gaussian process regression, we constrain it to take values on the space of decision
tree functions. We say that f: X — R is a decision tree function if it is a piecewise
constant function on a partition of X', where the partition is generated by recursively
splitting X' along the coordinate directions. Naturally, f can be parameterized by a
tuple comprising the binary tree structure 7, and © € R®, where b = |T| is the number
of leaves in T, and ©; is the value of f on leaf ¢ (after choosing a canonical ordering of
the leaves). In turn, the tree structure 7 can be thought of as a labeled graph, and thus
further parameterized by the underlying ordered rooted binary tree, as well as labels
on each internal node of the form (v;, 7;), which respectively denote the feature and
threshold for the split associated with node j. We assume that our covariate space is
discrete, i.e. X = {1,...,m} for some integer m.! This implies that a tree structure 7~
can have at most m® leaves, which, together with a finite choice of labels at each node,
implies that {2, the collection of all tree structures, is discrete and finite.

IThis is almost WLOG as in practice, splits for continuous features are chosen from a grid of possible
values corresponding to the quantiles of the features in the training data.



Prior for 7: The prior on the tree structure is defined in terms of a stochastic process:
Starting with a trivial tree with a single node, each newly generated node is split with
probability a(1 + §) =7, where ¢ is the depth of the node, while o and /3 are universal
hyperparameters. If a node is split, the feature it splits on is drawn uniformly from all
available features, and then the threshold is drawn uniformly from all available values
of the feature, if it is discrete, and from all available values that have been observed in
the training data, if it is continuous.

Prior for ®: We put independent Gaussian priors for the leaf parameters: ®|7 ~
N (jil,0%1,). In the original Bayesian CART algorithm, o is treated as a Bayesian
parameter drawn from an inverse Gamma distribution. For the sake of theoretical
tractability, we shall treat it instead as a fixed hyperparameter. We believe that this is
relatively innocuous as, in practice, o2 is known to quickly concentrate around a fixed
value.

Data likelihood: We put an independent Gaussian likelihood function on the errors
in the responses. In other words, given observed data X = (x;);—;, y = (yi)i_q, we
assume

y|Xa 67 T ~ N((f(xl));l:l’ aO'QIn),

where a > 0 is a fixed number.
The relationships between the variables described in this section can be summarized
in the following Bayesian network diagram.

Figure 1: A Bayesian network showing the dependency relationships between the
random variables in the simplified BART model. o2 is treated as a parameter in
Bayesian CART, but will be treated as a fixed hyperparameter in our theoretical analysis.



2.2 Sampling from the Bayesian CART posterior

To sample from the posterior p(7, ©|X,y), we first decompose itas p(O| T, X, y)p(T|X,y).
The Gaussian specification of © and the data likelihood allow us to compute the first
term in closed form, and so, we only need to use MCMC to sample from p(7|X,y),
the marginal posterior on the space of tree structures. We do this using the Metropolis-
Hastings algorithm. When the chain is at a given tree T, the proposed next tree 7~ is
obtained by randomly choosing from one the following four moves: 1. Grow the tree
by splitting a leaf node chosen uniformly at random. The split feature and threshold are
also chosen uniformly at random, as in the prior. 2. Prune the tree by collapsing a pair
of adjacent leaf nodes chosen uniformly at random. 3. Change the split feature and
threshold (draw them again from the uniform distribution) of an internal node selected
uniformly at random. 4. Swap the split features and thresholds of a parent-child node
pair chosen uniformly at random. An accept-reject filter is then applied to ensure
that the chain has the marginal posterior as the stationary distribution. The original
simplified BART paper proposed selecting each move with equal probability. Later
when proposing BART, the authors updated their suggestion to use the probabilites
(0.25,0.25,0.4,0.1).

2.3 Simplified BART

We define the simplified BART algorithm as the Bayesian CART algorithm defined in
Section 2.2 with the MCMC moves restricted to Grow and Prune each of which we
select with probability .5. This is the algorithm that we theoretically analyze in Section
3.

2.4 Contrasting Bayesian CART with BART

BART is Bayesian model for a tree sum that is built on top of Bayesian CART. The same
priors on tree structure and leaf parameters are used, while the likelihood function of the
noise in the response remains Gaussian. However, the regression function is now the sum
of all the tree functions in the sum, and the parameter space thus comprises the product
(T:, @i)fil, where M is the number of trees. To sample from the resulting posterior,
we use a combination of Gibbs sampling and the Metropolis-Hastings algorithm. More
precisely, we cycle through the trees in the model and update them as follows: Given a
tree 7; in the model, conditioned on the values of parameters from all the other trees,
we update 7; using the same procedure as in Bayesian CART, except that we replace the
responses with residuals in the likelihood function. We then make a single draw from
the conditional posterior for ®;, and then repeat the process for the next tree in the sum.
A single update of the MCMC chain comprises an update for all M trees in the sum.

3 Mixing Time Lower Bound

Notation on probabilities: We will use p(—) to denote the marginal and conditional
probabilities associated with the Bayesian model described in Sec 2.1. We use Q(—) to



denote probabilities associated with the Markov chain for the simplified BART algorithm
on ), the space of tree structures described in Sec 2.2. As a shorthand, we will also
denote the stationary distribution, the posterior marginal on €2, as 7. Finally, we assume
that our observed data (X, y) comprise 7 i.i.d. data points from a generative regression
model with regression function fo(x) = E{y | x}. We will denote probabilities,
expectations, and variances with respect to the generative process using IP, [E, and Var.
Note that the generative model is not necessarily the same as the data likelihood in the
fitted Bayesian model.

The mixing time (see also Levin et al., 2006) of the Markov chain of the simplified
BART algorithm, @), is defined to be

bmiz = min{t : max || Q"(=|T) — 7l|rv < 0.25}. (1)

The quantity being maximized over in the right hand side of the equation is the total

variation distance between the time ¢ distribution of the chain initialized at a tree

structure 7 and the stationary distribution. A larger mixing time means that the chain

takes a long time to reach the stationary distribution from a worst case initialization.?
The main theoretical result of our paper is the following theorem.

Theorem 1 (Mixing time lower bound). Suppose d > 2 or m > 2. Also assume that y
has a bounded distribution, i.e. |y| < K. Then with probability at least 1 — 1/n, the
mixing time of the simplified BART Markov chain, Q), as described in Sec 2.3, satisfies

tmiz > €XP (2 " Var{ fo(x)} — O(\/nlogn)) . 2)

ao?

The theorem says that under trivial assumptions, the mixing time of the simplified
BART MCMC algorithm grows exponentially in the number of data points. This is
surprising and unfortunate because we generally expect the performance of prediction
algorithms to improve with more data points.

Our proof of the lower bound proceeds by constructing two tree structures 7 and
T that each give rise to a partition on which f is piecewise constant, but whose splits
at the root node differ from each other. This means that both 7 and 7" possess large
posterior mass, but are separated from each other in the state space by a bottleneck for
the chain — the trivial tree with only a root node. This bottleneck becomes increasingly
difficult to traverse as the number of data points increases.

While the result concerns mixing for the tree structure 7 and not the regression
function f, in most cases we may select 7 and 7~ so that the partition associated with
T is a refinement of that associated with 7’. In this case, the resulting conditional
posterior distributions p(f | 7,X,y) and p(f | 7', X, y) are different, which strongly
suggests that the stochastic process induced by @ on the space of regression functions?
also mixes slowly with respect to Wasserstein distances. Such a result, while even more
revealing, would be relatively technically difficult, and we leave it to future work.

2The choice of 0.25 as the threshold is by convention and does not affect the mixing time up to multiplica-
tive constants.

3The transition kernel on the full parameter space is given by Q(77,©'|T,©) =
Q(T'|T)p(®'|T",X,y). Since the tuple (7, ©) determines £, this chain induces a stochastic process on
the space of regression functions.



The notion of a bottleneck is formalized by the definition of conductance. The
conductance of a subset S C €2 is defined as the ratio
a(s) = A5
min{r(S), 7(S%)}’

where
QS8 ="> w(TT'T)
TeS,T'eSe

is the probability of starting in S and ending in S¢ over one step of () when applied
to the stationary distribution. A small conductance implies that it is difficult for Q) to
transit from .S to S€. This intuition can be used to derive the following well-known
inverse relationship between mixing time and conductance.

Lemma 2 (Conductance and mixing time, Theorem 7.3 in Levin et al., 2006).

1

4P

where t,,;, is the mixing time of the simplified BART algorithm defined in I and

®* := min P(.9).
5CQ

By using the bottleneck at the trivial tree alluded to earlier, we can upper bound the
conductance in terms of the minimum of two likelihood ratios, each of which compares
the trivial tree to a nontrivial one making a different root split.

Lemma 3 (Conductance and likelihood ratio). Let T and T’ be two tree structures
whose splits at the root node differ from each other.

Then
p(y[T0, X) p(y|To, X) }
p(yI|T.X) p(y|T", X))’
where C = C(T,T',«, 8,m,d) is a constant not depending on n, and Ty is the trivial
tree comprising only a root node.

o+ < Cmin{ 3)

To further bound each likelihood ratio in (3), we formulate a more general result
for the log likelihood ratio between the trivial tree and any candidate tree 7. The
result shows that the normalized log likelihood ratio concentrates around the population
impurity decrease between 7 and T .

Lemma 4 (Likelihood ratio and impurity decrease). For any tree T, with probability at
least 1 — 1/n, we have

p(y[T0,X) = nA
p(y|T,X)  2a0®
< CK?a'o?\/logn(v/n +b) + blog(n/a).

log

where

A = Var{fo(x)} — E{Var{fo(x) | T(x)}}
is the decrease in impurity of fo(x) when conditioning on the partition given by T, and
C'is an absolute constant.



The empirical impurity decrease is used by CART to choose which splits to make
and which to prune, while the likelihood ratio is used by Bayesian CART to accept
or reject proposed grow, prune, change, or swap moves. This lemma thereby further
illustrates the similarities and differences between the two algorithms. More importantly
for this paper, it completes the toolbox we need to prove our main theorem.

Proof of Theorem 1. By assumption, there are at least two possible splits at the root
node, (v, 7) and (v’, 7). Starting from either split, it is possible to grow a tree on whose
leaves the true regression function is piecewise constant. Call these two trees 7 and 7~
respectively, and notice that they automatically satisfy the hypotheses of Lemma 3 so
that (3) holds. Furthermore, we have

Var{E{ fo(x)|T (x)}} = Var{E{fo(x)|T"(x)}} = 0.
By Lemma 4, we therefore have

|70, X) _ n N /i loan
logm— 202Var{f( )} +O(y/nlogn)

for 7 =T,T". Exponentiating and applying Lemma 3 followed by Lemma 2 then
gives us (2). O

4 Simulations on Mixing for BART and simplified BART

In this section, we perform two simulation experiments to understand how the conclu-
sions from our theoretical analysis of simplified BART in the previous section provide
new insights for understanding BART and Bayesian CART. Specifically our simulations
suggest that:

* The BART MCMC algorithm often mixes poorly, and the mixing quality decreases
as the number of training data points n increases.

* The root split made by the Bayesian CART algorithm is often chosen suboptimally
and yet is rarely reversed, thereby creating a bottleneck for the chain.

Code Availability: All the code necessary to reproduce the experiments in this section
is publicly available at ©) github.com/theo-s/bart-sims The computing infrastructure
used was a Linux cluster managed by Department of Statistics at UC Berkeley. Most
runs of the simulation used a single 24-core node with 128 GB of RAM, while the larger
datasets required a large-memory node with 792 GB RAM and 96 cores.

Data: We use real-world datasets in order to emulate how BART is used in practice.
Specifically, we utilize the four largest datasets from the Penn Machine Learning
Benchmarks (PMLB) (Olson et al., 2017) in order to study how the mixing time depends
on the number of training data points. Table 2 details the dimensions of these datasets.
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Table 2: PMLB datasets utilized in simulations

Name Samples Features
Breast tumor (Romano et al., 2020) 116640 9
California housing (Pace & Barry, 1997) 20640 8
Echo months (Romano et al., 2020) 17496 9
Satellite image (Romano et al., 2020) 6435 36

Algorithm settings and hyperparameters: We use the dbarts R package (Dorie,
2022) with the following non-default hyperparameters. First, we increase the number of
burn-in samples from 100 to 5000 (nskip=5000), in order to highlight that mixing does
not occur within a reasonable number of iterations. Second, we run 8 chains (nchain==8)
to facilitate the analysis of the mixing time. Last, we define the proposal distribution
of simplified BART to select grow and prune with equal probability (probs=(1-1e-5,1e-
5,0,.5)%). All other hyperparameters are kept at their default values. In particular, for
simplified BART we use ntree=1 and for BART we use ntree=200.

4.1 Experiment 1: Mixing time increases with n

Choice of mixing metric: Each sample in a chain is a function, and we calculate its
RMSE on a held-out evaluation set, comprising 10% of the dataset, as a one-dimensional
summary statistic. To quantify the degree of mixing, we compute the Gelman-Rubin
convergence diagnostic (GR) (Gelman & Rubin, 1992), which compares the within-
chain variation to the across-chain variation.®> It is widely accepted that a GR value
which exceeds 1.1 indicates failure to mix (Gelman & Rubin, 1992). We implicitly
assume that the degree of mixing at a fixed number of iterations is indicative of the
mixing time.

Varying n: To vary n, we draw random sub-samples without replacement from each
dataset of sizes n = 200 and n = 2000 in addition to using the full dataset.

Results:  Across 20 experimental replicates, we compute the GR diagnostic value for
BART at each configuration described previously, and summarize our results in Fig 2.
For comparison, we also display the corresponding results for the simplified BART

41e-5 is used avoid a numeric error, this term does not affect the proposal probabilities.

3The Gelman-Rubin diagnostic is a statistic that uses the observation that multiple MCMC chains should
realize similar values under convergence to give a measure of convergence for a collection of MCMC
chains. Suppose we have L samples from J different MCMC chains, let =;; denote the ith sample from
the jth chain, Z; denote the mean sample from the jth chain, and Z denote the overall mean sample.

Llwyilp
The Gelman-Rubin diagnostic is defined as the ratio R = —L——2L—

where W denotes the within-
chain variance: W := %ijl ﬁ Zle (z45 — @)2 and B denotes the between-chain variance:

B:= 7 (@ - 2)°

11
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Figure 2: Mixing quality for BART and simplified BART decreases with the number
of data points. Mixing quality is measured in terms of the Gelman-Rubin diagnostic
applied to the test set RMSE using 8 chains. Error bars are calculated over 20 different
Monte carlo runs using the same training data. The left column shows the results for
BART, while the right for simplified BART . The horizontal dashed line represent the
recommended mixing threshold of 1.1.

algorithm that we analyzed theoretically. We observe that the mixing time increases
with n for both BART and simplified BART. Furthermore, even when running the chain
with more burn-in samples than recommended, we observe that BART fails to mix on
all of the original datasets. This failure to mix for large n is also visually demonstrated
for BART and simplified BART respectively in Fig 3 and Appendix A.2.1, through
RMSE density plots. As n increases the RMSE densities show visible differences.
Observing such differences is extremely unlikely if these chains are comprised of
samples from a distribution that concentrates around a fixed function. Furthermore,
these plots illustrate a subtle point that mixing reflects the relative magnitude of the
between-chain variation compared with the within-chain variation, and not its absolute
magnitude. In particular, the between-chain variation for the Breast Tumor dataset is
no more than 0.1% of the RMSE value, while the GR value is 1.74. Appendix A.2.2
visualizes the same information using the cusum path plots (Yu & Mykland, 1998),
which have also been used for MCMC diagnostics. We observe that the chains follow a
smoother path as the number of data points increases, which is an indication of slow
mixing (see Appendix A.2.2 for more details).
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Figure 3: Kernel density plots of BART RMSE values across different chains and data
sets and sample sizes. The number of data points used increases from the left to right
column. Different rows correspond to different datasets.

4.2 Experiment 2: Root split stuck on suboptimal feature

Additional set-up: In contrast to the previous experiment, we study Bayesian CART
instead of BART, in order to understand to what extent the two additional moves,
Change and Swap, can help avoid bottlenecks. For each of the 6000 iterations of each
chain (including the burn-in iterations), we record the index of the feature on which the
root node splits.

Results: The results suggest that the root node changes in only a tiny fraction of the
iterations, which decreases as n increases. Specifically, when each full dataset is used,
the root split changes in less than 0.2% of the samples on average across 160 chains.
Appendix A.3 plots the number of iterations during which the feature on which the
root node splits changes (via a prune, change, or swap move) against the number of
data points, and demonstrates that the probability of such change decreases with n.
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Therefore, even with the full set of moves, changing the root split remains a bottleneck
for the chain.

In Fig 4, we summarize the recorded split indices by counting the number of
iterations on which the root node splits on each feature. In each subplot, we display the
results separately for each of the 8 independent chains. We observe that for full datasets,
an overwhelming majority of the root splits occur on the same feature, and furthermore,
this feature is different for different chains. Similar analysis for simplified BART is
deffered to Appendix A.3.1.

This further supports our claim about the bottleneck, while demonstrating the
instability of the algorithm at the level of tree structures. Moreover, it implies that the
chain can get stuck with a root split that is suboptimal.

1.3 5 7 9
Feature =~ , , 5

Empty Tree
200 data points All data points
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o
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© 5
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0 «
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Figure 4: Number of iterations on which the root node splits on each feature for different
chains on two datasets. When n is large (right column), almost all MCMC samples for
a single chain of Bayesian CART have a root split on the same feature, whose index
varies across chains. The different colors correspond to the different features, and empty
tree refers to a single leaf (no splits).

5 Discussion

Poor mixing of the BART and Bayesian CART MCMC algorithms has been observed
since these algorithms were introduced. In this work we provide the first theoretical
analysis that proves a mixing time lower bound scaling with the number of training
data points for a simplified version of the BART MCMC algorithm. Our analysis of
simplified BART can partially explain why this occurs: The first split in the tree forms
a bottleneck for the mixing of the chain, and the bottleneck becomes more difficult
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to traverse as the number of training data points increases. While we do not provide
theoretical results for BART, our simulations show that the trend of mixing degradation
with the number of data points suggested by our theory also holds for BART. We also
learn from our simulations that Bayesian CART also encounters a bottleneck when
splitting on the first feature; the restricted move set of simplified BART seems not solely
responsible for this bottleneck.

The bottleneck formed by the first split in the tree helps explain one cause of the poor
mixing of Bayesian CART and possibly BART. This split, which may be sub-optimal,
forms a bottleneck for the chain and makes it difficult for it to transition to a tree with a
differing root split. Furthermore, both Bayesian CART and BART choose the proposed
feature and threshold uniformly at random, and are not guaranteed to make an optimal
split initially.

Future Directions: We have made four simplifying assumptions to make the theo-
retical analysis of BART tractable. Most significantly, we studied a single tree instead
of a sum, and only allowed Grow and Prune moves for the MCMC proposal (thereby
excluding the Change and Swap moves). If either Change or Swap moves are allowed,
the conductance computations would become more complicated and we may not be
able to use the same bottleneck set used in the proof of Theorem 1. In future work, we
aim to expand our result to hold for a single tree with an unrestricted set of MCMC
moves. Analyzing the behavior of a sum of trees would require developing a new set of
analytical tools, and appears prima facie to be more difficult. Despite these challenges,
a result in this vein would be insightful as it would offer a better understanding of the
BART algorithm as used in practice.

The remaining simplifying assumptions are mostly technical, and do not greatly
affect the generality of our results. Our assumption of discrete features is relatively
benign as a continuous feature can be approximated by its discretization on a sufficiently
fine grid. Relaxing this assumption would entangle the prior and the likelihood, since in
practice for continuous features, splits are selected from a grid of values dependent on
the data. Lastly, our assumption that the variance of the Gaussian prior placed on the
leaf parameters, o2, is fixed is not divergent from practice because it converges to a fixed
value within a small fraction of the iterations that the algorithm runs for (H. A. Chipman
et al., 2010). Allowing o2 to be random, as is done in practice, would complicate the
form of the integrated likelihood and make an equivalent version of Lemma 4 more
difficult to prove.

We believe our work should be viewed as only a first step towards rigorously
understanding the mixing properties of BART and suggesting principled improvements
to this class of MCMC algorithms. Our work suggests several natural ways to improve
the mixing of BART in practice: The proposal distribution for selecting splits should
be data-adaptive rather than uniform at random, the chain should be initialized at an
intelligent guess for the possible trees, and the number of MCMC chains run for BART
should increase with the number of training data points. In our future work, we plan
to relax the assumptions on moves in simplified BART and develop concrete methods
for data-driven splits, tree structure initialization and scaling the number of chains
depending on the number of training data points.
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A Appendix

A.1 Proof details for Sec 3
A.1.1 Proof of Lemma 3 (Conductance and likelihood ratio)

Proof. Let (v, 7) be the feature and threshold on which the root node splits in tree 7.
Let S = S(v, 7) denote the set of tree structures whose root node splits on (v, 7). Then
by assumption, we have 7 € S and 77, Ty € S¢, where Ty is the empty tree with only a
root node. Assume for now that 7r(S) < 1.

Because all possible moves for the Markov chain either add or remove a single
terminal split, it is easy to see that S and S° are connected by a single edge between 7
and 7", the tree of depth 1 whose root node splits on (v, 7).

The conductance of .S can thus be written as

m(To)Q(T"[To)

2 =08

. “

Let ¢)(—|—) denote the transition kernel for the proposal step of the Metropolis-
Hastings chain. We then have ¢)(7"|75) = 5= (this comes from the probability of
choosing a grow move multiplied by the probability of choosing the split (v, d).) The
Metropolis-Hastings filter «(7"|7p) is chosen precisely so that

m(To)Q(T"[To) = m(To)(T"|To)e(T"|To)
= min{m (7o) (T"[T0), m(T")¢(To| T")}-

Plugging in the formula for (7" |7) and continuing the equation gives

m(To)Q(T"To) <

Next, notice that

As such, the conductance is bounded by a constant factor of the ratio of posterior
probabilities as follows:

(7o)
B(S) < me 5)

Since the posterior probability for any tree 7T can be written as
- p(Tp(y|T, X
p(TIX,y) = 2RO X)
e P(Tp(y[T, X)
the right hand side of (5) is equal to

p(To) plyl|To,X)
2mdp(T) p(y|T,X)"
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Since prior probabilities depend only on «, 3, m, and d, the desired conclusion follows
under the assumption that 7(S) < 3. If 7(S) > 4, we repeat the same string of
calculations but with S replaced by S¢ in (4) and with T replaced by 7" thereafter.

O
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A.1.2 Proof of Lemma 4 (Likelihood ratio and impurity decrease)

Proof. We first introduce some notation. Give the leaves of 7 an ordering, and denote
them using Ly, Lo, ..., Ly. Fori =1,...,b, let I; denote the set of indices of the data
points with x; € L;. Let n; denote the count of data points in leaf ¢, i.e. n, := |I;|. Let
T () denote the leaf node that contains an observation x, i.e. 7 (x;) := L; ifi € I;.
Finally, we will use C' to denote absolute constants (independent of both the regression
function fj and the tree 7") that may vary from line to line.

Step 1: Likelihood ratio to impurity decrease. By equation (42) in (Murphy, 2007),
we have

p(yT0,X) _ | Ty (nio® + ao?) o o? e Zb: o2 2
p(y|T,X) \ (no? + ao?)(ac?)b-1 P 2a02(no? + ac?) 2a02(n;0? + ac?) "

I (ni + ) 1 :
Sk bl G o)

where Z = 377 y; Zi = 3 ;cp, y; fori =1,...,b. We would like to convert the
expression in the exponential into an impurity decrease by removing the appearance of
a in the denominators. To do so, we compute the bound:

b b b
1 1
Y /R =72 || =
|<n+a Z; n; ) (n ;nl z>| n+a ; (n; + a) z;
22 b 2 )2
an +Z an;
n(n+a) = ni(ni +a)

<a(b+1)K> (6)

Note that this is indeed an impurity decrease as

: 1 1 2 2 : 1 2 2
7Y A= —Zyj—.Z PR

where ¥, = ni_lZz-.

Step 2: Concentration of impurity decrease conditioned on counts. Condition on
ni,...,n, and denote g; = “* fori = 1,...,b. The impurity decrease may be written
as a variance:

1 b4 b b 2
ey Lz o Sast, - (San
i=1 " i=1 i=1
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We may rewrite the expression in parentheses on the right in matrix form:

b b 2
Z G, — <Z ‘ji?jL,;) =w’ (Ib - \/a\/aT)w
i=1

where w; = /Gy, fori =1,...,0b.
Denote

A= Z%E{fo )x € Li}? - (Z E{fo(x)[x € L; }>

2

<o

and notice that we may also write

~ — =T

A = E{w}T (Ib —Java )E{w}.
We therefore have

b b 2 )
> @i, - (Z %ﬂu) -A

= (w—E{wh" (L, - Vava ) (w-Efw}) + 2w —E{wh" (T, - Vava )E{w}.
@)

We shall bound these two terms separately. To this end, we compute
— T2 2 —T - = >
[ - vava'|, = i —ome(va'nva) + [Vavar|,
=b—-1.
Similarly,

- =T
I — vVava llop = 1.

Note also that, by Hoeffding’s lemma (Vershynin, 2018), w has independent sub-
Gaussian entries, each with squared sub-Gaussian norm at most

— 2 q. K2 K2
|V < B2 E

P2 Uz n

Applying the Hanson-Wright inequality (Vershynin, 2018), we therefore get

(w— Bl (1~ Vava' )(w - Bfw) < PEEVIBL g

n

with probability at least 1 — 1/4n.
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Meanwhile, we have

E{w} = qu (E{fo(x)x € Li})*
< KQ.
Hence, using Hoeffding’s inequality, we have

(w — E{w}) (Ibff Va )E{w}§CK2W )

with probability at least 1 — 4/n. Plugging (8) and (9) into (7) gives us

b b 2

~ b 1
Sard, (Y aae | | -A<cr*ogn( -+ —= 1
Pt quLri <i=1 quL1> — C Ogn<n + \/’FL) ( O)

with probability at least 1 — 2/n.
Step 3: Decondition on counts. Using the law of total variance, write

A = Var{ fo(x)} — E{Var{fo(x)|T (x)}}
= Var{E{fo(x) | T(x)}}

b b 2
= _ZqiE{f()(x) |x € L;}? — (Z aB{fo(x) | x € L&)

where ¢; = P{y € L;} fori = 1,...,b. Since nq is a multinomial distribution with
parameters n and q, we may apply Hoeffding’s inequality two more times to get

S0 - 4B x € 1) < O
and
1
> (@ — a)ELfolx) | x € Li}?| < CK?\ /=22 an
i=1

jointly with probability at least 1 — 1/2n. On this event, we also have

2 b
(Z GE{fo(x) [ x € L; }> - (Z aB{fo(x)[x € Li}>

b

D (@ + @)E{ fo(x)

i=1

2

:)E{ fo(x)

b
Z(@z‘ —¢i))E{fo(x)

< c;@,/bﬂ. (12)
n
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Using (11) and (12), we get

‘A—A‘ < OK?2, 108"
n

Conditioning on this event and further conditioning on the 1 — 1/2n event guaran-
teeing (7) then gives us:

b
1 1
72N — 72 A
|<n+a Zn,+a 1>—|-Tl

i=1 "t

<a(b+1)K? + CK?*\/logn(b+ v/n) + CK*\/nlogn
< C’K2\/10gn(\/ﬁ+b)

since it only makes sense to choose a < 1.
Finally, we have

b b
i (nit+a 1 1
log W =52 loa(ni +a) — 5log(n +a) ~ (b~ 1loga
i=1

< blog(n/a).

A.2 Additional Simulation Results
A.2.1 Simplified BART RMSE Kernel Density
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Figure 5: Kernel density plots of simplified BART RMSE values across different chains
and data sets and sample sizes. The number of data points used increases from the left
to right column. Different rows correspond to different datasets.
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A.2.2 Cusum Diagnostics for BART and simplified BART

In this section we visualize the BART and simplified BART mixing using the cusum
path plot proposed by Yu and Mykland, 1998. We now describe the cusum plot formally:
Suppose we have L samples from J different MCMC chains obtained after a burn-in

period. Let x;; denote the RMSE value of the ith sample from the jth chain, Z; denote

the mean RMSE sample from the jth chain, and let St(j ) = 22:1 (x;j — ;) be the

cumulative sum of deviations from the mean. In a cusum plot, we plot St(j ) against ¢.
A "hairy" cusum plot, in which the cumulative sum varies randomly around a mean of
zero, represents fast mixing. A smooth cusum plot, represents shifts in the sampling
process, and is an indicating of slow mixing. In our case, a smooth cusum path would
translate into a sub-sequence of tree functions within a given chain, whose RMSE value
is higher or lower than the chain average.

Figs. 6 and 7 show cusum plot for BART and simplified BART respectively, across
8 different chains.
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Figure 6: BART cusum path plot become smoother as more data points are used. S,SJ ) is
plotted against ¢ for 8 different chains. The number of data points used increases from
the left to right column. Different rows correspond to different datasets, and different
colors correspond to different chains.
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Figure 7: Simplified BART cusum path plot become smoother as more data points are

used. St(j ) is plotted against ¢ for 8 different chains. The number of data points used
increases from the left to right column. Different rows correspond to different datasets,
and different colors correspond to different chains.
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A.3 Reversing the Root Split
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Figure 8: The number of MCMC iterations during which the feature on which the
root node splits changes is small, and decreases as the number of training data points
increases. Right panel shows the results for B-CART and left for simplified BART .
Error bars are calculated over 160 different runs using the same training data.
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A.3.1 Simplified BART Root Node Split Indices
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Figure 9: Number of iterations on which the root node splits on each feature for different
chains on several datasets. When n is large, almost all MCMC samples for a single
chain of simplified BART have a root split on the same feature, whose index varies
across chains. The different colors correspond to the different features, and empty tree
refers to a single leaf (no splits).
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