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Abstract

Understanding what leads to emotions during
large-scale crises is important as it can provide
groundings for expressed emotions and sub-
sequently improve the understanding of ongo-
ing disasters. Recent approaches (Zhan et al.,
2022) trained supervised models to both de-
tect emotions and explain emotion triggers
(events and appraisals) via abstractive summa-
rization. However, obtaining timely and quali-
tative abstractive summaries is expensive and
extremely time-consuming, requiring highly-
trained expert annotators. In time-sensitive,
high-stake contexts, this can block necessary
responses. We instead pursue unsupervised sys-
tems that extract triggers from text. First, we
introduce COVIDET-EXT, augmenting (Zhan
et al., 2022)’s abstractive dataset (in the con-
text of the COVID-19 crisis) with extractive
triggers. Second, we develop new unsuper-
vised learning models that can jointly detect
emotions and summarize their triggers. Our
best approach, entitled Emotion-Aware Pager-
ank, incorporates emotion information from
external sources combined with a language un-
derstanding module, and outperforms strong
baselines. We release our data and code at
https://github.com/tsosea2/CovidET-EXT.

1 Introduction

Language plays a central role in social, clinical,
and cognitive psychology (Pennebaker et al., 2003),
and social media presents a gold mine for such
analysis: people turn to social media to share ex-
periences around challenges in their personal lives
and seek diagnosis, treatment, and emotional sup-
port for their conditions (Choudhury and De, 2014;
Gjurkovi¢ and Snajder, 2018). During crises, such
as natural disasters or global pandemics, large-scale
analysis of language on social media — both how
people feel and what’s going on in their lives to
lead to these feelings — can have a profound im-
pact on improving mental health solutions as well
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Emotion Triggers in a Reddit Post

1. It finally happened.

2. Took an older relative for her first Pfizer dose.

3. Not that many people showed up so all accompanying family members
were offered the shot and give papers for a second dose.

4.1 wasnt due to get my shot for the next couple of months and have had
some scares, many for which Ive gotten support from you lovely
awesome people.

5. Inow have a whole different perspective on my governments
organization.

6. They have a good oiled vaccination machine.

7. They just need more doses.

yart is I was told I could come

yack for my second dose whenever
my r¢ was scheduled to get Her
9. T have a lil arm pain.
10. But its the slightest arm pain when moving it past certain angles.
11. Ive noticed that a lil blood drop shows on my vaccination spot (took a
shower half an hour later).
[E=)

12. Is this normal?

Joy

Figure 1: An example post from COVIDET-EXT anno-
tated with emotion triggers. The highlighted sentences
represent triggers of the tagged emotions.

as helping policymakers take better-informed deci-
sions during a crisis.

Recent work (Zhan et al., 2022) taps into this
broad challenge by jointly detecting emotions and
generating a natural language description about
what triggers them (triggers include both objec-
tive events and subjective appraisals of those
events (Ellsworth and Scherer, 2003; Moors et al.,
2013)). Trigger explanation is formulated as a su-
pervised, abstractive summarization task that is
emotion-specific. Unlike generic summarization
however, due to the high cognitive load to pro-
vide judgments for each emotion, obtaining human-
written summaries for this task is time-consuming
and requires significant annotator training. This
results in small, domain-specific datasets that are
difficult to scale — especially in the face of new
crisis events where the timing of such analysis is
often pivotal.

This work instead takes a fully unsupervised
approach such that we do not rely on any labeled
data, thus becoming agnostic to distributional shifts
in domain or types of crisis, and robust for time-
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critical events. We posit that emotion triggers can
be summarized effectively in an extractive manner
where unsupervised methods are well-suited; we
thus tackle the challenge of simultaneous emotion
prediction and trigger extraction.

For this new task, we first introduce COVIDET-
EXT, augmenting Zhan et al. (2022)’s COVIDET
with manually annotated extractive summaries cor-
responding to each of their abstractive summaries.
The result is a dataset of 1, 883 Reddit posts about
the COVID-19 pandemic, manually annotated with
7 fine-grained emotions (from COVIDET) and their
corresponding extractive triggers (Figure 1). For
every emotion present in a post, our annotators
highlight sentences that summarize the emotion
triggers, resulting in 6, 741 extractive summaries
in total. Qualitative analyses of the dataset indicate
good agreement among the annotators, and follow-
up human validations of the annotations also re-
veal high correctness. COVIDET-EXT provides
an ideal test bed to facilitate the development of
extractive (supervised or unsupervised) techniques
for the tasks of emotion detection and trigger sum-
marization in crisis contexts.

We propose Emotion-Aware PageRank (EAP),
a novel, fully unsupervised, graph-based approach
for extractive emotion trigger summarization from
text. The core of our method is to decompose
the traditional PageRank (Page et al., 1999)
ranking algorithm into multiple biased PageRanks
(Haveliwala, 2003), one for each emotion. To bias
our model towards various emotions, our approach
harnesses lexical information from emotion lex-
icons (Mohammad and Turney, 2013; Mohammad,
2018). Critically, unlike previous graph-based un-
supervised approaches (Mihalcea and Tarau, 2004;
Liu et al., 2010; Gollapalli and Caragea, 2014; Flo-
rescu and Caragea, 2017; Patel and Caragea, 2021;
Singh et al., 2019), which represent the text as a
bag-of-words or word embeddings, EAP incorpo-
rates a language understanding module leveraging
large language models to ensure that the summaries
for an emotion are coherent in the context of that
emotion. Results on our COVIDET-EXT indicate
the effectiveness of our EAP, which significantly
pushes the Rouge-L score of our summaries by an
average of 2.7% over strong baselines.

Our contributions are as follows: 1) We in-
troduce COVIDET-EXT, a manually annotated
benchmark dataset for the task of emotion detec-
tion and trigger summarization. 2) We propose

Emotion-Aware PageRank, a variation of PageR-
ank that combines a language understanding mod-
ule and external emotion knowledge to generate
emotion-specific extractive summaries. 3) We carry
out a comprehensive set of experiments using nu-
merous baselines to evaluate the performance on
CoVIDET-EXT and show that our proposed EAP
significantly outperforms strong baselines.

2 Background and Related Work

Emotion Tasks. Most of the prior work on emo-
tions on social media focuses solely on detecting
emotions or emotional support from text (Wang
etal., 2012; Biyani et al., 2014; Abdul-Mageed and
Ungar, 2017; Khanpour et al., 2018; Khanpour and
Caragea, 2018; Demszky et al., 2020; Desai et al.,
2020; Sosea and Caragea, 2020; Adikari et al.,
2021; Calbi et al., 2021; Kabir and Madria, 2021;
Beck et al., 2021; Mohammed Abdulla et al., 2019;
Sosea and Caragea, 2021; Hosseini and Caragea,
2021a,b; Saakyan et al., 2021; Ils et al., 2021; Sosea
et al., 2022; Sosea and Caragea, 2022a,b). Our task
is directly related to emotion cause extraction (Gao
et al., 2015; Gui et al., 2016; Gao et al., 2017)
which focused on identifying phrase-level causes
from Chinese news or micro-blogs, which are dis-
tinct from the spontaneous writing on social media.
In our context, similar to the work of Zhan et al.
(2022), what triggers an emotion includes both
what happened and how the writer appraised the
situation. A major difference of our work from
Zhan et al. (2022) is that we consider extractive
summaries instead of abstractive and take a fully
unsupervised perspective, eliminating the reliance
on labeled data. For a comprehensive overview of
CoVIDET introduced by Zhan et al. (2022), refer
to Appendix §A.

Unsupervised Extractive Summarization. Ex-
tractive summarization aims to condense a piece of
text by identifying and extracting a small number
of important sentences (Allahyari et al., 2017; Liu
and Lapata, 2019; El-Kassas et al., 2021) that pre-
serve the text’s original meaning. The most popular
approaches in unsupervised extractive summariza-
tion leverage graph-based approaches to compute a
sentence’s salience for inclusion in a summary (Mi-
halcea and Tarau, 2004; Zheng and Lapata, 2019).
These methods represent sentences in a document
as nodes in an undirected graph whose edges are
weighted using sentence similarity. The sentences
in the graph are scored and ranked using node cen-
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trality, computed recursively using PageRank (Page
et al., 1999). In contrast, our EAP considers words
instead of sentences as nodes in the graph and em-
ploys multiple separate biased PageRanks (Haveli-
wala, 2003) to compute an emotion-specific score
for each word, which is combined with a sentence-
similarity module to produce one sentence score
per emotion, indicating the salience of the sen-
tences under each emotion.

3 Dataset Construction

Since there is no annotated data for extractive
emotion triggers summarization in crisis contexts,
we first bridge this gap by extending COVIDET,
Zhan et al. (2022)’s abstractive-only dataset with
extractive trigger summaries. Doing so (a) cre-
ates benchmark data for extractive systems; (b)
allows in-depth analyses to understand how and
when emotion triggers are expressed on social me-
dia. This will also create a parallel abstractive-
extractive dataset for future research. We name our
new dataset COVIDET-EXT (COVIDET {extrac-
tive, extension}).

Annotating Emotion Triggers. Given a post
from COVIDET annotated with an emotion e, we
ask annotators to highlight sentences in the post
that best describe the trigger for e. An overview
of our annotation scheme can be viewed in Ap-
pendix §B. We recruit both undergraduate stu-
dents (in a Linguistics department) as well as pre-
qualified crowd workers (from the Amazon Me-
chanical Turk) for this task.! Each post is anno-
tated by two annotators. We monitor the annotation
quality and work with the annotators during the full
process. Similar to COVIDET, the test set is anno-
tated by undergraduate students.

Benchmark Dataset. We follow the benchmark
setup in Zhan et al. (2022) with 1,200 examples
for training, 285 examples for validation, and 398
examples for testing. If two annotators highlight
different sentences as triggers for the same emotion,
we consider both sets of sentences as the gold sum-
maries and evaluate them using multi-reference
ROUGE. We anonymize COVIDET-EXT. Note
that since we explore unsupervised methods, the
training set is not used in our summarization mod-
els. Nevertheless, we emphasize that while the fo-

"These crowd workers have an ongoing working relation-
ship with our group and have prior experience in related com-
plex tasks, and we make sure they are paid at least $10/hr.

‘ANC AGR FER SDN JOY TRS DSG Avg

Emotion | 0.64 084 0.84 0.84 092 0.60 0.80 0.79
Trigger | 0.56 0.64 0.76 0.76 0.80 0.56 0.72 0.69

Table 1: Human validation results on COVIDET-EXT.

Overlapping Status | 55.5% of all summaries
Fleiss’ Kappa 0.89 across 7 emotions
self-BLEU-2 0.429 (baseline: 0.151)
self-BLEU-3 0.419 (baseline: 0.139)
self-ROUGE-L 0.504 (baseline: 0.229)

Table 2: Inter-annotator statistics of COVIDET-EXT.

cus of this work is the unsupervised setup, we hope
that COVIDET-EXT can spur further research into
both supervised and unsupervised methods, hence
we maintain the splits in Zhan et al. (2022). For
completeness, we carry out experiments in a fully
supervised setup in Appendix §F.

Human Validation. We validate the annotated
extractive summaries of emotion triggers in
CoVvIDET-EXT through inspections from third-
party validators on the Amazon Mechanical Turk
crowdsourcing platform. A subset of our training
data including 300 randomly selected examples
which contain annotations of extractive summaries
of emotion triggers are validated. Given an anno-
tated extractive trigger summary, we first ask the
validators whether the summary leans towards the
annotated emotion. It yes, we ask the validator to
further point out if the trigger — rather than the
emotion itself — is present in the summary. The
percentage of examples that validators confirm for
the two steps is shown in Table 1. Overall, the hu-
man validation results showcase moderately high
correctness in the annotations of COVIDET-EXT,
considering the subjective nature of our task.”

Inter-Annotator Agreement. We measure the
inter-annotator agreement between two extractive
trigger summaries for the same emotion in a post,
as shown in Table 2. Results show that, within the
examples where we find emotion overlaps, 29.9%
of the extractive summaries of triggers for the
same emotion share completely identical annota-
tions from both annotators, and 25.6% have partial
sentence-level overlaps. In total, we find overlaps

’The same sentence can be interpreted to be triggers for
different emotions. For example, the sentence “I miss my
room and I dont have many clothes or my meds here, but hes
hitting these mics every fucking night and Im scared of con-
tracting it” expresses anger, sadness, and fear simultaneously
under the same context.

9552



in 55.5% of the summaries, and the experts who
were responsible for the test set (65.8%) have more
overlapping summaries than the crowd workers
who were responsible for the training and valida-
tion sets (52.3%). Furthermore, the average Fleiss’
kappa (Fleiss, 1971; Randolph, 2005) is 0.89 across
all the emotions in COVIDET-EXT. This suggests
substantial agreement among our annotators.

In addition, we also employ automatic metrics
including self-BLEU (with smoothing methods 1)
and self-ROUGE to capture the overlap between
annotators’ summaries. To establish a baseline, we
report these metrics between the annotators’ work
and a randomly selected sentence from the original
post. We repeat this process five times. Results
reveal that both the self-BLEU and self-ROUGE
of our annotations significantly outperform that of
the random baseline (as shown in Table 2). We
also observed higher values of these measures for
student annotators compared with crowd workers.
(c.f. Appendix §D). These results indicate strong
accordance among our annotators.

Dataset Statistics. Here we elaborate on the
overview of COVIDET-EXT. On average, there are
1.35 sentences (std.dev = 0.79) consisting of 32.54
tokens (std.dev = 20.68) per extractive summary
of emotion trigger in COVIDET-EXT. As shown
in Figure 2, when broken down into unique trig-
ger sentences, fear has the most trigger sentences
in the dataset, closely followed by anticipation.
On the other hand, frust has the lowest number
of trigger sentences. This can be attributed to the
calamitous nature of the domain of our dataset. Be-
sides, unlike generic news summarization (Fabbri
et al., 2021), the emotion-trigger extractive summa-
rization task is not lead-based. This is manifested
through our scrutiny of the position of emotion trig-
ger sentences in the original posts (Figure 6 and
Figure 7, Appendix §E), where a large number of
triggers cluster in the later parts of the post.

Additional analyses of COVIDET-EXT can be
found in Appendix §E.

Emotion Explicitness. To examine the explic-
itness of emotions in the extractive summaries
of emotion triggers, we apply EmoLex (Moham-
mad and Turney, 2013), an English lexicon for the
Plutchik-8 primary emotions. Specifically, for the
extractive summaries of triggers to a certain emo-
tion e, we measure the average ratio of e’s words
in EmoLex being present in the sentence-level lem-

Emotion Explicitness %
38

36

anticipation| |

3.4

sadness_ 30
disgustzl 28
jOY\:| 26
trust- 2.4

0 500 1000 1500 2000
Number of Trigger Sentences

Figure 2: The sentence-level distribution of triggers
in the original posts in COVIDET-EXT. The colorbar
shows the explicitness of the emotion in the triggers.

matized summaries. The results are presented in
Figure 2. Interestingly, we notice that sadness is
the most explicit emotion in the annotated extrac-
tive summaries of triggers in our dataset, while
anger is the most implicit one.

4 Unsupervised Extractive
Summarization

In this section we introduce Emotion-Aware Pager-
ank (EAP), our fully unsupervised, graph-based,
emotion trigger extractive summarization method
that incorporates information from emotion lexi-
cons to calculate a biased PageRank score of each
sentence in a post. EAP then fuses this score with
an additional similarity-based sentence-level score
that ensures the summary for a specific emotion e
does not diverge in meaning from other summaries
of the same emotion e. We show an overview of
our model architecture in Figure 3.

Task Formulation. Let P be a Reddit post. P is
composed of an ordered sequence of n sentences:
P = {s1,s9,...,8,}. Generic extractive summa-
rization aims to output an ordered set of sentences
S with S C P that captures the essence of post
P. In our emotion trigger summarization, how-
ever, we aim to generate multiple extractive sum-
maries conditioned on the expressed emotions. To
this end, we are interested in a set of summaries
S = {Se,,Sey, .-, Se,, } Where m is the total
number of emotions present in P and S, is the
summary of the triggers that lead to the expression
of emotion e; with S.; C P. Note that P usually
conveys a subset of emotions, in which case the
summaries for the emotions that are not present in
text are empty.
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Meaning Score

Sentence M
Database joy
[ @ >

This morning | had my 2nd dose shot. Joy
finally, I'm glad | am fully vaccinated now Pagerank

—
wave in the autumn. so literally what is Fear
the point? ... Pagerank

and that | will reach full protection in
about two weeks. but idk, it feels like it
barely changes anything. | was waiting
for this so long, and now I'm just... mildly
disappointed. right now situation in my
country is more or less okay, but | am
still WFH ... so I'm still gonna be stuck at
home over the summer. then also | am
worried that September return to the
office won't happen because everyone
is scaring is that we will have another

Graph

~/D F.
A% o
\ Final
Score
1.I'mglad lam...
> 2. situation in my Relevance
countryismore | Score
or less okay,
Jjoy
eoe ooe
l.thenalsolam ) Relevance
worrle(lj that... Score
2.we will have
another wave
fear .
Final
Score

Sentence | _ M
Database @ fear

A Meaning Score

Figure 3: Diagram of our Emotion-Aware PageRank. EAP builds a word graph from a post, then runs separate
biased PageRanks, one for each emotion, to score every candidate sentence under each emotion. The score is
combined with an emotion-aware language understanding module to produce final rankings for each sentence under

each emotion.

Graph Construction. We build an undirected
graph G = (V| E), where V is vocabulary set of
words. To build V' we employ various process-
ing and filtering techniques. First, we only select
nouns, adjectives, verbs, adverbs and pronouns and
remove any punctuation. Next, we stem all the
selected words to collapse them in a common base
form. Finally, we remove infrequent words which
appear less than 20 times in the entire training set.
The remaining words form the vocabulary V. A
pair of words (w;, w;) € E defines an edge be-
tween w; and w; and the operator (w;, w;) de-
notes the weight of edge (w;, w;). We compute
the weight of an edge in our graph using word
co-occurences in windows of text. Given a win-
dow size of ws, we say that two words w; and
w; co-occur together if the number of words be-
tween them in text is less than ws. We build a
co-occurence matrix C' of size |V| x |V| from the
documents in our training set where Cj; is the num-
ber of times words w; and w; co-occur together.
Using C' we simply define the weight of an edge
as:

2 x Cy;
Blwi, w)) = ()

kzlo(Cz'k + Cjk)

Intuitively, the more frequently two words co-occur
together, the higher the weight of the edge between
them becomes.

Emotion Decomposition. In PageRank, the im-
portance or relevance R (w;) of an arbitrary word
w; 1s computed in an iterative fashion using the
following formula:

|4

R(w;) = A Bwg, wi)R(wg) + (1 — A)
P

1
V]

2
where |.| is the set size operator and A is the damp-
ing factor, a fixed value from O to 1 which measures
the probability of performing a random jump to any
other vertex in the graph. The idea of PageRank
is that a vertex or word is important if other im-
portant vertices point to it. The constant term ﬁ
is called a random jump probability and can be
viewed as a node preference value, which in this
case assigns equal weights to all the words in the
graph, indicating no preference.

In this current formulation, the PageRank model
calculates the weights of words irrespective of the
expressed emotion. We claim that for our purpose
words should bear different importance scores in
different emotion contexts. For example, the word
agony should have a higher importance in the con-
text of sadness or fear than in the context of joy.

To this end, we propose to decompose the text
into multiple components, one for each emotion,
where the relevance of a word differs from compo-
nent to component. Biased PageRank (Haveliwala,
2003) is a variation of PageRank where the sec-
ond term in Equation 2 is set to be non-uniform,
which can influence the algorithm to prefer par-
ticular words over others. We propose to run a
separate biased PageRank for each emotion and
leverage a custom importance function i.(w;) that
yields high values for words that are correlated
with an emotion e and low values otherwise. For-

9554



mally, the relevance computation for the PageRank
corresponding to emotion e becomes:

4 ie(w;)
Relw) =AY B, w)Re(we)+(1-0) <
k=1
€))

where N is a normalization factor such that
> weV 15](\1,”) = 1. Since the model prefers those
vertices with higher random jump probabilies, us-
ing an accurate importance function i, (w; ) for emo-
tion e can lead to accurate relevance scores in the
context of e. We define this function using the
NRC emotion intensity (Mohammad, 2018) lex-
icon. Emolntensity associates words with their
expressed emotions and also indicates the degree
of correlation between a word and a particular emo-
tion using real values from O to 1. For example,
outraged has an intensity for anger of 0.964 while
irritation has an intensity of 0.438. In our context,
assigning importance values using intensity is ap-
propriate since a sentence containing high intensity
words for an emotion e is more likely to be rel-
evant in the context of e compared to a sentence
containing lower intensity words. Denoting the set
of words in Emolntensity correlated with emotion
e by Z., all words w € Z, also come with intensity
value annotations denoted by int.(w). Therefore,
we define the importance function as:

io(w) = inte(w) if we7Z,
‘ c if weV\Z

“4)

where c is a constant that we find using the valida-
tion set. Since our summaries are at the sentence
level, we simply score a sentence s; as the average
relevance of its words:

ij €s; Re(wj)

Re(si) = |si]

(&)
Encoding the meaning. A major drawback of
prior graph-based approaches is that they exclu-
sively represent the input as a bag-of-words, ignor-
ing the structure of text. We propose to solve this
drawback by introducing a language model-based
component to encode the meaning of a sentence.
Our component is based on the assumption that a
sentence s that is highly relevant for an emotion e
should be similar in meaning to other sentences s;
relevant to e. We capture this property by scoring
each sentence based on its similarity with other
important (i.e., in the context of e) sentences. We

leverage the popular Sentence-BERT (Reimers and
Gurevych, 2019) model, which produces mean-
ingful sentence embeddings that can be used in
operations such as cosine similarity. Given a sen-
tence s;, let s; be its embedding and sim(s;, s;)
be the cosine similarity between the embeddings
of sentences s; and s;. Denoting by 7 the set of
sentences in the entire dataset, we score s; in the
context of emotion e as follows:

> seT sim(si, s) * Re(s)
T

Me(si) = (6)
Intuitively, M, (s;) yields high values if s; is similar
in meaning to sentences relevant in the context of
emotion e.

Constructing the Summaries. Given apost P =
{s1, $2, ..., Sn. }, we first combine the meaning and
the relevance scores into a final, sentence level,
per-emotion score, which we use to score every
sentence s; in P along all the emotions:

Fe(si) = Re(si) * Mc(s;) @)

We use this per-emotion score to rank the sentences
in the post P. For an emotion e, we only select
the sentences s; where F.(s;) > t to be part of
the final summary for e. ¢ is a threshold value that
we infer using our validation set. Note that given
P, we compute the score F, for every emotion e.
In the case that none of the sentences in P exceed
the threshold for a particular emotion, we consider
that the emotion is not present in the post (i.e., we
do not generate a summary).

S Experiments and Results

In this section, we first introduce our emotion-
agnostic and emotion-specific baselines. Next, we
present our experimental setup and discuss the re-
sults obtained by EAP against the baselines.

Emotion-agnostic baselines. We explore two
standard heuristic baselines, namely 1) Extracting
the first sentence in the post (1 sent) and 2) Ex-
tracting the first three sentences in the post (3 sent).
Next, we design three graph centrality measure-
based methods: 3) PacSum (Zheng and Lapata,
2019), 4) PreSum (Liu and Lapata, 2019) and word-
level 5) TextRank (Mihalcea and Tarau, 2004).
Note that these methods are emotion-oblivious and
the generated summary will be identical for differ-
ent emotions.
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ANGER
R-2 R-L

DISGUST
R-2 R-L

FEAR

R-2 R-L R-2

Joy

SADNESS
R-2 R-L

TRUST
R-2 R-L

ANTICIPATION
R-2 R-L

AVG

R-L R-2 R-L

0.174
0.301
0.308
0.306
0.296

0.240
0.315
0.314
0.312
0.301

0.095
0.196
0.210
0.219
0.236

0.170
0.253
0.218
0.221
0.235

0.202
0.322
0.327
0.332
0.319

0.256
0.343
0.331
0.335
0.326

0.119
0.273
0.276
0.268
0.272

1-SENT
3-SENT
PacSum
PRESUMM
TEXTRANK

0.179
0.310
0.282
0.274
0.276

0.110
0.239
0.287
0.295
0.286

0.177
0.292
0.304
0.317
0.306

0.189
0.248
0.225
0.222
0.225

0.236
0.279
0.234
0.227
0.231

0.160
0.263
0.283
0.284
0.218

0.220
0.307
0.295
0.291
0.221

0.149
0.258
0.273
0.275
0.264

0.211
0.288
0.282
0.282
0.270

0.341
0.355
0.312

EMOLEX
EMOINTENSITY
BERT-GOEMO

0.213
0.307
0.247

0.260
0.322
0.264

0.218
0.269
0.232

0.256
0.281
0.237

0.309
0.342
0.296

0.218
0.222
0.221

0.176
0.227
0.201

0.252
0.235
0.247

0.301
0.329
0.314

0.331
0.341
0.321

0.203
0.242
0.204

0.207
0.295
0.247

0.242
0.310
0.225

0.234
0.284
0.253

0.269
0.298
0.258

EAP|0.3241 0.348'|0.285" 0.296' |0.364" 0.373'|0.285'

0.319 | 0.348'

0.354'|0.258" 0.2911]0.319" 0.324" |0.309" 0.325

Table 3: Results of our models in terms of ROUGE-2 and ROUGE-L. We assert significance’ using a bootstrap test
where we resample our dataset 50 times with replacement (with a sample size of 500) and p < 0.05.

DSG
0.572
0.583
0.532

FER
0.568
0.557
0.562

Joy
0.613
0.632
0.576

SDN
0.563

0.573
0.531

TRT
0.581

0.589
0.556

ANC
0.593

0.585
0.574

AVG
0.578
0.584
0.537

‘ ANG

EMOLEX | 0.561
EMOINTENSITY | 0.581
GOEMOTIONS | 0.516

EAP|0.593" 0.595' 0.583 0.649' 0.581' 0.606' 0.612' 0.593'

Table 4: Emotion detection results of our models in
terms of Macro F-1. We assert significance’ using a
bootstrap test where we resample our dataset 50 times
with replacement (with a sample size of 500) and p <
0.05.

Emotion-specific baselines. We first employ two
lexical-based methods: 6) EmoLex - we use the
EmoLex (Mohammad and Turney, 2013) lexicon
to identify lexical cues that indicate the expression
of emotions. If a sentence contains a word that
is associated with an emotion e, we consider the
sentence to express e. The final summary for e con-
tains all sentences expressing e. 7) Emolntensity
- we leverage the NRC Affect Intensity Lexicon
(Mohammad, 2018) to build a more fine-grained
approach of identifying if a sentence expresses an
emotion or not. For each sentence and emotion,
we calculate the average emotion word intensity
and compare it to a pre-defined threshold ¢. If the
average intensity for e is higher than ¢ we label the
sentence with e. t is a tunable parameter that we
select based on our validation set performance.

Finally, we leverage models trained on emotion
detection datasets to build our emotion-specific
summaries. For a post P, we use our model to
make predictions on each sentence in P and build
summaries by concatenating sentences that express
the same emotions. We mainly experiment with
a model trained on the 8) GoEmotions (Demszky
et al., 2020) dataset.

Experimental Setup. We carry out our experi-
ments on an Nvidia A5000 GPU. We use the Hug-
gingFace Transformers (Wolf et al., 2019) library
for our Sentence-BERT implementation and we

will make the code for our methods and data avail-
able for reasearch purposes. We report the per-
formance in terms of Rouge-2 and Rouge-L (Lin,
2004) to evaluate the summarization performance.
Additionally, we also calculate the performance in
terms of F1 and show the results in Appendix I.
We provide extensive details about the hyperparam-
eters used in EAP and the baselines, such as our
various thresholds and constants in Appendix §G.

Results. We show the results obtained in Table 3.
First, we note that emotion-specific approaches out-
perform the emotion-oblivious methods consider-
ably. Notably, Emolntensity outperforms PacSum
by an average of 1.1% in Rouge-2. Among the
emotion-specific baselines, Emolntensity, which
uses the intensity of emotion words to extract rel-
evant sentences for a particular emotion obtains
good performance, outperforming the EmolLex
method by 5.1% Rouge-2 on disgust and 3.3% on
fear. This result emphasizes that having a degree
of association between a word and an emotion (i.e.,
the intensity) is a stronger signal than the plain
word-emotion association in our emotion-based ex-
tractive summarization context.

EAP consistently yields the highest results
both in terms of Rouge-2 and Rouge-L compared
to the other approaches. Concretely, we obtain
an average improvement of 2.7% in Rouge-L and
2.5% in Rouge-2 score over our strongest Emoln-
tensity baseline. For example, on anger and joy we
see improvements in Rouge-2 of 1.7% and 6.3%
respectively. Moreover, our emotion-aware PageR-
ank considerably outperforms TextRank (Mihalcea
and Tarau, 2004) by as much as 5.5% Rouge-L and
4.5% Rouge-2 on average.

Emotion Detection. While EAP shows strong
results in our emotion trigger summarization ex-
periments, we want to evaluate our approach in
a traditional emotion detection task. To this end,
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ANGER DISGUST FEAR
R2 RL|R2 RL|R2 RL ]| R2

EAP|0.324 0.3480.285 0.296|0.364 0.373]0.285

Joy SADNESS TRUST ANTICIPATION

RL | R2 RL|R2 RL|R2 RL | R2
0.268|0.348 0.354|0.239 0.2640.319 0.324|0.309

AVG
R-L

0.318

-int | 0.317
-sim | 0.314
-int -sim | 0.300

0.336
0.332
0.316

0.274
0.277
0.263

0.282 | 0.353
0.284 | 0.351
0.275 | 0.341

0.362 | 0.276
0.360 | 0.272
0.353 | 0.261

0.261 | 0.339
0.260 | 0.340
0.253 | 0.325

0.347 | 0.231
0.342 | 0.232
0.339 | 0.224

0.252 | 0.312
0.254 | 0.311
0.247 | 0.308

0.317 | 0.300
0.31 | 0.299
0.309 | 0.28

0.308
0.306
0.298

Table 5: Ablation study of our EAP.
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Figure 4: Word-level Emotion-Aware PageRank scores and sentence-level meaning scores for the joy (Upper
Box) and fear (Lower Box) emotions. The term relevance score is superscripted to each word (i.e., w*“°"¢), while
the meaning score of sentences is superscripted at the end of the sentence (i.e., [.]*“°"¢). Gold summaries are

highlighted.

we ask how well EAP can detect emotions at the
post level. Given a post P, we label the post with
emotion e if we identify any sentence s € P as
a summary for e. If no sentence is selected to be
included in the summary, we consider that EAP
does not predict e.

‘We show the results obtained in Table 4, where
we compare EAP to lexical methods (EmoLex and
Emolntensity) and a domain adaptation method,
which trains a BERT (Devlin et al., 2019) model on
the GoEmotions dataset (Demszky et al., 2020).
We observe that EAP consistently outperforms
prior work on all the emotions by an average of
0.9% in F1 score. Notably, we see 1.5% improve-
ments in F1 on fear and 1.9% on anticipation.

Ablation Study. We perform a thorough ablation
study to tease apart and analyze the components
lead to the success of EAP. First, we analyze the
influence of emotion intensity on the performance
of the model. Here, we slightly modify the impor-
tance function from Equation 4 to a constant value.
Instead of using the variable int.(w) we use a con-
stant value c® where c® > c. Intuitively, we still
bias the model towards a particular emotion e, how-
ever, every word associated with e weighs equal in
this ablated version of EAP. We denote this modifi-

cation of the algorithm by -int. Second, we remove
the meaning score M, from our algorithm and use
only the word-based relevance R.. This approach
is denoted by -sim. We also analyze the behaviour
of EAP when removing both components.

We show the results obtained in Table 5. Re-
moving emotion intensity leads to a performance
degradation of 1% in Rouge-L while the lack of
our similarity module decreases the performance by
1.2% in Rouge-L. Removing both further decreases
the performance by 2.9% in Rouge-2. These re-
sults emphasize that both similarity and intensity
are core components of EAP and both consistently
contribute to its success.

Anecdotal Evidence. To offer additional insights
into our EAP, we provide anecdotal evidence in Fig-
ure 4, where we show a post expressing both joy
and fear. We indicate for each word both its rele-
vance for joy and for fear. Additionally, we show
the meaning score for each sentence and emotion.
Interestingly, we observe that the scores produced
by our model are very relevant. For instance, pro-
tection has a very large value for joy of 0.531 and a
very small value of 0.076 for fear. Along the same
lines, worried has a relevance of 0.523 for fear and
0.074 for joy. The similarity scores are also accu-
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rate. For example, glad I am fully vaccinated has a
score for joy of 0.463, 9 times as large of the score
of the same sentence for fear. We show additional
analysis on the effect of the most relevant terms on
EAP performance in Appendix §H.

6 Conclusion

‘We introduce COVIDET-EXT, a new benchmark
dataset composed of 1, 883 Reddit posts annotated
for the task emotion detection and extractive trigger
summarization in the context of the COVID-19
pandemic. Our proposed Emotion-Aware Pagerank
approach yields strong results on our datasets,
consistently outperforming prior work in an
unsupervised learning context. In the future, we
plan to study abstractive trigger summarization
from an unsupervised point of view to bridge
the gap between the extractive and abstractive
summarization performance.

Limitations

Since our EAP builds its graph representation from
social media data, our method may carry inductive
biases rooted in this type of data. Moreover, note
that the scope of our study is limited to English
social media posts and our approach does not con-
sider inputs larger than 512 tokens. Therefore using
our approach in long document summarization may
be challenging. Finally, the general applicability
of EAP in a different domain is highly dependent
on the existence of high-quality lexicons for the
domain in question, which may not be available.
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A COVIDET?

Zhan et al. (2022) was the first to introduce the com-
bined labeling of both emotions and (abstractive)
summaries of their triggers on the domain of spon-
taneous speech (i.e., Reddit posts). They presented
CoVIDET, a corpus of 1,883 Reddit posts man-
ually annotated with 7 emotions (namely anger,
anticipation, joy, trust, fear, sadness, and disgust)
as well as abstractive summaries of the emotion
triggers described in the post. The posts are cu-
rated from r/COVID19_support*, a sub-Reddit for
people seeking community support during COVID-
19. To ensure the diversity of the data distribution,
CoOVIDET consists of Reddit posts from two dif-
ferent timelines (before and during the Omicron
variant). The posts in COVIDET are lengthy and
emotionally rich, with an average of 156.4 tokens
and 2.46 emotions per post. COVIDET serves as an
ideal dataset to spur further research on capturing
triggers of emotions in long social media posts.

Nevertheless, the combined labeling of emotions
and free-form abstractive summarization of their
triggers is difficult and time-consuming as it re-
quires annotators to comprehend the document in
depth. This fails to meet the time-sensitivity re-
quirement in the face of major crises like COVID-
19. Our work instead proposes to generate an
extractive summarization of emotion triggers and
studies the task of emotion detection and trigger
summarization from an unsupervised learning per-
spective, which is robust to domain variations and
beneficial in boosting understanding in time-critical
periods.

B Annotation Scheme of COVIDET-EXT

The process of collecting annotations for
CoOVIDET-EXT is shown in Figure 5. Given a
post and its annotations containing emotion e
from COVIDET, we ask annotators to highlight
sentences in the post that best describe the trigger
for emotion e. Rather than selecting text that
expresses the emotion itself, we specifically
instruct annotators to extract the events and how
people make sense of the events that lead to
the expression of the emotion. We use detailed
examples provided by Zhan et al. (2022) to help
our annotators better interpret the definition of
emotion triggers.

3https: //github.com/honglizhan/CovidET
4https: //www.reddit.com/r/COVID19_support/

Yoo hoo! Good news! According
to Mr. Shahpar, there 85% of
adults have gotten at least one
dose of vaccines. WHEE! As for
the fully vaccinated people, |
think we're in between 60% to
70%. Either way, good news! ...
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Figure 5: The process of collecting annotations for
CoVIDET-EXT. The provided posts and annotated
emotions are gathered from COVIDET (Zhan et al.,
2022).

C Crowd Workers

Both groups of annotators for COVIDET-EXT
come from the United States. The crowd workers
are recruited from the Amazon Mechanical Turk
crowdsourcing platform, with restrictions that their
locale is the US and that they have completed 500+
HITs with an acceptance rate of at least 95%. The
undergraduate students are hired from a university
in the United States.

D Inter-annotator Agreement Among
Undergraduate Students and Crowd
Workers

As shown in Table 6, the inter-annotator perfor-
mance of the undergraduate students consistently
exceeds the crowd workers.

‘ Students Crowd Workers

self-BLEU-2 0.466 0.418
self-BLEU-3 0.456 0.408
self-ROUGE-L 0.553 0.489

Table 6: Inter-annotator agreement among undergradu-
ate students and crowd workers in COVIDET-EXT.

E Additional Analyses of COVIDET-EXT

Trigger Positions. We examine the position of
the emotion trigger sentences in the original posts.
The sentence-level distribution of the annotated
triggers is reported in Figure 6. Results reveal
that the trigger sentences spread evenly across the
posts, with a large number of triggers clustering
in the later parts of the post. This means that the
emotion-trigger extractive summarization task is
not lead-based, unlike generic news summariza-
tion (Fabbri et al., 2021; Sebastian et al., 2019).
This is especially true for anticipation, as demon-
strated in Figure 7.
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Figure 6: The sentence-level distribution of triggers in

the original posts of COVIDET-EXT.
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Figure 7: Heatmap of the distribution of triggers in the
original posts of COVIDET-EXT. The X-axis stands for
the position of trigger sentences in the original post, and
the colorbar exhibits the percentage of trigger sentences
under the emotion label.

Trigger Components. In addition to the explic-
itness of emotion triggers, we also examine the
syntactic components of the extractive summaries
of emotion triggers. Results are shown in Figure
8. We observe that nouns and verbs take up the
majority of triggers, closely followed by the use of
pronouns.

Pronoun Distributions. Psycho-linguistic stud-
ies reveal that the analysis of function words such
as pronouns can disclose psychological effects of
life experiences and social processes (Campbell
and Pennebaker, 2003; Tausczik and Pennebaker,
2010; Pennebaker et al., 2014; Seraj et al., 2021;
Singh et al., 2018). Specifically, overusing the first-
person singular pronouns may imply a high level
of self-involvement, whereas the increased use of
other pronouns may signify improvement of social
engagement (Cohn et al., 2004; Simmons et al.,

VERB
NOUN
PRON

DET
ADP
ADV
AUX
AD]
CCONJ
PART
SCON]J
PROPN
NUM

INT) BN Frequency
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Figure 8: POS frequency distribution in COVIDET-
EXT.

2008; Kumari and Singh, 2017).

We evaluate the percentage of personal pronoun
usage per annotated emotion trigger sentence. In
particular, we discover an inverse correlation be-
tween first-person singular pronouns (e.g., 1, me,
my, mine, myself) and second-person pronouns
(e.g., you, your, yours, yourself, yourselves). We
provide the average percentage of the personal pro-
nouns per emotion trigger in Figure 9. Further
statistical tests reveal negative Pearson correlations
between the percentage distribution of first-person
singular pronouns and second-person pronouns in
each emotion (with substantial significance in all
7 emotions; shown in Table 7). We note that when
expressing negative emotions such as sadness and
fear, authors used more first-person singular pro-
nouns in triggers. On the other hand, authors used
more second-person pronouns in expressing the
triggers for positive emotions like joy and trust.
The inverse correlation between first-person singu-
lar pronouns and second-person pronouns suggests
more self-involvement in negative emotions and
more social engagement in positive emotions in
CoVIDET-EXT.

Topical Variations. To better interpret the an-
notated emotion triggers, we train a multi-class
bag-of-words logistic regression model to predict
the emotion label of each annotated extractive emo-
tion trigger sentence. The trained model’s weights
pertaining to each class of emotions are then ex-
tracted to locate the tokens that are most indicative
of each emotion. The multi-class logistic regres-
sion model achieved a micro F1 score of 0.33 after

9563



First-Person Singular Pronouns

sadness

fear

anger

disgust

anticipation

trust

joy Bl 1st sing

0.0% 2.0% 4.0% 6.0% 8.0%

Second-Person Pronouns

oy [
disgust _
sadness -
fear -

0.00%

. 2nd

0.20% 0.40% 0.60% 0.80%

Figure 9: Average percentage of first-person singular and second-person pronouns in the annotated extractive

summaries of emotion triggers of COVIDET-EXT.

|| Pearson’s r p
anger —0.1288  4.77¢ 9%
fear —0.0903  1.45¢ 9%
anticipation || —0.1671  1.13e~'4*
joy —0.1634  1.22e793%
sadness —0.0945  2.05¢7 93
trust —0.1873  7.74e 0%
disgust —0.1167  1.90e 9%

Table 7: Pearson Correlation Coefficients between
the percentage distribution of first-person singular pro-
nouns and second-person pronouns among emotions in
CoVvIDET-EXT. * indicates p value < 0.05.

training and evaluating on our benchmark dataset.
The most indicative tokens associated with each
emotion are reported in Table 8.

Connections to COVIDET. To understand the
ties between COVIDET-EXT and COVIDET, we
measure the self-BERTScore between the ex-
tractive summaries of triggers from COVIDET-
EXT and the abstraction summaries of triggers
from COVIDET. Results reveal that the average
BERTScore F1 is 0.872 between the extractive and
abstractive summaries, indicating strong correla-
tions between the two datasets.

Same Triggers for Different Emotions. The sta-
tus of overlapping trigger sentences for different
emotions is shown in Figure 10. Specifically, we
measure the percentage of sentences that are trig-
gers for an emotion ¢ that are also triggers for emo-
tion j in COVIDET-EXT.

20%
anger- 0% 7% 0% 7% 1% 6% 7%
18%

fear- 4% 0% 0% 4% 2% 1% 9%
15%
joy- 1% 3% 0% 2% 5% 1% 7% 12%
sadness- 8% 9% 1% 0% 1% 3% 6% 10%
trust- 6% 3% 0% 0% [EELA -8%
-5%
0% 8% 0% 0% 6%

disgust

-2%
anticipation -
-0%

anger- %
feara

8

sadness- £

trust- R

disgust- &

g

anticipation -

Figure 10: Overlapping trigger sentences for different
emotions. Cell (i, j) represents the percentage of sen-
tences that are triggers for emotion 7 that are also trig-
gers for emotion j in COVIDET-EXT.

F Supervised Extractive Summarization

Although our focus is exclusively on unsupervised
approaches to eliminate the reliance on labeled
data, we note that Covid-EXT can be a suitable
benchmark for developing supervised methods as
well. In this section, we compare two supervised
methods against our unsupervised EAP. We experi-
ment with two methods for emotion trigger extrac-
tion. 1) First, we experiment with the BART-FT-
JOINT (Zhan et al., 2022) model which is trained
to jointly predict emotions and their summary. We
train this model on the training set of Covid-EXT
in a supervised manner. Second we employ a sim-
ple 2) BERT (Devlin et al., 2019) classifier that is
trained in a supervised manner to detect emotions
at sentence level. We consider as positive exam-
ples the sentences that are included in the summary,
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ANGER DISGUST FEAR JOY SADNESS TRUST ANTICIPATION
Token  Weight Token Weight | Token Weight| Token  Weight| Token  Weight| Token  Weight Token  Weight

0| annoying 7.08 prodded 5.33 |grandpa 7.11 grateful ~ 6.84 | unrelated 5.93 reacting 6.19 wreck 5.69
1| upset 6.42 guard 5.05 shd 6.92 |thankfully 5.89 | believing 5.93 okay 5.34 monger 5.53
2| angry 5.81 maskless 4.94 | freaking 6.12 happy 543 sad 5.80 | ineffective 5.12 harm 5.44
3| ridiculed 5.43 wiped 4.87 | expose  6.09 | fantastic 4.76 |devastated 5.22 stock 5.06 statistic 5.43
4| milder 5.32 care 4.84 pass 6.07 glad 4.72 fault 5.09 cheer 5.00 question 5.28
5| ideal 5.25 nicely 4.75 afraid  5.69 provide  4.65 antivax 5.08 haven 5.00 waited 5.04
6| realized 5.20 |experiencing 4.44 fear 5.60 ended 4.52 | depression 5.00 accepted  4.55 | infectious  5.04
7| strongly  5.20 beginning 4.41 pills 5.55 million 4.19 | disappear  4.93 affirmed 4.26 |questioning 4.97
8 witf 5.18 | coronavirus 4.40 | scared 5.52 success 4.09 dead 4.81 |psychiatrist 4.11 june 4.86
9| centered  5.08 dumbass 4.39 | venting 5.49 | effective 3.89 | virtually 4.77 worried 4.04 wait 4.83

Table 8: The tokens with the most positive weights for each emotion in a multi-class bag-of-words logistic regression
model trained to classify the emotion indicated by the trigger sentences.

ANGER DISGUST
R-2 RL|R2 RL|R2

FEAR

Joy
R-L | R2

SADNESS TRUST ANTICIPATION AVG
RL|R2 RL|R2 RL|R2 RL |R2 RL

BERT

BART-FT-JOINT
0.329 0.367[0.291 0.304|0.372 0.376

0.335 0.371‘0.299 0.312‘0.377 0.384‘

0.304 0.335
0.293 0.295

0.375 0.370(0.254 0.276 (0.333 0.338 [0.325 0.340
0.361 0.363|0.242 0.268|0.323 0.332 |[0.315 0.329

EAP|0.324 0.348]0.285 0.296|0.364 0.373|0.285 0.319]0.348 0.354]0.239 0.264]0.319 0.324 |0.309 0.325

Table 9: Comparison between EAP and supervised approaches.

and negative examples the rest of the sentences.
Note that we train 7 different models, one for each
emotion.

We show the results obtained in Table 9. We ob-
serve that BART-FT-JOINT outperforms our EAP
considerably by 1.5% in Rouge-L score. How-
ever, we see that the BERT-based approach is much
closer to the performance of the unuspervised EAP,
outperforming it by less than 1% in Rouge-L and
FI.

G Hyperparameters

In this section we detail the values of the hyper-
parameters used and the search space considered
in the development of our EAP. First in terms of
the constant ¢ in Equation 4, we experiment with
values in the range 0.1 — 0.5 but observed that
0.1 works well. We mentioned that the minimum
frequency of a word necessary for selection in our
vocabulary V' is 20. We also experimented with
other values ranging from 5 to 50. The threshold ¢
from Equation 7 is emotion-specific and inferred
using the validation set. We experiment with values
between 0.2 and 0.7 and observed that 0.35 works
well in general.

H Model Analysis

To offer additional insights into our approach, we
show in Figure 11 an analysis on the effect of the
top relevant terms on the performance of EAP. For
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Figure 11: Average F-1 obtained when dropping the top
k (with k from 0 to 40) highest relevance nodes in the
graph.

each emotion, we experiment with completely drop-
ping the top k most relevant terms (i.e., words) in
the graph, with k ranging from 1 to 40 and report
the average performance obtained. This analysis
can be seen as a way to measure the reliance of
EAP and the top relevant words. We observe that
the performance drops considerably while drop-
ping the first 28 terms and the starts to plateau.

I Extractive Summarization Results in
terms of F1

In Table 10 we present the performance on extrac-
tive summarization in terms of F1. While Rouge
captures the overlap between extracted summaries
and human references at word level, F1 measures
the number of extracted sentences from the post
that are correctly part of the gold summary (human
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references). Specifically, we compute F1 as if we
dealt with a traditional classification problem. For
every emotion, the sentences belonging to the trig-
ger summaries are positive examples, and all the
other sentences are negative examples. If our EAP
model selects a sentence that does not appear in the
trigger summary, we view it as a false positive. On
the other hand, if our EAP model does not extract
a sentence which belongs to the trigger summary,
we count it as a false negative. We calculate F1 as
the harmonic mean between precision and recall.
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‘ ANGER ‘ DISGUST ‘ FEAR ‘ Joy ‘ SADNESS ‘ TRUST ‘ ANTICIPATION AVG

1-SENT| 0.14 0.07 0.159 | 0.113 0.097 0.197 0.235 0.144

3-SENT | 0.306 0.182 0.300 | 0.275 0.241 0.270 0.268 0.263
PacSum | 0.297 | 0.179 0.296 | 0.280 0.246 0.271 0.276 0.263
PRESUMM | 0.302 0.189 0.302 | 0.283 0.241 0.273 0.274 0.266
TEXTRANK | 0.286 0.165 0.289 | 0.274 0.239 0.270 0.211 0.247
EMOLEX | 0.238 0.248 0.320 | 0.238 0.298 0.200 0.218 0.253
EMOINTENSITY | 0.298 0.221 0.347 | 0.293 0.325 0.274 0.272 0.284
BERT-GOEMO | 0.264 0.215 0.308 | 0.216 0.312 0.201 0.253 0.269

Eap|0.3157| 0.2511 |0.3617|0.305"| 0.354" |0.299"| 0.285" |0.310f

Table 10: Results of our models in terms of F1. We assert significance’ using a bootstrap test where we resample
our dataset 50 times with replacement (with a sample size of 500) and p < 0.05.
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