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Abstract

Generative Artificial Intelligence systems have been de-
veloped for image, code, story, and game generation
with the goal of facilitating human creativity. Recent
work on neural generative systems has emphasized one
particular means of interacting with AI systems: the
user provides a specification, usually in the form of
prompts, and the AI system generates the content. How-
ever, there are other configurations of human and AI co-
ordination, such as co-creativity (CC) in which both hu-
man and AI systems can contribute to content creation,
and mixed-initiative (MI) in which both human and AI
systems can initiate content changes. In this paper, we
define a hypothetical human-AI configuration design
space consisting of different means for humans and AI
systems to communicate creative intent to each other.
We conduct a human participant study with 185 par-
ticipants to understand how users want to interact with
differently configured MI-CC systems. We find out that
MI-CC systems with more extensive coverage of the de-
sign space are rated higher or on par on a variety of cre-
ative and goal-completion metrics, demonstrating that
wider coverage of the design space can improve user ex-
perience and achievement when using the system; Pref-
erence varies greatly between expertise groups, suggest-
ing the development of adaptive, personalized MI-CC
systems; Participants identified new design space di-
mensions including scrutability—the ability to poke and
prod at models—and explainability.

Introduction

The wider availability of generative AI systems in domains
ranging from text (Brown et al. 2020), image (Ramesh et al.
2022), program code (Chen et al. 2021), to game stages and
concepts (Khalifa et al. 2020), is making the development of
creative content more accessible to people with more diverse
backgrounds and skills. Recent work on neural generative
systems has emphasized one particular means of interact-
ing with AI systems: the user provides a specification (e.g.,
prompt, previous text context, structured data, or one work
of art to be restylized into another), and the AI system gener-
ates the content. However, the means of initialization, along
with the majority of interactions between user and system,
are not human-centered. In particular, they impose a spe-
cific paradigm of input on the human designer that best suits

the underlying algorithms and models instead of the needs
of the human designer.

Other configurations of human designer and AI creative
system are possible that promise to reduce cognitive load,
frustration, system abandonment (Sweller 2011), and make
these systems more casual and enjoyable (Compton and
Mateas 2015). Mixed initiative (MI) systems are those
in which both human and AI systems can initiate content
changes.

Co-Creative (CC) systems are those in which both human
and AI systems can contribute to content creation Mixed ini-
tiative co-creative (MI-CC) systems have been demonstrated
in game design (Liapis et al. 2016), coding (Github CoPi-
lot), drawing (Davis et al. 2015) and storytelling (Alvarez,
Font, and Togelius 2022) Although the building of systems
that make use of MI-CC traits may help us better under-
stand how users think and collaborate with creative AI sys-
tems, our understanding of the human factors that underly
successful MI-CC systems remain relatively under-studied
compared to the development of new MI-CC systems.

In this paper, we build on the dimensions of MI-CC sys-
tems identified by Lin et al. (2022): Human vs. Agent-
initiated, Elaboration vs. Reflection, Global vs. Local.
This framework defines a hypothetical design space for MI-
CC systems where each value of each dimension can be
instantiated as a specific way for a user to communicate
creative intent with an AI system (and vice versa). In
the domain of story generation, we conduct an exploratory
human-participant study with 7 unique MI-CC systems as
probes, each representing a plausible subset of the design
space. 1 We measure the perceived support the tool affords
via the Creative Support Index (CSI) (Cherry and Latulipe
2014). Our study indicates that more extensive coverage
of the design space can improve user experience and per-
ceived creative achievement. We also observe that prefer-
ence for different types of communication with (and from)
the system varies with expertise, suggesting the potential for
adaptive, personalized MI-CC systems. Finally, our human-
participant study uncovers a 4th dimension: explanation.

1Code for the systems used in the study is
available at https://github.com/eilab-gt/
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creator and AI agent, allow the user to better understand the
AI system, and improve trust and rapport (Margarido et al.
2022). The framework is also agnostic about the modality
(text, visual, audio, etc.) of the communication, which Mar-
garido et al. (2022) also argues may be considered an addi-
tional dimension.

The framework and design space does not tell one how
user-AI communication should occur beyond the broad
properties provided such as who initiates, the extent of the
information, and whether the information is about newly
planned actions or previously made actions. To that end,
each type of communication can be implemented in many
ways within a given MI-CC system. In the next section, we
provide our specific instantiations of each of the eight types
of communication.

Although conditional generation systems—GPT (Brown
et al. 2020) for text, but also existing for other modal-
ities (cf., (Ramesh et al. 2022; Khalifa et al. 2020))—
condition their generation on input such as a prompt from
the user, the choice of information exchanged among can-
didates is under-explored beyond so-called “fire-and-forget”
systems which are trained on text corpus and/or task-based
human feedback (Ramamurthy et al. 2022). Fire-and-forget
systems, which can also be thought of as assistants, are a
special case of the design space: human-initiated, elabora-
tive, and local. Studying MI-CC systems with Communi-
cations from different points in the design space will help
researchers to better understand how an AI system will col-
laborate with a human designer and facilitate generation sys-
tems to better align with tasks unique to MI-CC systems.

Experimental System Overview

To conduct an exploratory study of how the availability
of different means of communication affect the actual and
perceived creative experience, we used the Creative Wand
framework (Lin, Agarwal, and Riedl 2022), which is de-
signed to facilitate experimentation with MI-CC systems.
The Creative Wand framework is a highly configurable MI-
CC system made up of four abstracted components:

• Creative Context: an interface between generative algo-
rithms related to the specific domain.

• Experience Manager: responsible for maintaining the
state of the system.

• Communications: a set of modules that instantiate differ-
ent means of communicating creative intent (see Section
Communications.

• Frontend: defines how information is presented to, and
received from, the user.

Creative Context: Storytelling Domain and AI
Algorithms

Similar to Lin et al. (2022), we also consider textual story
creation as the domain, situated as a key task in game devel-
opment. In the story creation domain, the user attempts to
create a plot with 10 lines. Since it is a plot, the lines express
the general activities of characters. See Figure 3 for an ex-
ample. Since story creation can be open-ended, we needed

a way to constrain the activity in order to assess user perfor-
mance. To that end, we artificially provide the user with a
goal. We gave the same goal that (Lin, Agarwal, and Riedl
2022) used, which is to create a story that starts with “Busi-
ness” and ends with “Sports” while mentioning “soccer”.

In a MI-CC story creation task, the system must be ca-
pable of receiving communication from the human designer
about creative intent at various levels (global, local), but also
providing critical reflection on the story content. As there is
no one AI story generation system capable of doing every-
thing we need for all aspects of the design space, We de-
ployed two existing AI systems: Plug and Blend (Lin and
Riedl 2021) updated to use the larger GPT-J (Wang and Ko-
matsuzaki 2021) language model instead of GPT-2 (Radford
et al. 2019); and CARP (Matiana et al. 2021).

Plug and Blend This system uses two models to gener-
ate text that adheres to topic controls. The first model is a
standard, unaltered large language model. In the case of this
paper, we use the GPT-J pre-trained large language model,
which accepts a prompt or context text that begins the story.
The second model learns a set of weights that can be applied
to the output logits of the language model output in order to
bias the generation toward a particular topic. A set of topics
and the sentence spans they should be applied to is provided
as a second type of input to Plug and Blend, referred to as
a sketch; They are translated to individual control strength
that amplifies the weight applied from the second model,
and further guides the generation of paragraphs. We modi-
fied the pipeline so that “Story for kids: Once upon a time,”,
concatenated with at most two previous lines, as the prompt,
along with the topic control, is used to generate each line of
the story in our system.

CARP We used the CARP model (Matiana et al. 2021),
a language model that is trained on contrastive objectives
to learn a cosine similarity score between a sentence and a
short critique, such as “This character is confusing”. CARP
cannot generate narratives, but can score individual lines in a
narrative according to a given criterion. It is the basis for our
communication modules involving reflection. CARP pro-
duces values between [0.15, 0.4], which we rescale to [0, 1].

Communications

We designed 11 modules for communication to cover the en-
tirety of the design space, as well as some additional com-
munication modules that emulate basic functionality that
many expect in creation tools. We give the 11 communi-
cation modules below, indicating where on each of the three
axes it falls. We organize the list around the axis of elabora-
tion vs reflection because elaboration and reflection are tied
to the two AI algorithms.

Elaboration Communication Modules Elaboration
communications are related to generation of new contents,
and use the Plug and Blend AI algorithm. To batch user
input for a better user experience, we do not immediately
start the regeneration process until the user requests the
story to be rewritten, which is one of the three miscellaneous
communications.



• Write a sentence
[

Elab.
Human
Local

]

The user provides a specific

sentence to be inserted at a particular line index. If there
is already text in that line, it gets replaced.

Example: The user replaces the first line with ”Hello!”.

• Apply a topic
[

Elab.
Human
Global

]

The user provides a topic code

along with a starting line index and an ending index. We
provide four pre-defined options—“business”, “sports”,
“science“, “world“. The user can type in their own free
text code as well. The Plug and Blend sketch data struc-
ture is updated though generation does not happen until
the user requests re-generation.

Example: The user applies “Business” to the first five
lines of the story.

• Get a sentence suggestion
[

Elab.
Agent
Local

]

The Plug and Blend AI

algorithm generates a new candidate sentence based on a
random existing line and a topic chosen between “Busi-
ness” and “Sports”, focusing in on the two goals partic-
ipants are asked to meet. The user can then choose to
accept or reject the suggestion.

Example: The agent provided “Football is interesting...”
as a suggestion to line 3 of the story.

• Get a topic suggestion
[

Elab.
Agent
Global

]

The user is provided a topic

suggestion between “Business” and “Sports” chosen ran-
domly. If the user decides to accept the suggestion, they
continue the process as in applying a topic control.

Example: The agent provides “Sports” as the suggested
topic. The user accepted the topic and decided to apply it
to the last 5 lines of the story.

Reflection Communcation Modules This family of com-
munications uses the CARP model, which pairs a critique
and each sentence with a score signifying how related they
are. For each communication below, this information is
used differently, but all towards providing the user with in-
sights or opportunities to think about whether the story so
far needs further modification. Being provided with a cri-
tique, the system highlights lines of the story with increas-
ingly brighter color relative to the rescaled score.

• Off-topic checker
[

Reflect
Human
Local

]

The user picks a sentence in

the story and gives a topic, and the agent tells the user
whether it’s related to that topic. We used “This part of
the story should be related to 〈input〉” as the critique for
the CARP model.

Example: The user selects line 3 which says “Football is
interesting...” and asked whether it is related to “Science”.

• Reflect together
[

Reflect
Human
Global

]

The user gives a critique, and the

agent highlights sentences based on the score given from
the CARP model.

Example: The user provides “It should be raining”, and
the agent highlights a line in the story that says “It’s a
sunny day” (as well as any other lines based on how much
they fail to match the critique).

• Get a local story quality tip
[

Reflect
Agent
Local

]

The agent picks a tip

from a list of pre-determined critique prompts and high-
lights sentences based on the scores based on how much
the match the critique according to CARP.

Example: The agent picks the “The story should be fun”
pre-defined critique and highlights line 7 of the story,
showing that the agent thinks that line is fun.

• Get a high-level story quality tip
[

Reflect
Agent
Global

]

The agent picks

a tip from the same pre-defined set of critique prompts and
tells the user whether the story as a whole is related to it.

Example: The agent picks “Whether the story is about
Sports” from its set of critiques and tells the user “yes”,
confirming the user that the story is about “sports”.

Miscellaneous Communication Modules We also in-
cluded three additional communication modules to fill in
functionality of the system.

• Write the whole story When selected the system will re-
generate all lines in the story, given a context prompt and
the Plug and Blend sketch. This communication can be
used multiple times in succession for alternatives.

• Rewrite from a specific line Instead of starting fresh, the
system only generates lines for the story after a specified
point, leaving previous lines intact. This can only be used
if a story already exists.

• Undo The system reverts the last operation.

Experience Manager and Frontend

We implement a turn-based experience manager based
on the sample Creative Wand implementation in Lin et
al. (2022). For each turn, the manager provides available
options for the user in a chatbot-like dialogue box, each of
which maps to a communication module (for agent-initiated
communications, entry point to allow the agent to take the
initiative.) See Figure 3, which shows a portion of the
user interface. We extend the Creative Wand framework to
provide user experience by enhancements such as reverting
back to previous states (i.e., undo).

Study Methodology

To study the design space of communications in MI-CC sys-
tems, we developed seven versions of the story creation sys-
tem described in the previous section. One version had com-
munication modules from every part of the design space.
The other six versions removed communications along a sin-
gle dimension. See Figure 2.

In this exploratory study we seek to determine how the
presence or absence of different modes of human-AI com-
munication affect perceptions of creative support. We also
seek to determine if individual variables such as creative
background and familiarity with AI affects the above.

We recruited 185 participants on Prolific2 who were auto-
matically screened by the platform for adequate English pro-
ficiency. Each experiment session lasts for approximately 30
minutes, and we paid the participants $15 per hour.

Participants are first asked to complete a questionnaire
about their creative background and familiarity with AI.
There were three multiple choice questions, as given below
with their possible choices:

2prolific.co



Figure 3: Screenshot of our experiment system, along with instructions.

A. Level of confidence with using a computer to author
contents:

A1. I do not use computers to create things.

A2. I have used computers to create things, but for the
past year, I have not done it once a week.

A3. I use computers to create things more than once a
week, but I’m doing it not for the job (for example,
for interest).

A4. I use computers to create things for my job.

B. Level of confidence with using a computer to create
games:

B1. I never used a computer to create anything related
to games.

B2. I’ve done some work in the realm of games, but for
the past year, I have not done it once a week.

B3. I create content for games out of interest, for more
than once a week.

B4. I create content for games for my job.

C. Familiarity with AI:

C1. All I know is no more than it being a buzz word.

C2. I have experience using something with ”AI tech-
nologies” with it.

C3. I understand how recent AI technologies work.

We then show instructions to familiarize them with how
to use the experiment system. This consists of annotated
screenshots of the interface during different stages of the
study, and a brief introduction to the workflow of co-creating
a story.3

3Individual communications are not included in the tutorial, but
further instructions are triggered the first time each communication
is activated.

Participants are then assigned to a random condition in
which they will interact with two versions of the system:
the “full” system (all communication modules), and one
of the six ablations (communication modules removed in
one dimension). We counter-balanced the order we present
the systems so that participants randomly start using either
”full” or the ablation we assigned.

For both systems, participants were asked to create a story
that was 10 lines long, starts with the topic of “business”,
ends with the topic of “sports”, and mentions “soccer” at
least once. This is the same task and goal criteria as used
by Lin et al. (2022). Participants are given 12 interactions
with each system. An interaction is only complete once the
participant provides all information for the system to execute
the option and doesn’t change or cancel the communication.

Once they finished using both systems, as the exit survey,
participants were asked to complete another questionnaire
with seven questions about their satisfaction with the process
and the generated story. These questions are presented in
random order for each participant. The first six questions are
adapted from the Creative Support Index (CSI) (Cherry and
Latulipe 2014), which is a validated measure of how well a
tool supports human creativity. We ask: between the “full”
system and the ablation, “Which system is more associated
with each of the statements?”:

Q1. (Expressiveness) This system made it easiest for me to
express and share my goals, given to me in instructions,
with the AI system.

Q2. (Enjoyment) I enjoyed interacting with this system
most.

Q3. (Exploration) This system was most helpful for ex-
ploring different ideas and possibilities.



Overall Agent-Init. Only Human-Init. Only Elaboration Only Reflection Only Global Only Local Only

Num. valid responses 185 31 32 30 32 27 33

Q1: Expressiveness 62.2%* 74.2%* 46.9% 56.7% 78.1%* 63.0% 54.5%

Q2: Enjoyment 60.5%* 74.2%* 43.8% 50.0% 81.2%* 59.3% 54.5%

Q3: Exploration 62.7%* 71.0%* 46.9% 56.7% 71.9%* 70.4%* 60.6%

Q4: Immersion 62.2%* 71.0%* 50.0% 60.0% 75.0%* 59.3% 57.6%

Q5: Collaboration 59.5%* 71.0%* 40.6% 56.7% 81.2%* 59.3% 48.5%

Q6: Result worth effort 60.5%* 64.5%+ 53.1% 60.0% 71.9%* 66.7%+ 48.5%

Q7: Better responses 61.6%* 67.7%* 56.2% 63.3% 78.1%* 59.3% 45.5%

Table 1: Rate of participants that preferred the Full System over the ablations. * represents a significance level of p < 0.05 on
Full system preferred over the ablation; + for p < 0.1. No ablation was preferred statistically significantly.

Q4. (Immersion) This system made me feel the most ab-
sorbed in the task to the point that I forgot I was work-
ing with the system.

Q5. (Collaboration) This system best allowed me to
achieve the goal assigned to me.

Q6. (Results worth effort) This system provides the over-
all best quality stories by the time I was done.

Additionally, we also asked:

Q7. Which system tends to get the best response for the
same type of requests?

We anticipate no preference between both systems on Q7,
as the implementations of how the systems handle these re-
quests (provided that an ablation system has that capacity) is
unchanged. As an attention mechanism, we also asked what
the perceived similarity and differences between these two
systems are before the participant finishes the study.

Results and Discussions

Participant Creative Background 98% of the partici-
pants reported that they at least used computers to create
things (A2-A4), and 41% say they do it as their job (A4).
Although we did not specifically recruit people with expe-
rience in designing game contents, 49% of the participants
identify them as at least carrying out some work in the realm
of games (B2-B4). 84% reported that they have used some-
thing with AI technologies (C2-C3), and 26% say they know
how recent AI works (C3). Table 2 (column 1-2) shows how
many participants responded yes to each question.

Perceptions of Creativity Support Table 1 shows the
preference of users between the “full” system and the ab-
lations on the seven questions Q1–Q7. Participants prefer
the full system overall. When considering only the Agent-
Initiated and Reflection ablations, the preference for the
full version is also statistically significantly preferred on all
questions. That is: removing human-initiated communica-
tion or elaboration communication significantly degraded
the creative experience in every measurement. The ability
to fully or partially generate the story was always an option.

The Global-only ablation, which removed communica-
tions involving local changes, was significantly less pre-
ferred than the full version only when considering the ques-
tions on exploration, and “results worth it”. This suggests

that global communications were not sufficient alone for ex-
ploring different ideas and participants felt less overall sat-
isfaction with their story results when unable to make local-
ized changes. Even though in many cases the full version
was preferred over other ablations more than 60% of the
time, when participants are spread across conditions, there
is a higher bar for statistical significance.

Participants were the most indifferent when comparing
the full system to Local and Human-Initiated ablations,
removing Global and Agent-initiated communications, re-
spectively. That is, removing these resulted in less reported
degradation of the creative experience. In the Human-
Initiated ablation, the AI is the most passive and never does
anything until users provide enough information for them.
Most non-MI-CC systems operate this way and may be used
at least weekly by 75% of the participants (A3-A4). Global
communications are likely harder to use than local commu-
nications. Participants were asked to learn a new creative
support tool in a less-than-30-minutes experiment, with a
sharp learning curve toward mechanisms that the partici-
pants are not familiar with in the first place. These might
have played a role. Although a follow-up longitudinal study
may help investigate this effect and provide a more accurate
picture to study specific parts of the design space, in our
opinion, this also hints that not all dimensions in the design
space of communications are of equal value to users.

The full system was not significantly preferred over the
Elaboration-only ablation, even though the full version was
preferred 56%–63% of the time. This suggests that partici-
pants were more sensitive to the loss of reflective communi-
cations than the loss of agent-initiated or global communi-
cations. The role of reflective communication deserves fur-
ther study; this study cannot determine the extent to which
the specific use of CARP as the model for processing story
critiques play in participant perception of reflective commu-
nications.

Surprisingly, participants prefer the “full” system on
Q7—the system provides better responses—despite the fact
that the AI systems were the same across all systems (when
not removed due to the elaboration-only or reflection-only
ablations). We hypothesize that because the ”full” system
can help the users achieve the goal better (61.6% with sta-
tistical significance), it is likely that intermediate stories are
also easier to work with; the communications “give the bet-
ter response” because they have a better story to work on.

The overall trend is that a wider coverage of the de-





Qualitative Findings & Discussion

We also analyzed open-ended justifications participants pro-
vided for their perceived levels of satisfaction with the sys-
tems using approaches inspired by thematic analysis (Aron-
son 1994). Taking an inductive approach, we started the
process with an open-coding scheme and iteratively pro-
duced in-vivo codes (generating codes directly from the
data). Next, we analyzed the data using axial codes, which
involves finding relationships between the open codes and
clustering them into different emergent themes. Through an
iterative process performed until consensus was reached, we
share the most salient themes below.

Participants valued the ability to exercise control over
the co-creative writing tool. Whichever tool was “easier to
control the topic” (P09) was often favored. Customizability
was a prized asset– they felt that the customizability allowed
“the story to go together” and be more coherent (P98). This
notion of controllability was also associated to the tool’s
ability to “take topics into consideration” (P64), which in-
dicates how participants ascribed comprehension abilities in
the tool based on their ability to control it. The sentiment is
expressed succinctly by the following participant:

Fish4 is superior to Rabbit5 in that it you can guide and
interact with it and it listens to feedback and doesn’t
just write what it wants. Fish allowed you more con-
trol in guiding the story on topics before starting so it
was more accurate and also more customizable. Rab-
bit felt more random with less options and control, it
started off topic and stayed off topic even when being
prompted. Fish overall was a lot better than Rabbit.
(P29, emphasis added)

There was a desire for scrutability—to poke and prod—
to get a mechanistic or functional understanding of the
tools. This theme follows from the previous theme around
the desire to control. Participants exhibited a desire to “un-
derstand the mechanism of checking how one sentence is
related to a particular topic” (P07). The more control a tool
allowed, the higher its perceived scrutability. Participants
were trying to achieve a mechanistic understanding (Lom-
brozo and Wilkenfeld 2019)—how things worked—as well
as functional understanding (Lombrozo and Gwynne 2014)
of the “why” behind the actions. A major part of this under-
standing was reciprocal and mutual; that is, participants felt
that they could understand the tool if the tool could under-
stand their instructions or input:

I had an easier time understanding the Fish system.
And it appeared to understand the topics better based
on my interaction. (P76)

A core implication of both of these findings around con-
trol and scrutability suggest that adding explainability to
these systems can enable argumentations, expose creative
processes and augment the user’s mental model (Llano et
al. 2022) and thereby foster better collaboration. Emerg-
ing work in Explainable AI (XAI) showcases that user back-
grounds matter—that is, who opens the “black-box” matters

4Codename for Full system
5Codename for the Reflection-only ablation.

when it comes to making sense of the AI’s output (Ehsan
et al. 2021b). This entails that we need to customize the
explainability according to the user’s background (which
can include AI literacy, levels of experience, and familiar-
ity). Moreover, we can also fine-tune explanations that tar-
get specific types of understanding such as mechanistic or
functional. Each type of understanding is goal dependent;
therefore, the explanations also have to be appropriately ac-
tionable (Ehsan et al. 2021a).

Limitations

While we aim at studying the design space of communi-
cations by picking up ones that best express their neigh-
bourhood, the three dimensions we borrowed from Lin et
al. (2022) is not complete; communications can also feature
traits from both sides of an axis, such as “adding details to
an existing sentence” being both elaborative and reflective.
As we focus on what information is passed between the user
and the AI agent, we controlled all the systems we used in
the experiments to use the same User Interface and limited
representation of text and highlight colors. We invite col-
leagues alike to conduct similar experiments on other dimen-
sions of Communications and representations, potentially in
other modalities (image, speech, and more).

Arguably, agent-initiated communications still need hu-
man users’ approval to initiate, as the particular implemen-
tation requires all communications to be triggered by the
user selecting an option in the menu. We made this deci-
sion to unify the representations of the Communications in
the study. Although we argue that the capability of the agent
selecting which communication to trigger actively, which is
ultimately a decision-making problem over all communica-
tions, a topic that is beyond the scope of this work, Since
the goal of our work is to study MI-CC systems, we decided
to pick a generative system that strikes a balance between
availability and consistency with regard to the MI-CC expe-
rience we need for the study.

Discussions

Generative language models (LMs) rapidly advance - While
this paper was being reviewed, ChatGPT, GPT-46 and a fam-
ily of large-scale LMs that utilizes RLHF (Ramamurthy et
al. 2022) demonstrated to the whole world end-to-end capa-
bilities for collaborative authoring, where a dialogue agent
can both generate contents based on an initial prompt, and
amend what is just generated with follow-ups, all provided
by human users in natural languages. The usage of RLHF,
where a reward model is trained to forecast human pref-
erence for the dialogues and then used to influence what
LMs generate, is a crucial asset of these systems with regard
to MI-CC. However, such systems are nominally mixed-
initiative, as they by design is a question-answering and con-
tinuation assistant, by design only providing post-hoc 7 con-

6chat.openai.com
7Post-hoc prompt-based explanations answer ”Based on the de-

cision I already made, why?”. Due to their token-based proba-
bilistic continuation nature they are not designed to give ad-hoc
explanations of how they made decisions.



tents and explanations when user requests them; They also
have spaces for improvements as a co-creator, as RLHF-
enhanced LMs rely solely on the context (LM) and “mean”
preferences of a sampling of general public (RLHF), which
is insufficient as we already demonstrated in this work that
at least user-specific preferences and their prior experience
also plays a role.

We believe, with these LMs and alike showing genera-
tion capability when the prompts are right, the golden age of
studying MI-CC systems has arrived: Beyond prompts, MI-
CC systems that stands on these new frameworks have the
potential to learn how to collaborate with specific users and
truly co-create contents without the cognitive load of prompt
engineering and procedures alike. “Instead of a model teach-
ing you how to work with it, you should teach and collabo-
rate with it.” We leave this as future work.

Conclusions

We present a comparative study with 185 participants on MI-
CC systems that only differs in their inclusion or exclusion
of particular modes of user-AI communication. We find a
trend that MI-CC systems with a wider coverage of user-
AI communication types is appreciated, and that preference
also varies greatly between expertise groups, suggesting for
the development of customized MI-CC systems for differ-
ent types of users. Participants also exhibited a desire for
scrutability– to poke and prod–to develop a mechanistic and
functional understanding of the system where explanations
can be useful.

Based on this evidence, we recommend that designers of
MI-CC systems should pay attention to the design space of
user-AI communications, carefully study their audience, and
plan for adaptation of their system towards individual users,
when sketching the interaction paradigm. These insights can
facilitate further MI-CC research, and, most importantly, en-
courage tailored collaborative experience for each designer
(of diverse experience levels) to achieve their potential dur-
ing co-creativity as well as the final output of the process.
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