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Abstract

Continual Learning (CL) is considered a key step toward next-

generation Artificial Intelligence. Among various methods,

replay-based approaches that maintain and replay a small

episodic memory of previous samples are one of the most

successful strategies against catastrophic forgetting. How-

ever, since forgetting is inevitable given bounded memory

and unbounded tasks, ‘how to forget’ is a problem continual

learning must address. Therefore, beyond simply avoiding

(catastrophic) forgetting, an under-explored issue is how to

reasonably forget while ensuring the merits of human mem-

ory, including 1) storage e�ciency, 2) generalizability, and

3) some interpretability. To achieve these simultaneously,

our paper proposes a new saliency-augmented memory com-

pletion framework for continual learning, inspired by recent

discoveries in memory completion/separation in cognitive

neuroscience. Specifically, we innovatively propose to store

the part of the image most important to the tasks in episodic

memory by saliency map extraction and memory encoding.

When learning new tasks, previous data from memory are

inpainted by an adaptive data generation module, which is

inspired by how humans “complete” episodic memory. The

module’s parameters are shared cross all tasks and it can be

jointly trained with a continual learning classifier as bilevel

optimization. Extensive experiments on several continual

learning and image classification benchmarks demonstrate

the proposed method’s e↵ectiveness and e�ciency.

1 Introduction

An important step toward next-generation Artificial
Intelligence (AI) is a promising new domain known as
continual learning (CL), where neural networks learn
continuously over a sequence of tasks, similar to the way
humans learn [20]. Compared with traditional supervised
learning, continual learning is still in its very primitive
stage. Currently, the primary goal is essentially to avoid
Catastrophic Forgetting [19] of previously learned tasks
when an agent is learning new tasks. Continual learning
aims to mitigate forgetting while updating the model
over a stream of tasks.

To overcome this issue, researchers have proposed
a number of di↵erent strategies. Among various ap-
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proaches, the replay-based methods are arguably more
e↵ective in terms of performance and bio-inspiration [27]
as a way to alleviate the catastrophic forgetting chal-
lenge and are thus becoming the preferred approach for
continual learning models [24, 2]. However, the perfor-
mance of these methods highly depends on the size of
the episodic memory. Recent work [15] proved that to
achieve optimal performance in continual learning, one
has to store all previous examples in the memory, which
is almost impossible in practice and counters the way
how human brain works. Unlike avoiding (catastrophic)
forgetting, the attempts on ‘how to reasonably forget’
is still a highly open question, leading to significant
challenges in continual learning, including 1) Memory
ine�ciency. The performance of replay-based models
depends heavily on the size of the available memory in
the replay bu↵er, which is used to retain as many previ-
ous samples as possible. While existing works typically
store the entire sample in memory, we humans seldom
memorize every detail of our experiences. Thus, com-
pared to biological neural networks, some mechanisms
must still be missing in current models; 2) Insu�cient
generalization power. The primary focus of existing
works is to avoid catastrophic forgetting by memorizing
all the details without taking into account their useful-
ness for learning tasks. They typically rely on episodic
memory for individual tasks without su�cient chaining
to make the knowledge they learn truly generalizable
to all potential (historical and future unseen) tasks. In
contrast, human beings significantly improve general-
izability during continual learning; 3) Obscurity of
the memory and its importance to learning tasks.
Human being usually has a concise and clear clue on
how the relevant memory is useful for the learning tasks.
Such a clue could even be helpful for telling if the human
has the necessary memory to be capable of a specific
task at all. However, the majority of existing works in
CL pay little attention to pursuing such transparency
of continual learning models. For example, most works
directly feed the images into their model for training
without any explanation generated, which may prevent
users from understanding which semantic features in the
image are the most decisive ones and how the model is
reasoning to make the final prediction. In addition, with-
out an explanation generation mechanism, it is much
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more challenging for model diagnosing or debugging, let
alone understanding how knowledge is stored and refined
through the continual learning process.

To jointly address these challenges, this paper
proposes Saliency-Augmented Memory Completion
(SAMC) framework for continual learning, which is
inspired by the memory pattern completion theory in
cognitive neuroscience. The memory pattern comple-
tion process guides the abstraction of learning episodes
(tasks) into semantic knowledge as well as the reverse
process in recovering episodes from the memorized ab-
stracts. Specifically, in this paper, instead of memorizing
all historical training samples, we memorize their inter-
pretable abstraction in terms of the saliency maps that
most determine the prediction outputs for each learning
task. Our contribution includes, 1). We develop a
novel neural-inspired continual learning framework to
handle the catastrophic forgetting. 2). We propose two
techniques based on saliency map and image inpainting
methods for e�cient memory storage and recovery. 3).
We design a bilevel optimization algorithm with theo-
retical guarantee to train our entire framework in an
end-to-end manner. 4). We demonstrate our model’s
e�cacy and superiority with extensive experiments.

2 Related Work

Continual Learning (CL). Catastrophic forgetting is
a long-standing problem [27] in continual learning which
has been recently tackled in a variety of visual tasks such
as image classification [14, 24], object detection [34], etc.

Existing techniques in CL can be divided into three
main categories [20]: 1) regularization-based approaches,
2) dynamic architectures and 3) replay-based approaches.
Regularization-based approaches alleviates catastrophic
forgetting by either adding a regularization term to the
objective function [14] or knowledge distillation over
previous tasks [17]. Dynamic architecture approaches
adaptively accommodate the network architecture (e.g.,
adding more neurons or layers) in response to new
information during training. Dynamic architectures
can be explicit, if new network branches are grown, or
implicit, if some network parameters are only available
for certain tasks. Replay-based approaches alleviate the
forgetting of deep neural networks by replaying stored
samples from the previous history when learning new
ones, and has been shown to be the most e↵ective method
for mitigating catastrophic forgetting.

Replay-based methods mainly include three direc-
tions: namely rehearsal methods, constrained optimiza-
tion and pseudo rehearsal. Rehearsal methods directly
retrieve previous samples from a limited size memory to-
gether with new samples for training [9]. While simple in
nature, this approach is prone to overfitting the old sam-

ples from the memory. As an alternative, constrained op-
timization methods formulate backward/forward transfer
as constraints in the objective function. GEM [18] con-
strains new task updates to not interfere with previous
tasks by projecting the estimated gradient on the feasible
region outlined by previous task gradients through first
order Taylor series approximation. A-GEM [8] further
extended GEM and made the constraint computationally
more e�cient. EPR [28] uses zero-padding for memory
e�ciency while lacks theoretical guarantee on its per-
formance. Finally, pseudo-rehearsal methods typically
utilize generative model such as GAN [13] or VAE [22]
to generate previous samples from random inputs and
have shown the ability to generate high-quality images
recently [27]. Readers may refer to [20] for a more com-
prehensive survey on continual learning.
Saliency Detection. Saliency detection is to identify
the most informative part of input features. It has
been applied to various domains including CV [4, 12],
NLP [25], etc. The salience map approach is exemplified
by [32] to test a network with portions of the input
occluded to create a map showing which parts of
the data have influence on the output. For example,
Class Activation Mapping (CAM, [33]) modifies image
classification CNN architectures by replacing fully-
connected layers with convolutional layers and global
average pooling, thus achieving class-specific feature
maps. Grad-CAM [29] generalizes CAM by visualizing
the linear combination of the last convolutional layer’s
feature map activations and label-specific weights, which
are calculated by the gradient of prediction w.r.t the
feature map activations.

3 Problem Formulation

Continual learning is defined as an online supervised
learning problem. Following the learning protocol
in [18], we consider a training set D = {D1,D2, · · · ,DT }

consisting of T tasks, where Dt = {(x(t)
i
,y(t)

i
)}nt

i=1

contains nt input-target pairs (x
(t)
i
,y(t)

i
) 2 X⇥Y . While

each learning task arrives sequentially, we make the

assumption of locally i.i.d, i.e., 8 t, (x(t)
i
,y(t)

i
)

iid
⇠ Pt,

where Pt denotes the data distribution for task t and
i.i.d for independent and identically distributed.

Given such a stream of tasks, our goal is to train a
learning agent f✓ : X ! Y, parameterized by ✓, which
can be queried at any time to predict the target y given
associated unseen input x and task id t. Moreover, we
require that such a learning agent can only store a small
amount of seen samples in an episodic memory M with
fixed budget. Under the goal, we are interested in how
to achieve continual learning without forgetting problem
setting defined as following: Given predictor f✓, the loss
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Figure 1: An illustrative overview of the proposed Saliency-Augmented Memory Completion (SAMC)
architecture with two tasks. At task 1, we generate saliency map to extract the informative regions in each
image and only store them into episodic memory. At task 2, we apply inpainting model to recover masked images
and feed them together with current data into the model for training. We follow same procedure as at task 1 for
image extraction and utilize both masked images and ground truth to finetune our inpainting model.

on the episodic memory of task k is defined as

(3.1) `(f✓,Mk) := |Mk|
�1

X

(xi,k,yi)

�(f✓(xi, k),yi),

8 k < t, where � can be e.g. cross-entropy or MSE. We
consider constrained optimization to avoid the losses
from increasing, which in turn allows the so called
positive backward transfer [18]. More specifically, when
observing the triplet (x,y, t) from the current task t, we
solve the following inequality-constrained problem:

min✓ `
�
f✓(x, t),y

�
, s.t.,

`
�
f✓,Mk

�
 `

�
f
t�1
✓

,Mk

�
,

(3.2)

where f
t�1
✓

denotes the predictor state at the end of
learning task t � 1 and k = 1, 2, · · · , t � 1. After
the training of task t, a subset of training samples
will be stored into the episodic memory, i.e., M =

M[{(x(t)
i
,y(t)

i
)}mt

i=1, where mt is the memory bu↵er size
for the current task. During the training of task t+ 1,
previously stored samples will serve as Mt in Eq. 3.2.

Our goal above poses significant challenges to
existing work: 1). The performance of replay-based
methods highly depends on the memory size. Existing
work typically considered storing entire samples into
the memory, which was ine�cient in practice. 2).
Memorizing all the details could be problematic, and
how to capture the most important and generalizable
knowledge through episodic memory is under-explored.
3). Interpretability and transparency over f✓ are
typically ignored in existing work, which results in an
obscure model with insu�cient explanations on how
the model is reasoning towards its predictions and how
knowledge is stored and refined through the entire
continual learning process.

4 Proposed Method

In this section, we introduce our proposed Saliency-
augmented Memory Completion (SAMC) that addresses
all the challenges mentioned earlier and thus narrows the
gap between AI and human learning. We innovatively
utilize Explainable AI (XAI) methods to select the most
salient regions for each image and only store the selected
pixels in our episodic memory, thus achieving controllable
and better memory e�ciency. During the training phase,
we leverage learning-based image inpainting techniques
for memory completion, where each partially stored
image will be restored by the inpainting model. A bilevel
optimization algorithm is designed and allows our entire
framework to be trained in an end-to-end manner. Our
theoretical analyses show that, as long as we properly
select the salient region for each image and the inpainting
model is well trained, we can simultaneously achieve
better memory e�ciency and positive backward transfer
with a theoretical guarantee.

4.1 Saliency-augmented Episodic Memory. In
this section, we demonstrate how to leverage the
saliency map generated by saliency methods to select the
“informative” region of each image and how we design the
episodic memory structure to store the images e�ciently.

Saliency-based methods generate visual explanation
via saliency map, which can be regarded as the impact
of specific feature map activations on a given prediction.
Given an input image I 2 RH⇥W⇥C , a classification
ConvNet f✓ predicts I belongs to class c and produces
the class score f

c

✓
(I) (short as f

c

✓
). The saliency map

MI 2 RH⇥W is generated by assigning high intensity
values to the relevant image regions that contribute more

Copyright © 2023 by SIAM
Unauthorized reproduction of this article is prohibited246

D
ow

nl
oa

de
d 

07
/2

5/
23

 to
 2

19
.7

6.
16

3.
20

0 
. R

ed
is

tri
bu

tio
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.si
am

.o
rg

/te
rm

s-
pr

iv
ac

y



to the model’s prediction, i.e.,

(4.3) MI = �(I, f✓, c),

where � can be any visual explainer that can generate
saliency map as Eq. 4.3. In this paper, we consider
Grad-CAM as our choice of �, due to that it can pass
important ”sanity checks” regarding their sensitivity
to data and model parameters [1], which di↵erentiate
Grad-CAM with many other explanation methods [10].

Suppose we are training on task t with predictor

state f
t�1
✓

. Given a mini-batch Bt = {(x(t)
i
,y(t)

i
)}bsz

i=1

from the current task’s data Dt (bsz denotes mini-batch
size), we generate the saliency map M following Eq. 4.3.
Intuitively speaking, pixels with higher magnitude in
saliency map are more likely to be involved in the
region of the target class object while those with lower
magnitude are more likely to be the non-target objects
or background regions. Specifically, for any input pair
(x, y) 2 Bt, the masked image x

0 is

(4.4) x
0 = {Mx > µ} = {�(x, f✓, y) > µ},

where {·} is the indicator function and µ is the
threshold for controlling each image’s drop ratio.

We denote the mini-batch after extraction as B
0
t
.

Due to the sparsity in x
0, it is ine�cient to store

the entire images in episodic memory. We propose
to store extracted images in the format of sparse
matrix. Specifically, for each image in B

0
t
, we first

convert it into Coordinate Format (COO) [5], i.e.,
[(rowx0 , colx0 , valuex0)] = COO(x0), where the left-hand-
side is a list of (rwo,col,value) tuples. After transforming
the images into COO format, we store them into the
episodic memory as Mt = Mt [COO(B0

t
). We consider

a simple way for adding samples into memory similar
to [18], where the samples are added into memory
following first-in-first-out (FIFO) and the last group
of samples are stored in memory in the end.

4.2 Memory Completion with Inpainting. As
shown in Eq. 3.2, when we are training on task t we
need to calculate the loss on previous samples stored in
episodic memory. However, due to the missing pixels,
classification models (e.g., CNN) cannot be operated on
such ragged images. There are various existing works
on how to retrieve images with missing pixels, and we
consider the following two approaches:
Rule-based Inpainting. First approach is to handle
the missing pixels by prescribed rules [7, 30]. One
advantage of such methods is that they introduce neither
extra model parameters nor training costs. Also, one
does not need to worry about any potential forgetting
of the inpainting method itself during continual learning
since it is purely based on hand-crafted rules. One naive

candidate of rule-based inpainting is simply padding
all missing pixels with zeros. We have included it as a
baseline in this paper for comparison.
Learning-based Inpainting. An alternative is to uti-
lize learning-based inpainting models, and several deep
learning models have demonstrated their state-of-the-art
performance on various image inpainting tasks [31, 21].
However, the trade-o↵ of their excellent performance is
the potential higher memory cost and computational
ine�ciency. Moreover, it is also challenging to ensure
the model generalization for each task during training
without severe forgetting.

In this work, we consider autoencoder [6] as our
learning-based inpainting model since 1) autoencoder
has been utilized as the backbone in many state-of-the-
art deep learning-based inpainting models [31, 21], which
has proven its capability of learning any useful salient
features from the masked image, 2) autoencoder is rather
a light-weight model which does not bring heavy burden
to our framework. Specifically, the autoencoder A⇠(x0)
can be divided into two parts: an encoder p⇠e(z|x

0) that
is parameterized by ⇠e, and a decoder p⇠d(x̃|z) that is
parameterized by ⇠d, where ⇠ = {⇠e, ⇠d}, x0 is the masked
image, x̃ is the recovered image, and z is a compressed
bottleneck (latent variable). Inpainting autoencoder
aims at characterizing the conditional probability

(4.5) A⇠(x
0) = p⇠d(x̃|z) · p⇠e(z|x

0)

to reconstruct the image x̃ from its masked version
x
0. Moreover, A⇠(·) can be trained with the objective

of minimizing the reconstruction loss argmin
⇠
||x

⇤
�

A⇠(x0)||22, where x
⇤ is the ground truth image.

Furthermore, to maximize the number of samples
into the memory Mk, it is imperative to adopt a
relatively large drop ratio µ. However, the generalization
power of the model would be a↵ected since the details
of the original image can hardly be recovered in x̃

under a high drop rate. To ensure the model retains
its generalization power under such circumstance, we
leverage a novel image inpatinting framework that
incorporates both rule-based inpainting R(·) and the
autoencoder A⇠(x0) to recover the image from coarse to
fine. Specifically, given masked image x

0 as defined in
Eq. 4.4, we propagate it through rule-based inpainting
module R(·) to get a coarse prediction and then feed
the output after rule-based inpainting into autoencoder
A⇠(·) for further refinement, i.e., x̃ = A⇠(R(x0)). If we
are training on task t, given masked images stored in
episodic memory Mk, 8 k < t, we convert them from
COO format back to standard sparse image tensor and
generate the memory with pattern completion M̃t as

(4.6) M̃k = A⇠

⇣
R
�
COO�1(Mk)

�⌘
, 8 k < t,
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where COO�1 denotes the decoding process from COO
format back to sparse matrix.

4.3 Bilevel Optimization. In each incremental
phase, we optimize two groups of learnable parameters:
1) the model parameter of continual learning classifier,
✓, and 2) the inpainting model’s parameter ⇠. Directly
optimizing the entire framework could be hard since ✓

and ⇠ are coupled. In this paper, we consider formulating
the problem as bilevel optimization, i.e.,

Upper: ⇠
⇤ = argmin

⇠
kx�A⇠(R(x0))k22

Lower: s.t. ✓
⇤ = argmin

✓
`
�
f✓(x, t),y

�

s.t. `(f✓,M̃k)  `(f t�1
✓

,M̃k),

(4.7)

where k < t and x0 = {�(x, f✓⇤ ,y) > µ}. The upper-
level corresponds to minimizing the image reconstruction
loss on the current task, where each raw image is masked
by saliency map and then inpainted by the inpainting
model. The lower-level corresponds to the standard
objective as Eq. 3.2 for training continual learning
classifier f✓ while the constraints are based on inpainted
images M̃k instead of actual images Mk.
Optimizing ✓: Given ⇠, the objective function over ✓
becomes a constrained optimization problem. To handle
the inequality constraints, we follow [18] but with a
clearer theoretical explanation.

Definition 4.1. Given loss function ` and an input
triplet (x, y, t) or episodic memory after completion M̃k,
define the loss gradient vector as

(4.8) g := @`(f✓(x, t),y)/@✓, g̃k := @`(f✓,M̃k)/@✓.

The first lemma below proves the su�ciency of enforcing
the constraint over the loss gradient in order to guarantee
positive backward transfer as in Eq. 3.2.

Lemma 4.1. 8 k < t, with small enough step size ↵,

(4.9) hg, g̃ki � 0 ) `(f✓,M̃k)  `(f t�1
✓

),M̃k).

Guaranteed by the above lemma, we approximate the
inequality constraints in Eq. 4.7 by computing the angle
between g and g̃k, i.e., hg, g̃ki � 0, 8 k < t. Whenever
the angle is greater than 90�, the proposed gradient g
will be projected to the closest gradient g̃ in `2-norm
that keeps the angle within 90�. For more details please
refer to [18] due to limited space.
Optimizing ⇠: Following the training procedure of
bilevel optimization [11], we take a couple of gradient
descent steps over the inpainting model parameter ⇠

when samples from new task arrive, i.e.,

(4.10) ⇠  ⇠ � � ·r⇠kx�A⇠(R(x0))k22,

where � is the step size for ⇠. It has been shown
that early stopping in SGD can be regarded as implicit
regularization [23], and we adopt this technique over ⇠ to
help mitigate the forgetting of the inpainting model. We
only take a few steps of SGD over ⇠ that helps control
any detrimental semantic drift of the autoencoder and
thus alleviate potential forgetting.

The next lemma shows that the di↵erence between
continual learning model’s outputs over the original
image and inpainted one can be upper bounded by
factors related to Grad-CAM’s saliency map and the
inpainting model’s reconstruction error.

Lemma 4.2. Given input x 2 Rd, suppose x̃ is the
inpainted sample generated by our proposed method.
Denote y

c

x
as f✓’s prediction over x that belongs to class

c, and �x := max1id |xi � x̃i|, then:

(4.11) err(x, x̃) := |y
c

x
� y

c

x̃
|  µ ·�x · d

�2
.

Our main theorem below guarantees that, with
proper choice of the threshold µ for pixel dropping and
inpainting model with bounded reconstruction error,
enforcing the constraint over the memory after pattern
completion M̃ is equivalent to that over the memory
with ground-truth images.

Theorem 4.1. Suppose ` is smooth with Lipschitz con-
stant L, and the first order derivative of `, i.e., @`/@✓
is Lipschitz continuous with constant L✓. We have:

(4.12) hg, g̃ki > 0 ) hg, gki > 0, as x̃ ! x,

where gk is the gradient vector on ground-truth images.

All formal proofs can be found in the appendix.

4.4 Memory Complexity. The complexity to store
samples into the memory is O(T · (1� µ̄) · |Mt|), where
T is number of tasks, µ̄ is the average pixel drop ratio
determined by µ in Eq. 4.4, and |Mt| is the episodic
memory size for each task. The greater the µ̄, the
lower the memory complexity to store the same amount
of samples. If we consider learning-based inpainting
method and denote the number of parameters of the
inpainting model as S, the overall memory cost becomes
O(T ·(1�µ̄)·|Mt|+S). The cost of storing the inpainting
model is often dwarfed by that of storing images, since
each image is a high-dimensional tensor and the cost for
storing the inpainting model is constant w.r.t T .

5 Experiment

In this section, we compare our proposed method SAMC
with several state-of-the-art CL methods on commonly
used benchmarks. More details and additional results
can be found in the appendix. Code available at https:
//github.com/BaiTheBest/SAMC
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Table 1: Performance comparison (%) on image classification datasets. The means and standard deviations are
computed over five random runs. When used, episodic memories contain 10 samples per task.

Model
Split CIFAR-10 Split CIFAR-100 Split mini-ImageNet

ACC (") BWT (") ACC (") BWT (") ACC (") BWT (")
finetune 63.24 ± 2.03 -17.91 ± 1.03 41.06 ± 3.00 -17.36 ± 2.54 33.31 ± 1.67 -16.40 ± 0.32
EWC 65.64 ± 1.79 -18.37 ± 0.98 42.22 ± 1.69 -16.54 ± 2.94 32.66 ± 1.91 -14.83 ± 0.67
LwF 67.22 ± 1.68 -16.78 ± 0.73 43.79 ± 1.53 -16.23 ± 2.16 34.17 ± 1.85 -13.72 ± 0.55
iCaRL 72.53 ± 1.42 -12.43 ± 0.79 48.78 ± 1.01 -15.94 ± 1.18 40.03 ± 1.62 -12.16 ± 0.42
GEM 70.82 ± 1.55 -15.82 ± 0.69 50.28 ± 1.28 -13.56 ± 1.11 40.78 ± 1.98 -9.87 ± 0.36
ER 72.13 ± 1.78 -12.78 ± 0.83 49.72 ± 1.82 -13.84 ± 2.59 40.04 ± 1.89 -13.43 ± 0.53
MER 71.09 ± 1.32 -13.69 ± 0.56 47.37 ± 2.31 -15.23 ± 1.27 39.63 ± 1.77 -11.93 ± 0.48
EBM 72.20 ± 1.77 -12.26 ± 0.61 51.29 ± 1.28 -11.03 ± 1.29 39.52 ± 1.48 -11.75 ± 0.44
EEC 73.48 ± 1.91 -12.13 ± 0.57 53.03 ± 1.65 -10.69 ± 1.32 37.32 ± 1.99 -12.46 ± 0.56
SAMC (ours) 75.37 ± 1.21 -11.12 ± 0.63 56.16 ± 1.01 -8.24 ± 1.47 46.98 ± 1.42 -4.12 ± 0.21

Table 2: Comparison of di↵erent pattern completion methods. Episodic memories contain 10 samples per task.

Method
Split CIFAR-10 Split CIFAR-100 Split mini-ImageNet

ACC (") BWT (") ACC (") BWT (") ACC (") BWT (")
Zero-padding 68.43 ± 1.69 -16.73 ± 0.83 47.91 ± 1.41 -14.32 ± 0.93 38.73 ± 1.79 -11.62 ± 0.53
Rule-based inpainting 73.63 ± 1.43 -12.93 ± 0.45 54.27 ± 1.23 -10.26 ± 0.85 44.10 ± 1.51 -6.72 ± 0.32
Autoencoder (w./o rule-based) 71.02 ± 1.53 -13.90 ± 0.75 51.92 ± 1.68 -12.73 ± 1.02 42.63 ± 1.81 -7.83 ± 0.59
Autoencoder (w./ rule-based) 75.37 ± 1.21 -11.12 ± 0.63 56.16 ± 1.01 -8.24 ± 1.47 46.98 ± 1.42 -4.12 ± 0.21

5.1 Experiment Setups. Datasets. We perform
experiments on three widely-used image classification
datasets in continual learning: Split CIFAR-10, Split
CIFAR-100, and Split mini-ImageNet [9]. CIFAR-10
consists of 50,000 RGB training images and 10,000 test
images belonging to 10 object classes. Similar to CIFAR-
10, CIFAR-100, except it has 100 classes containing 600
images each. ImageNet-50 is a smaller subset of the
iLSVRC-2012 dataset containing 50 classes with 1300
training images and 50 validation images per class. For
Split CIFAR-10, we consider 5 tasks where each task
contains two classes. For Split CIFAR-100 and Split
mini-ImageNet, we consider 20 tasks where each task
includes five classes. The image size for CIFAR is 32⇥32
and for mini-ImageNet is 84⇥ 84.
Architectures. Following [18], we use a reduced
ResNet18 with three times fewer feature maps across
all layers on all three datasets. Similar to [18, 9], we
train and evaluate our algorithm in ‘multi-head’ setting
where a task id is used to select a task-specific classifier
head. For learning-based inpainting method, we consider
the inpainting autoencoder with three layer encoder
and three layer decoder with convolutional structure,
respectively. Please refer to appendix for more detail.
Comparison Methods. We compare our method with
several groups of continual learning methods, including:

• Practical Baselines: 1) Finetune, a popular baseline,
naively trained on the data stream.

• Regularization methods: 2) EWC [14], a well-
known regularization-based method; 3) LwF [17],
another regularization-based method for CNNs.

• Replay-based Methods: 4) iCaRL [24], a class-
incremental learner that classifies using a nearest
exemplar algorithm; 5) GEM [18], a replay approach
based on an episodic memory of parameter gradients;
6) ER [9], a simple yet competitive experience method
based on reservoir sampling; 7) MER [26], another
replay approach inspired by meta-learning.

• Pseudo-rehearsal Methods: 8) EBM [16], an
energy-based method for continual learning; 9)
EEC [3], an autoencoder-based generative method.

Evaluation Metrics. We evaluate the classification
performance using the ACC metric, which is the average
test classification accuracy of all tasks. We report back-
ward transfer, i.e., BWT [18] to measure the influence
of new learning on the past knowledge. Negative BWT
indicates forgetting so the bigger the better. We put
detailed experimental settings in the appendix.

5.2 Experiment Results. Classification Perfor-
mance. Table 1 shows the overall experimental results,
where the memory size per task is set to 10 for all
datasets, so the total memory bu↵er size is 50, 200,
200 on CIFAR-10, CIFAR-100 and mini-ImageNet, re-
spectively. On each dataset, our proposed SAMC out-
performs the baselines by significant margins, and the
gains in performance are especially substantial on more
challenging datasets where number of tasks is large and
the sample size for each task is small, e.g., CIFAR-100
and mini-ImageNet. Specifically, our model achieves
⇠12% and ⇠15% relative improvement ratio in accuracy,
while achieves ⇠5% and ⇠6% lower backward transfer
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Figure 2: E↵ects of memory size. We compare ACC for varying memory size per task on Split CIFAR-10, Split
CIFAR-100 and Split mini-ImageNet, respectively. Number of tasks for three datasets are 5, 20, and 20.

Figure 3: Evolution of test accuracy at the first task, as more tasks are learned. We compare ACC of
the first task over the entire training process on Split CIFAR-10, Split CIFAR-100 and Split mini-ImageNet. When
used, episodic memories contain 10 samples per task. The legend is same and shown in the right sub-figure only.

compared with the second best method on CIFAR-100
and mini-ImageNet, respectively. This substantial per-
formance improvement can be attributed to better mem-
ory e�ciency and generalizability provided by SAMC.
EWC [14] performs relatively poor without multiple
passes over the dataset and only achieves similar ac-
curacy as finetune baseline. GEM is favored most on
CIFAR-100 where it outperformed other methods by
some margin. Experience replay methods like ER and
MER achieved better performance on CIFAR-100. which
is consistent with recent studies on tiny size memory [9].
Pseudo-rehearsal methods [16, 3], though resemble to
our proposed method in a way, lack the interpretability
and su↵er from forgetting in the generative model, so
achieve lower accuracy than SAMC.
Comparison of Pattern Completion Methods.
We investigate the e↵ectiveness of di↵erent inpainting
techniques on all three datasets. As shown in Table 2,
naive zero-padding achieves relatively poor performance
due to the fact that an image with a large number
of pixels with zero value could change the model’s
prediction dramatically. In fact, our theoretical analysis
in Lemma 4.2 tells that the more the inpainted pixel
value di↵ers from the original one, the larger �x will
be, which results in a more significant prediction error.
The rule-based method can achieve consistent results
on all the datasets, which may be attributed to its zero
forgetting. Autoencoder alone performs a bit worse
than rule-based method possibly due to its forgetting,
but with the help of rule-based prepcossing and early

stopping autoencoder can achieve the best performance.
E↵ects of Memory Size. As shown in Figure 2, we
compare our proposed method SAMC with GEM [18]
over varying memory bu↵er size. Both GEM [18]
and SAMC benefit from larger memory size since the
accuracy is an increasing function of memory size for
both methods. SAMC’s improvement in performance
over GEM is more substantial in lower data regime,
which is possibly due to that sample size is proportional
to the memory size. When sample size is small model
may easily overfit thus our extra samples can provide
maximal benefits, while when sample size is already large
enough to learn the model there is no need for extra data.
Our model achieves best performance gain in handling
few-shot CL which we believe is the most challenging
while meaningful case in practice.
E↵ectiveness in Handling Forgetting. As shown in
Figure 3, we demonstrate the evolution of first task’s
test accuracy throughout the entire training process. As
can be seen, the proposed method SAMC (red curve) is
almost on top of all the curves for the three datasets.
Thanks to the memory e�ciency of our algorithm and
the generalization ability brought by the inpainting
model, the proposed method can mitigate catastrophic
forgetting to a higher level than other approaches, even
with a very small memory bu↵er.
Memory Usage Analysis. As shown in Table 3, we
analyze the disc space and training time required by
our model on mini-ImageNet dataset and demonstrate
that our computational bottleneck is negligible compared
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Figure 4: Visualization of saliency map and inpainted images generated by SAMC. Left: CIFAR-100.
Right: mini-ImageNet. First row: Ground truth; Second row: Saliency map; Third row: Inpainted image.

Table 3: Memory & computational cost analyses. Our
method can achieve 60% memory saving with only 7.5%
extra computational cost on mini-ImageNet.

Disc Consupmtion (MB) Running Time (sec)
GEM 44 (model) + 413 (images) 133
SAMC 44 + 413* 1

3 (#) + 0.5 (AE,") 133 + 7 (") + 3 (")
ratio ⇠60% (#) ⇠7.5% (")

to our memory saving. The autoencoder (AE) we use
is very light-weight and we apply early stopping for its
finetuning. By adding quantitative analyses we found
our SAMC can achieve 60% memory saving with only
7.5% extra computational cost. Specifically, on mini-
ImgNet, SAMC requires 44 MB for ResNet18, 137 MB
for images (µ=0.6) and less than 1 MB for AE, while
GEM baseline requires 44 MB for ResNet and 413 MB
for real images. Meanwhile, by measuring the training
time for the first two tasks in single epoch, SAMC
takes 7s and 3s for computation induced by Grad-CAM
and autoencoder, respectively, in addition to GEM’s
130s training time, which leads to a marginal 7.5%
(=(7+3)/130) computational cost. Notice that Grad-
CAM itself does NOT introduce any extra parameter.
Qualitative Analysis. We visualize the saliency
map and inpainted images by SAMC in Figure 4.
Both saliency map and inpainted images are visually
reasonable. Saliency map localization is more accurate
on larger images such as mini-ImageNet. The inpainting
model generates high-quality images close to the ground
truth though there exist occasional and small obscure
regions in some cases.

6 Conclusion

This paper proposes a new continual learning frame-
work with external memory based on memory comple-
tion/separation theory in neuroscience. By utilizing
saliency map, we extract the most informative regions in
each image. We store the extracted images in sparse ma-
trix format, achieving better memory e�ciency. Inpaint-
ing method is used for recovering images from memory
with better generalizability. We propose a bilevel opti-
mization algorithm to train the entire framework and we
provide theoretical guarantee of the algorithm. Finally,

an extensive experimental analysis on commonly-used
real-world datasets demonstrates the e↵ectiveness and
e�ciency of the proposed model.
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