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Abstract. Solar flare prediction is a central problem in space weather
forecasting. Existing solar flare prediction tools are mainly dependent on
the GOES classification system, and models commonly use a proxy of
maximum (peak) X-ray flux measurement over a particular prediction
window to label instances. However, the background X-ray flux dramati-
cally fluctuates over a solar cycle and often misleads both flare detection
and flare prediction models during solar minimum, leading to an increase
in false alarms. We aim to enhance the accuracy of flare prediction meth-
ods by introducing novel labeling regimes that integrate relative increases
and cumulative measurements over prediction windows. Our results show
that the data-driven labels can offer more precise prediction capabilities
and complement the existing efforts.
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1 Introduction

Solar flares are one of the most pivotal space weather events that can have a
significant influence on Earth and the near-Earth environment when accompa-
nied by other eruptive phenomena such as coronal mass ejections. Some effects
include but are not limited to power grid outages, disruption of navigation and
positioning satellites, and increased radiation levels at high altitudes or space
missions [5]. Thus, a robust prediction of solar flares and the accompanying
events is essential to alert and prevent catastrophic impacts on Earth.

In flare forecasting literature, there are two main approaches: active region
(AR) based models and full-disk models. The AR-based models are often formu-
lated as image or time series classification [8] and each flare is associated with
one active region. Full-disk solar flare prediction models [9] are usually framed
as image classification problems and make use of all flares regardless of the AR
associations. Solar flares, commonly detected using X-ray flux data from Geo-
stationary Operational Environmental Satellites (GOES), are logarithmically
categorized into five major classes (X, M, C, B, or A) by their peak X-ray flux
measured in the 1-8A passbands [4]. In traditional solar flare prediction tasks
(be it active region-based or full-disk), time series data or solar full-disk images
are typically labeled based on the maximum intensity of the flares. However,
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these labels have limited ability to reflect the solar cycle, despite some existing
extensions and alternatives [11], [12].

The flare prediction models attempt to predict the occurrence of a pre-defined
‘strong’ flaring event within a prediction window (usually 12, 24, or 48h). The
flare with maximum intensity (i.e., X-ray flux) in the prediction window is used
for labeling the instances. However, there are three different limitations in the
flare detection and labeling methods. First, quantifying the magnitude of X-ray
flux for each AR is not feasible because X-ray flux measurements are global [4].
These global X-ray flux values can be misleading as they do not accurately rep-
resent the emitted radiation from individual ARs. Second, relying solely on the
maximum intensity of a flare in the prediction window, however, disregards the
background X-ray flux, fluence (integrated flux), or remaining flares’ informa-
tion. Lastly, the use of arbitrary thresholds for binary labels, such as >M1.0 or
>C5.0, can further reduce the generalization capabilities of prediction models
[10]. In this paper, we propose a more comprehensive approach that considers
background conditions and cumulative indices to enhance solar flare prediction.

The rest of the paper is organized as follows: In Sec. 2, we describe the
generation of new solar flare labels. In Sec. 3, we present a case study that
reveals the feasibility of using these new labels in prediction tasks. Finally, in
Sec. 4, we present our conclusion with future work.

2 Methodology

2.1 Relative Increase of Background X-ray Flux

To address the limitations of the existing label based on GOES classification, we
propose a new methodology for generating labels based on the relative increase
of background X-ray flux and complementary cumulative indices. We utilize 1-
minute averaged GOES X-ray flux data to generate the labels for solar flares
based on relative X-ray flux increase (referred to as rzfi). To ensure accuracy
in determining rzfi, we first establish the background X-ray flux for a specific
flare. We consider the 24-hour period prior to the start of the flare and exclude
certain intervals from the background X-ray flux calculation. These exclusions
include: (1) periods between the start and end times of other flares, (2) X-ray flux
measurements that exceed the initial X-ray flux value at the start time of the flare
of interest, and (3) measurements identified as low-quality by the instrument.
After applying these filtering steps, we calculate the background X-ray flux by
averaging the valid X-ray flux values within the specified period. Finally, the rzfi
value is obtained by dividing the peak X-ray flux by the background X-ray flux.

We provide a practical example of how we calculate the rzfi for the M1.5
flare on 2015-09-20 in Fig. 1, which shows the X-ray flux from 2015-09-19T04:55
to 2015-09-21T04:55. Measurements from 2015-09-19T04:55 to 2015-09-20T04:55
are used for calculating the background X-ray flux for the M1.5 flare. The orange
dotted line displays the filtered X-ray flux obtained using Cases 1 and 2. The
blue line shows the cleaned/calibrated background X-ray flux. In this example,
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we obtain a background X-ray flux of 3.74 x 10~"Wm~2 for the M1.5 flare.
Since the peak X-ray flux of the M1.5 flare is 1.5 x 107 °Wm ™2, we find rzfi =
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Fig.1: An illustration of GOES 1-8 A Solar X-ray flux observation.

2.2 Data-driven Labeling for Solar Flares

We utilize aggregated indices for our data-driven labels, which are as follows:
(1) GCM**: the GOES class of the maximum intensity flare in a given prediction
window (24h in this work), (2) rzfi%®: the flare with the maximum rzfi value
in the prediction window, (3) GC>: the weighted sum of the GOES subclass
values in the prediction window, calculated as >~ C; +10 x Y~ M; +100 x Y~ X,
and (4) r:rﬁzs the sum of the rzfi values in the prediction window.

The new indices are obtained for both individual ARs and full-disk. In the
AR-based approach, for a given time point (¢;), the procedure checks whether
there exists a set of flares in the prediction window (in [t;, ¢; + 24h]). Based on
the given set of flares, each time point (which is associated with an instance)
is labeled as maximum or cumulative indices. Note that for time series-based
flare classifiers we trained for our case study (presented in Sec. 3, we use an
observation window of 12h (meaning. for a time point ¢;, multivariate time series
instances are obtained from [t; — 12h, ¢;].

To better describe our new labels, we present an example of a prediction
window in Figure 1, which shows seven flares from 2015-09-20T04:55 to 2015-
09-21T04:55. We create three new labels in this example: In the case of rzfi M7,
the value of 40.26 (from M2.1 flare) will be the label, as it is the highest. For the
GC Z, there are two M class flares and five C-class flares; therefore, the index
for the GC > is 48.5 ((1.5 + 2.1)x10 + (2.6 + 1.4 + 2.8 + 4.2 + 1.5) = 48.5).
Lastly, the mﬁZ over this time period is calculated as 110.05 (40.11 + 6.29 +
3.34 + 40.26 + 6.5 + 9.67 + 3.88). These three different labels are used for a
time series of the 12-hour observations or a solar full-disk image at a specific
time point. The sliced time series dataset and full-disk labels can be found in
the data repository [6].
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3 Case Study: Flare Prediction with Data-Drive Labels

3.1 Data collection

Our baseline is active region-based and implemented by using the SWAN-SF
[2], which is a multivariate time series dataset comprising 24 magnetic field
parameters, covering from 2010 to 2018. For the purpose of solar flare prediction
in our case study, we utilized six magnetic field parameters studied in [7]. We
partitioned our data using the tri-monthly partitioning introduced in [10] and
further split the SWAN-SF into four partitions where each one covers three
months of data over the entire given dataset; i.e., Partition 1 covers instances
from January to March, Partition 2 from April to June, Partition 3 from July
to September, and Partition 4 from October to December. In this work, we used
Partition 4 for testing and the rest of the three partitions for training.

3.2 Classification Method and Evaluation

In our case of analyzing multivariate time series from active region patches,
we utilized a time series forest (TSF) with column ensemble technique to work
with multiple parameters given [3]. The outputs of classifiers from each separate
parameter are then aggregated to form a final prediction using equal voting. The
other notable hyperparameters are as follows: number of estimators is set to 50
and maximum tree depth is set to 3. More details on our implementation can be
found in the project repository [1].

Utilizing data-driven labels: We utilized four different AR-based indices to
label our instances: GC M, rzfi Mz, GC>, and mﬁz. For instances labeled
with a GCM of M- or X-class flares, we designated them as flaring instances,
while instances labeled with B- or C-class flares or flare quiet regions were desig-
nated as non-flaring instances. To label instances with the rzfi %2, we assigned
each instance a tentative numeric label and discretized them using predefined
thresholds, where instances with a rzfi greater than the threshold were con-
sidered flaring, and those below the threshold were considered non-flaring. We
also set thresholds for the GC 2 and m;’ﬁz. This resulted in the creation of 19
thresholds (from 10 to 100 with a step size of 5) for binary classification and
four different prediction tasks.

Model Evaluation: To evaluate the models, we utilized a binary confusion
matrix and used popular forecast skill scores in solar flare prediction: these are
True Skill Statistics (T'SS) and Heidke Skill Score (HSS) [8]. We set nine different
class weights (i.e., 1:10, 1:15, ..., and 1:50) for each label type to counter the class
imbalance issue and report our results.

As depicted in Figure 2, we present a comparison of models with four distinct
labels: GC M with a threshold of M1.0, rzfi %® with a threshold of 45, GC' 2=
with a threshold of 20, and rzfi 2 with a threshold of 45. Each of the three new
labels has 19 models trained with 19 different thresholds ranging from 10 to 100
with a step size of 5. However, for brevity, we report only one result for each.
Additional results from the models, along with saved candidate models, can be
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found in our project repository [1]. We also note that the TSF models are treated
as black-box ensembles in the scope of this paper, and individual results from
univariate time series classifiers are not independently reported.

0.8
0.8
0.7
0.7
06 0.6
g 0.5 g 0.5
o O 0.4
S04 S
0.3 0.3
0.2 0.2
0.1 0.1
0.0 0.0
1:1 1:10 1:15 1:20 1:25 1:30 1:35 1:40 1:45 1:50 1:1 1:10 1:15 1:20 1:25 1:30 1:35 1:40 1:45 1:50
Class weight Class weight
M - M .
(a) GC™** (> ML1.0) (b) rzfi % (> 45)
= TSS o 083 0@ OE O 0.8 ™= TSS
0.8 073 == HSS
0.7 [ 0.7
0.6 0.6
2os 2 051
° S 04|
& 04 S 0
0.3 0.3
0.2 0.2
0.1 0.1
0.0
1:1 1:10 1:15 1:20 1:25 1:30 1:35 1:40 1:45 1:50 1:1 1:10 1:15 1:20 1:25 1:30 1:35 1:40 1:45 1:50
Class weight Class weight
(e) GCE (> 20) (d) rzfiZ (> 45)

Fig.2: The forecast skill scores for AR-based flare prediction models trained
using instances labeled with data-driven labels and four distinct thresholds

Remarks: As the class weights increase, the trends of T'SS and HSS scores
vary. This is because the number of true positives and false positives increases.
The models trained with new data-driven labels have similar results to the model
trained with the GC M. Importantly, direct comparison between the labels may
not be appropriate due to their inherent differences, such as varying imbalance
ratios, background X-ray flux, and thresholds. However, it is anticipated that
the rzfi would reflect the solar cycle, which influences the background X-ray
flux. Models utilizing rzfi ™ are intrinsically less prone to false alarms during
solar minima. Therefore, Max rzfi can be served as an alternative label due to
the high degree of flexibility in selecting thresholds and superior performance
during solar minima. The evaluation metrics used in this study indicate that the
proposed labels can enhance the performance of flare forecasting models beyond
random guessing. Moreover, with the optimal threshold and class weights, the
models trained with the new labels have the potential to outperform the existing
labeling techniques.
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4 Conclusion and Future Work

In this work, we have generated a new collection of flare labels (i.e., rzfi Maz
GC’Z, refi Z:) that can be used to complement the existing labeling techniques
in space weather forecasting, specifically in solar flare prediction, for both active
region-based and full-disk classification. We have presented a preliminary study
evaluating the feasibility of using these new labels for active region-based predic-
tion. Our results indicate that the proposed labels can serve as valuable additions
to the existing labeling techniques, and their combination can improve the ca-
pability of solar flare prediction. We plan to extend this work to test different
discretization thresholds and apply them to full-disk flare prediction models.
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