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Abstract

Models that generate extractive rationales (i.e.,
subsets of features) or natural language explana-
tions (NLESs) for their predictions are important
for explainable Al. While an extractive rationale
provides a quick view of the features most respon-
sible for a prediction, an NLE allows for a com-
prehensive description of the decision-making
process behind a prediction. However, current
models that generate the best extractive ratio-
nales or NLEs often fall behind the state-of-the-
art (SOTA) in terms of task performance. In this
work, we bridge this gap by introducing REXC,
a self-rationalizing framework that grounds its
predictions and two complementary types of ex-
planations (NLEs and extractive rationales) in
background knowledge. Our framework improves
over previous methods by: (i) reaching SOTA task
performance while also providing explanations,
(i) providing two types of explanations, while
existing models usually provide only one type,
and (iii) beating by a large margin the previous
SOTA in terms of quality of both types of ex-
planations. Furthermore, a perturbation analysis
in REXC shows a high degree of association be-
tween explanations and predictions, a necessary
property of faithful explanations.

1. Introduction

Two approaches that currently predominate for building
self-explainable neural models are (i) selecting a subset of
input features responsible for a prediction, known as an
extractive rationale (ER) (Zaidan & Eisner, 2008; Bast-
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ings et al., 2019; Sha et al., 2021), and (ii) generating a
natural language explanation (NLE) for a prediction (Park
et al., 2018; Hendricks et al., 2016; Camburu et al., 2018;
Kayser et al., 2021). For an explanation (ER or NLE), one
is interested in two characteristics: quality (or plausibility)
and faithfulness. Quality measures the degree of matching
between the model’s explanations and some ground truth;
models with low-quality explanations would be undeploy-
able. Faithfulness measures how well the explanations re-
flect the decision-making processes behind the predictions;
unfaithful explanations would be misleading.

ERs are concise and provide quick explanations, which may
sometimes be enough for users to assess the trustworthi-
ness of the model. However, ERs may not have the means
to provide important details of the reasoning of a model
(e.g., relations between features) (Wiegreffe et al., 2021).
In such cases, NLEs can be complementary, as they allow
for detailed justification in a form that is most accessible to
humans (natural language). However, machine-generated
NLEs, like other generated text, are prone to lacking back-
ground knowledge (e.g., commonsense) (Camburu et al.,
2020; Mao et al., 2019). This could be because the NLEs
are unfaithful or the model did not use the necessary knowl-
edge in its decision-making process. Despite the comple-
mentary nature of ERs and NLEs, self-rationalizing models
usually provide only one of them, with a few exceptions
(Park et al., 2018; Wu & Mooney, 2019). Moreover, while
knowledge grounding has been done for black-box models
(Bauer et al., 2018; Chandu et al., 2021; Chen et al., 2020a),
we are not aware of any work on knowledge grounding
for self-rationalizing models. Furthermore, existing self-
rationalizing models are often outperformed by black-box
models at solving the task at hand, leading to an undesirable
performance-explainability trade-off.

To ground both decision-making and rationalization in back-
ground knowledge, as well as to reap the benefits of both
ERs and NLEs, we combine these three ingredients in a uni-
fied self-rationalization framework. Our framework, which
we call REXC (Extractive Rationales, Natural Language
Explanations, and (here) Commonsense)', performs five
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Figure 1. Illustrative examples for REXC on (a) natural language and (b) vision-language tasks.

steps: (i) selects a subset of the input features as an ER,
(ii) inputs the ER to a knowledge resource to obtain a set
of knowledge snippets about the ER, (iii) selects a subset
of the snippets as the most relevant ones for solving the in-
stance, (iv) passes the selected snippets to an NLE generator,
(v) passes the generated NLE to a predictor that outputs the
final answer (see Figs. 1 and 2). All steps are learned jointly.
REXC does not require direct supervision on the ER and
snippet selections, which are modeled by two series of latent
variables and variational learning (Section 2). Supervision
comes from the final answers and NLEs.

REXC is illustrated in Fig. 1. In Fig. 1b, a subset of
super-pixels of an input image form the selected ER for the
question-answering instance. To answer that “Person2
is guarding person3” and explain the answer, the model
needs to identify that person?2 holds a weapon and have
the knowledge that weapons are used to protect.

In our experiments spanning natural language (NL) and
vision-language (VL) domains, we find that REXC signifi-
cantly improves the quality of both ERs and NLEs, while
bridging the gap between task performance and explain-
ability. We also show, via perturbation analysis, that the
explanations from REXC exhibit necessary conditions of
faithfulness. Finally, REXC allows the selection of rele-
vant knowledge snippets even without supervision from the
NLEs. As these snippets can act as NLEs, we provide a
zero-shot model with NLEs (REXC-ZS), which proves to
be competitive with its supervised version.

The contributions of this work are summarized as follows:

* We propose a novel self-rationalizing framework that in-
corporates background knowledge and provides two com-
plementary types of explanations: ERs and NLEs.

* REXC consistently outperforms previous best models
that produce at least one type of explanation and performs
on par with the SOTA models that do not provide any
explanation, thus bridging the gap between explainability
and task performance.

* REXC largely outperforms the previous SOTA in NLE
and ER quality.

* REXC passes necessary faithfulness tests.

* REXC allows for a zero-shot setting in terms of NLEs
(REXC-ZS), which sometimes outperforms models trai-
ned with a full training set of NLEs.

2. RExC

We aim to build a model that solves a task and explains
its predictions via both ERs and NLEs. Furthermore,
we aim for our model to benefit from resources of back-
ground knowledge, which could be general commonsense
or domain-specific. To this end, REXC combines these
three ingredients in the following way: it extracts rationales
from the input, uses them to query an incorporated knowl-
edge module to obtain knowledge snippets, selects the most
relevant snippets, generates an NLE, and gives the predic-
tion. We use Fig. 1a as a running example and Fig. 2 for an
overview of the architecture.

2.1. Extractive Rationales via Binary Latent Variables

We define a neural module R that selects an ER from the in-
put. An ER is a minimal sufficient subset of input parts (e.g.,
tokens for text or super-pixels for images) most responsible
for the model’s prediction (Lei et al., 2016). In Fig. 1a, we
see an example from the natural language inference task
(Bowman et al., 2015) (details in Section 3), where the ER
is {“men”, “people”, “bicycle race”, “riding bikes”}, the
most responsible units for the prediction (entailment).

We model the selection of ERs using a series of latent
variables ranging from [0, 1] (27 € Z") over the N input
units. A unit becomes a part of the ER iff its associated
variable takes value 1. Following (Bastings et al., 2019),
we use the Hard Kumaraswamy distribution (referred to
as HardKuma) as the reparameterization strategy to learn
these latent selectors using backpropagation. The param-
eters of the neural module R are denoted by 6", which
estimate the HardKKuma variables for the input units. We
also encourage the ERs to be terse, and we control the
sparsity using an L relaxation defined by the tractable Ku-
maraswamy CDF.
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Figure 2. Architecture of REXC. The knowledge module is frozen, while the rest of the modules are trained jointly with the signals

from the NLEs and outputs. Deliverables from REXC are in blue.

2.2. Knowledge about an Extractive Rationale

We hypothesize that inferred knowledge about the ERs are
the most important bits of information for the predictions
and, implicitly, for the NLEs. For example, in Fig. 1a, we
obtain relevant knowledge snippets (bicycle race requires
bikes and men are people) for the ER (“bicycle race”, “men”,

“people”), which influence both the prediction and the NLE.

We use a knowledge module C, which supports input from
an appropriate modality (e.g., text or image) for query-
ing. We query K with each contiguous element of the
ER (e.g., “bicycle race”) to obtain a large pool of asso-
ciated knowledge snippets S. We take advantage of recent
developments in generative models capable of providing
background knowledge about a given entity for the ease of
end-to-end training, such as COMET (Bosselut et al., 2019)
for NL inputs and VisualCOMET (Park et al., 2020) for
image inputs. The generative knowledge module does not
suffer from the no-hit issue that is typically encountered
in retrieval settings. However, REXC is flexible to accom-
modate a retrieval-based knowledge source when equipped
with a differential search (see Section 4.4). To facilitate end-
to-end training, we use soft representations of the elements
of the ER—which are encoded using the embedding layer
of K and subsequently selected by z] (when 1) for queries
to C. Finally, we denote the parameters of K as 6" .

2.3. Knowledge Selection

While the knowledge module generates several knowledge
snippets (S), not all of them are relevant for the predic-
tion. Hence, we introduce a knowledge selection step. Fur-
thermore, the selected knowledge snippets can appear as
supporting evidence in addition to the generated NLE—an
advantage of REXC over models that only generate NLEs.

We model the selection step via another set of latent selec-
tors zF € Z*, which take a value from the interval [0, 1]
and are realized by a HardKuma distribution (similarly to
Section 2.1). More than one knowledge snippet may be
relevant, however, we want the knowledge selection to be
sparse. Hence, we use L regularization to control the spar-

sity of the selected knowledge. The parameters predicting
the latent selectors z¥ are denoted as 6%°.

To facilitate end-to-end training, we do not decode knowl-
edge snippets into natural language. Instead, we retain
the final hidden representations of each snippet from the
knowledge module as s; € S. Using 2F as an indicator
of selection, we obtain the vectors of selected knowledge
snippets and concatenate them as input to the NLE genera-
tor. We also concatenate the representation of the input for
the selector to be able to select the most relevant snippets
given the input. At inference time, we decode the selected
knowledge snippets into language, which could be used as
additional supporting evidence along with the NLE. We
call this variant REXC+. Human evaluation shows that
this additional evidence leads to higher quality explanations
(Section 4.1).

2.4. NLE Generation and Task Prediction

We use a natural language decoder G, which concatenates
the soft representations of the knowledge snippets and of the
instance input at the input layer and generates an NLE. After
G, we add a predictor module P, a linear layer with softmax,
which takes the final hidden representation of the NLE and
the representation of the instance input, and projects them
to the output space for the task prediction. The prediction
is thus directly conditioned on the NLE and the input, and,
implicitly, on the ER and selected snippets. We denote the
parameters of G and P as 9 and 6P, respectively. We use
direct supervision from the ground-truth NLEs and task
outputs.

2.5. Training

The parameters for R, G, P, and the knowledge selector can
be jointly trained end-to-end with backpropagation by sum-
ming up the negative log-likelihoods for the predictions and
NLEs. We found that updating parameters for the knowl-
edge resource K led to a minimal improvement; hence, K is
fixed for computational ease.

However, due to the presence of z[s in R, we instead
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where the second term is the L, penalty, the third term is
a fused Lasso to control the total number of transitions for
compactness (Lei et al., 2016), and Aj and A7 are hyperpa-
rameters. Similarly, we have another lower bound for the
zF variables in the knowledge selection step, for which we
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where the second term denotes L regularization for sparse
knowledge selection. Finally, we combine the lower bounds
as a X L1 + (1 — ) x Lo, where a € [0, 1] is a hyper-
parameter. We estimate the gradient of £ via Monte-Carlo
sampling from the reparameterized HardKuma variables
(Kingma & Welling, 2014). All hyperparameters are chosen
based on a greedy search over the task prediction accuracy
(more in Appendix A).

3. Experiments

Tasks. We experiment with three tasks of natural language
and two tasks of vision-language understanding as described
in Table 1. More task details are in Appendix B.

Table 1. Our tasks: three NL and two VL.

Task Dataset Summary
Commonsense ComVE Choosing input sentence
Validation (Wang et al., 2019) that defies commonsense
Natural Language e-SNLI Textual entailment between
Inference (Camburu et al., 2018) premise and hypothesis
Commonsense COSe Answering multi-choice
Question Answering (Rajani et al., 2019) commonsense questions
Visual e-SNLI-VE Entailment between image
Entailment (Kayser et al., 2021)  premise and text hypothesis
Visual Commonsense VCR Commonsense reasoning in
Reasoning (Zellers et al., 2019) visual question-answering

Implementation Details. The components of REXC for
the NL tasks are: Rationale extraction: We use the denois-
ing encoder-decoder bart-large (Lewis et al., 2020a)
with a linear layer and softmax at the end to generate the
distribution for latent selectors. Knowledge source: We
pre-train a bart-large model as a proxy for COMET
(matched with original perplexity, 11.47 vs. 11.14 as from
(Bosselut et al., 2019)) that matches the tokenization scheme
used in K. NLE and task output: We use another
bart-large model to generate the NLEs, decoded with

top-p sampling (p = 0.95) (Holtzman et al., 2020). A linear
layer followed by a softmax is used as the task predictor P.

The components of REXC for the VL tasks are: Ratio-
nale extraction: We use a transformer-based VL model,
UNITER (Chen et al., 2020b), which uses self-attention to
learn contextualized representations for image-text input
pairs. We add two MLPs on top of UNITER, which are
used to generate the distributions for the latent ER selection
from the image and text input; Knowledge source: We use
VisualCOMET (Park et al., 2020) as an image-based com-
monsense module, which is fine-tuned on ATOMIC (Sap
et al., 2019). For text ERs, we follow the same setup as
in the NL setup; NLE and task output: We use GPT-2
(Radford et al., 2019), a language decoder, for NLE gener-
ation. We adapt GPT-2 to condition on the representations
learned by UNITER for VL inputs and use nucleus sampling
(p = 0.95) for decoding the NLEs. A linear layer followed
by a softmax is used for task prediction.

Baselines. We consider existing self-explainable models
with the SOTA explanations (NLEs or ERs) as baselines.
We also compare REXC with models that are SOTA for task
performance (all until now are black-box models for our
tasks).

NL Baselines.” The current SOTA for NLEs in all three
NL tasks was obtained by WTS5 (Narang et al., 2020), a
general-purpose NLE generation model. We also compare
with works that model NLEs specifically for a dataset: WT5
for ComVE, NILE (Kumar & Talukdar, 2020) for e-SNLI,
and CAGE (Rajani et al., 2019) for COSe.

VL Baselines. We compare REXC with: PJ-X (Park
et al., 2018) and FME (Wu & Mooney, 2019), two self-
rationalizing models that provide both NLEs and ERs, and
RVT (Marasovic et al., 2020), a post-hoc explainer that uses
external knowledge as REXC. We also compare with e-UG
(Kayser et al., 2021), the current SOTA in terms of NLE
generation on VL tasks.

Ablations of REXC. We ablate REXC to investigate the
effects of each component: ER selector (w/o ER), knowl-
edge selector (w/o KN-Sel), and both (w/o KN & ER). We
also ablate with the NLE generator (REXC-ZS), while train-
ing just using the final answers as supervision and using the
selected knowledge snippets as NLEs. This yields a zero-
shot model for NLEs. REXC+ adds the selected knowledge
to the NLEs, hence is only used in the human evaluation.
Finally, we also investigate the advantage of the generative
knowledge module by replacing it with a retrieval-based
knowledge source: ConceptNet (Speer et al., 2017) and Vi-
sual Commonsense Graphs (Zellers et al., 2019). To make
the replacement, we use Maximum Inner Product Search as
in (Lewis et al., 2020b). We call this version REXC-RB.

2 We used the implementations from the original works.
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Table 2. Task performance (Acc.) and NLE quality for the (a) NL and (b) VL tasks. NLE Automatic metrics: METEOR (MET.),
BERTScore (BRTSc.), BLEURT (BLRT.), and NLE human evaluation metrics: e-ViL score, Yes/No %s. Bold indicates the best numbers
with statistical significance (p < 0.001). Underline indicates best task performance from a model with (any type of) explanations.

ComVE e-SNLI COSe
Model Acc. MET. BRTSc. BLRT. e-ViL Yes No Acc. MET. BRTSc. BLRT. e-ViL Yes No Acc. MET. BRTSc. BLRT. e-ViL Yes No
Gold - - - - 91.6 793 1.1 - - - 98.1 941 2.7 - - - - 848 745 1.8
Task SOTA 97.0 - - - - - - 931 - - - - - 837 - - - - - -
NILE - - - - - - - 919 113 753 412 843 80.1 94 - - - - - - -
CAGE - - - - - - - - - - - - - - 721 13 431 169 595 354 167
WT5 96.1 34 864 27.0 67.7 462 11.0 92.1 123 753 423 853 827 128 81.0 22 520 224 730 539 105
REXxC-ZS 96.7 1.7 724 242 658 565 163 924 119 632 407 883 858 55 831 26 381 17.1 834 732 5.6
REXC 972 141 919 337 873 726 28 929 196 868 513 949 939 36 836 72 603 305 874 743 2.1
REXxC+ 972 - - - 884 726 12 929 - - - 95.6 943 27 835 - - - 879 747 18
REXC-RB 96.4 3.1 89.5 261 622 433 151 927 132 774 453 876 812 135 822 37 555 238 793 632 9.6
w/o KN-Sel 97.1 113 902 336 844 653 51 928 179 834 512 928 917 58 832 64 584 279 850 702 25
w/o ER 96.5 52 86.1 28.1 672 434 7.6 923 13.1 777 435 834 832 151 814 29 528 238 667 452 149
w/o KN & ER 96.0 4.3 852 263 66.6 413 7.6 922 124 764 419 829 812 157 808 25 51.6 224 659 441 159
(@)
e-SNLI-VE VCR
Model Ace. MET. BRTSc. BLRT. e-ViIL Yes No Acc. MET. BRTSc. BLRT. e-ViL Yes No
Gold - - - - 90.6 793 1.1 - - - - 958 941 27
Task SOTA 79.5 - - - - - - 816 - - - - - -
PJ-X 69.2 147 79.1 35.6 70.1 552 145 39.0 164 78.4 435 739 582 105
FME 737 156 79.7 34.5 719 567 132 489 173 79.4 47.8 73.0 562 11.1
RVT 720 188 81.1 353 722 554 128 59.0 11.2 78.9 44.2 732 574 115
e-UG 79.5  19.6 81.7 37.8 756 579 99 698 118 79.0 45.6 75.1 593 104
REXC-ZS 788 123 78.6 35.9 79.8  60.7 104 792 158 78.9 41.5 789 653 104
REXC 80.8 229 87.7 39.6 81.8 642 65 795 209 86.6 53.1 809 677 13
REXC+ 80.8 - - - 821 654 63 795 - - - 818 672 6.2
REXC-RB 78.9  20.7 83.5 384 783 593 103 789 147 81.3 47.2 784 622 114
w/o KN-Sel 795 224 86.8 39.7 799 623 79 786 197 85.5 514 799 676 82
w/o ER 79.7  20.1 81.9 384 765 586 9.1 745 124 79.6 46.4 763  60.1 10.2
w/oKN&ER 794 195 81.7 37.7 755 579 98 69.8 119 79.0 45.8 75.1 594 105
(b)
4. Results

4.1. Evaluating the Quality of the Explanations

We evaluate the quality of the ERs and NLEs for REXC in
comparison with the baselines.

Automatic Evaluation of NLEs. Following Kayser et al.
(2021), we measure the quality of the NLEs by comparing
them with the ground truth when the predicted label is cor-
rect. Here, we report METEOR (Banerjee & Lavie, 2005),
BERTScore (Zhang et al., 2020), and BLEURT (Sellam
et al., 2020), which showed the highest correlation with
human evaluation (Kayser et al., 2021). More automatic
metrics are reported in Appendix C, Table 5.

For NL tasks, REXC achieves the best values on all three
automatic metrics (see Table 2a). We see sharp jumps
(e.g., ranging from 4.8 to 11 points in METEOR) between
REXC and models that do not use knowledge grounding,
such as REXC w/o KN & ER and WT5. This confirms
that background knowledge is a useful component for better
NLESs. The gains for REXC over REXC w/o KN-Sel. show
that knowledge selection provides a regularizing effect.

Similarly, REXC outperforms the previous SOTA models

Table 3. ER quality. Comparison of previous SOTA models (DeY-
oung et al., 2020) for rationale extraction vs. REXC for ER quality.
Best numbers are in bold.

e-SNLI COSe
System Acc. IOU Tok. Acc. IOU Tok.
SOTA 734 705 702 346 389 519
RExC 784 729 735 396 417 56.1
w/o KN-Sel. 77.8 725 73.1 387 40.6 557

for VL tasks (see Table 2b). In particular, REXC outper-
forms RVT, a competitive model providing post-hoc NLEs
also using the same commonsense resource as REXC, which
possibly indicates that joint training for predictions and
NLE:s is superior over a post-hoc explainability approach.

Automatic Evaluation of ERs. To evaluate the quality
of ERs, we directly compare them with gold ERs using
ERASER (DeYoung et al., 2020). ERASER uses accuracy
(Acc.) and overlap-based metrics such as F1 at Intersection-
Over-Union spans (IOU) and token (Tok.) overlap. In Ta-
ble 3, we show results for e-SNLI and COSe, the only ones
from our list that have gold ERs available. We observe that
REXC leads to significantly superior-quality ERs compared
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Figure 3. Examples of NLEs and ERs generated from REXC along with selected knowledge snippets vs. those from the previous SOTA
for the correct predictions for COSe and VCR. Error analysis (Figure 6) and more examples (Figure 9) are in Appendix D.

to models that do not use NLEs or background knowledge to
influence rationale extraction (e.g., 56. vs. 51.9 F1). Thus,
REXC achieves a new SOTA in ERs for both datasets. Pos-
sible explanations for this are: (1) additionally optimizing
for NLEs constrains REXC to generate more informative
ERs, and (2) to obtain better-suited knowledge snippets,
REXC must extract high-quality ERs.

Human Evaluation of NLEs. Following Kayser et al.
(2021), we asked human annotators to measure the quality
of the generated NLEs. For each NLE, we asked: Given the
input, does the explanation justify the answer? and provide
four options: Yes, Weak-Yes, Weak-No, and No. We report
the e-ViL score from (Kayser et al., 2021) combining results
for each option with a weight of 1, % % and 0 respectively.
We only evaluate NLEs for correct predictions and collect
250 random such examples for each model and each dataset.

More details are in Appendix D.

For NL tasks, Table 2a shows that humans also rated the
NLEs from REXC far better than those from the previous
SOTA models. Again, REXC without knowledge selection
shows large drops, which indicates that the knowledge se-
lection step has positive effects on the quality of the NLEs.

For VL tasks, NLEs from previous SOTA models were rated
far lower than ground truths, indicating an even bigger need
for improvement. We observe substantial gains for REXC,
even when compared to competitive models that already use
external knowledge, such as RVT (Marasovic et al., 2020).

Often NLEs generated by REXC are longer than those from
the baselines, since they are rich in background knowledge.
In the human evaluation sample for e-SNLI, we found that
73% of NLEs from REXC are longer (at least by a token)
compared to NLEs from WT5. However, we find that for
REXC, length is loosely correlated with the e-ViL score
with a Pearson’s correlation score of 0.21. This correlation
is similar (0.17) for NLEs from WT5. We also find similarly
low correlations (0.13, 0.24, 0.14, and 0.20) between length
and e-ViL score for ComVE, COSe, e-SNLI-VE, and VCR,
respectively, which indicates that NLE length did not act as

a confounding factor during human evaluation.

Qualitative Analysis. Fig. 3 shows sample outputs from
REXC for COSe and VCR (more in Appendix D). We ob-
serve that NLEs from REXC are more grounded in knowl-
edge than those from previous SOTA models. Moreover,
previous SOTA NLE:s fall short of being comprehensive
NLE:s (e.g., “People listen to music” for COSe), which could
be because they do not condition on ERs (e.g., “boredom”).

4.2. Task Performance

Until now, the SOTA models in terms of task performance
for all five tasks were models that do not offer any explain-
ability (Wang et al., 2020; 2021; Lan et al., 2020; Xie et al.,
2019; Yu et al., 2020). Models that attempt to offer explana-
tions (NLEs or ERs) faced a drop in accuracy (see Tables 2a
and 2b). REXC bridges this important gap by matching
SOTA task performance for 4 out of 5 tasks and even achiev-
ing a new SOTA for e-SNLI-VE, while providing two types
of explanations, both of which are of higher quality than the
previous models with SOTA explanations.

4.3. Zero-shot NLEs

Often, there exists a high overlap between the generated
NLEs and the selected knowledge snippets. This is ex-
pected, since the NLEs and predictions are conditioned on
the selected knowledge. This raises the question of whether
the selected snippets alone could form sufficient NLEs. We
argue that, in general, this is not the case, because the in-
formation in a background resource may not provide the
whole reasoning behind a prediction. This information is
only meant to add value but not replace the NLEs. However,
in particular cases where the ground-truth NLEs consist
mainly of pieces of background knowledge, selected snip-
pets may be sufficient explanations. To investigate this for
our datasets, we look at REXC-ZS, where relevant knowl-
edge was selected only using the task prediction loss and
concatenated to be used as NLEs. Tables 2a and 2b show
that REXC-ZS performs poorly in automatic metrics, which
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Figure 4. Feature importance agreement. Left: Solid lines indi-
cate the prediction accuracy when features important for NLEs are
occluded. The dotted lines indicate the prediction accuracy when
random features are dropped. Right: solid lines indicate the sim-
ulatabilities when features important for prediction are occluded.
Dotted lines indicates simulatabilities for random occlusions. In
both, solid lines should be lower (meaning higher changes) than
dotted lines for better label-NLE association.

is mostly due to being out of distribution w.r.t. the ground-
truth explanations. However, in human evaluation, we see
that even if the NLEs from REXC-ZS were not better than
the generated NLEs from REXC, they were largely better
than the NLEs from the previous SOTA models (which were
trained with full training sets of NLEs) for 4 out of the 5
tasks. These results indicate that: (1) the NLE module in
REXC acts as an important conditional generation step that
makes NLEs fluent and more comprehensible; and (2) de-
spite being less fluent, concatenated knowledge snippets
can act as NLEs in cases where ground-truth NLEs are not
present. This shows the potential of REXC for zero-shot
natural language rationalization.

4.4. Generative vs. Retrieval-based Knowledge Module

One of the reasons for choosing a generative knowledge
module (COMET and VisualCOMET) is to avoid the no-hit
issue of indexed knowledge bases. For example, when we
replaced COMET with ConceptNet (Speer et al., 2017), for
e-SNLI, we found that 23% of instances do not retrieve
any knowledge snippet. As expected, REXC-RB performed
worse than REXC (see Tables 2a and 2b).

5. Evaluating Faithfulness

Evaluating the faithfulness of explanations is a challeng-
ing open question for both ERs (Jacovi & Goldberg, 2021)
and NLEs (Wiegreffe et al., 2021). We analyze REXC for
faithfulness based on existing works.

5.1. Faithfulness of the NLEs

Evaluating the faithfulness of NLEs is still in its infancy. To
our knowledge, Wiegreffe et al. (2021) is the only work that
provides (two) necessary conditions for NLEs’ faithfulness:
feature importance agreement and robustness equivalence.
Both conditions perturb the input and measure the change

in model behavior in order to establish the extent of label-
NLE association. As they mentioned, there are currently no
sufficient conditions for faithful NLEs, since there can be
different realizations of NLEs that significantly (but differ-
ently) contribute to the model’s prediction process.

Changes in Model Behavior. Change in model behavior
can be captured by changes in task accuracy and changes
in the predictive ability of NLEs. The predictive ability of
NLE:s over inputs (formally termed as simulatability (Doshi-
Velez & Kim, 2017; Hase et al., 2020)) is defined by the
change in task accuracy when the generated NLEs are ap-
pended to the input. To ensure NLEs’ faithfulness, changes
in accuracy and in NLEs (via simulatability) should be simi-
larly affected by changes in the input.

Feature Importance Agreement. This condition uses a
gradient-based attribution technique to find the most im-
portant features with respect to an output (prediction or
NLE). For a predicted class, a gradient attribution is the
gradient of the predicted class’s logit with respect to an
input feature. The attribution score is calculated by per-
forming an operation (here, L; norm) to turn the gradient
into a scalar quantity. For REXC, we identify salient in-
put features (tokens or super-pixels) with attribution scores
(top-{10, 20, 30} %) with respect to the task prediction. We
measure the change in simulatability of NLEs when we re-
move these features from the input. Similarly, we measure
the change in task accuracy when we remove the features
most important for the NLE generation. To ensure faithful-
ness, both these changes should be significantly higher than
the changes that would appear if we were to remove random
input features. Fig. 4 shows that the removal of salient input
features similarly affects both task accuracy and NLEs sim-
ulatability when compared to random removal—ensuring
that this faithfulness condition is met by REXC on e-SNLI
and VCR. Similar trends on the other datasets are in Ap-
pendix E, Figure 7.

Robustness Equivalence. The second necessary condition
involves perturbing the input by adding zero-mean Gaussian
noise \(0, o2) to the internal representations of its features
and observing the corresponding changes in task accuracy
and NLE simulatability for a range of noise values. We are
interested in noise regions where labels and NLEs remain
stable (small changes) and noise regions where labels and
NLE become unstable (large changes). To indicate faithful-
ness of the NLEs, predicted labels and NLEs should remain
stable (or unstable) at the same noise region. In Fig. 5, we
see this condition holds true for REXC. For example, for
e-SNLI (in Fig. 5(a)), we see that the point of minimum
contribution of NLEs to the prediction coincides with the
sharpest drop in task accuracy, at 0 = 25. Lower noise
than 02 = 25 keeps both labels and NLEs stable, whereas
higher noise will make both unstable. Similar trends are
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Figure 5. Robustness equivalence analysis when noise (with various %) is added to the (a) input and (b) selected knowledge snippets.
In each pair, the left chart shows % of stable (unflipped) labels as the solid line, and accuracy of REXC as the dashed line. The right chart
in a pair depicts the simulatability of NLEs. For better label-NLE association, the sharpest drop in simulatability and task accuracy should
align with the sharpest drop in % of stable labels, so that both the labels and the NLEs are stable (or unstable) in the same noise region.

observed in other datasets (Appendix E, Figure 8).

5.2. Faithfulness of the ERs and Knowledge Snippets

For ERs, faithfulness metrics are more studied than NLEs
in the literature (DeYoung et al., 2020; Jacovi & Goldberg,
2021), and both necessary and sufficient conditions for faith-
fulness exist. DeYoung et al. (2020) introduced two metrics
for measuring faithfulness in ERs: comprehensiveness (nec-
essary condition) and sufficiency. Comprehensiveness is
measured by the change in task accuracy between the case
when the full input is used for the prediction by the orig-
inal model and the case when the ERs (from the original
model) are dropped (masked for images) and the model is
retrained on these new instances (with dropped ERs). A
higher difference (maximum 1) would indicate a higher ex-
tent of faithfulness. Sufficiency can be calculated as the
difference in accuracy between the case when the full input
is used for the prediction and the case when only the ERs
(from original model) are used to retrain the model. A closer
to zero value indicates a higher degree of faithfulness. For
REXC, we extend this to the selected knowledge snippets to
also analyze their comprehensiveness and sufficiency for the
task prediction. Table 4 confirms solid comprehensiveness
(high values) and sufficiency (close to zero) for both ERs
and selected snippets.

A baseline for checking faithfulness of ERs and knowledge
selection is to check their sufficiency and comprehensive-
ness with respect to a random selection of input tokens as
ER and a random selection of knowledge snippets. Table 4
shows that REXC achieves better comprehensive and suf-
ficiency as compared to a random baseline. REXC also
outperforms all models reported in DeYoung et al. (2020)
in both metrics.

6. Related Work

Providing explanations for a model’s predictions can be
done either post-hoc (via methods that aim to explain al-
ready trained and fixed black-box models) or by building

Table 4. Comprehensiveness (Comp.) and Sufficiency (Suff.)
metrics for ERs and selected knowledge snippets generated by
REXC vs. random ERs and knowledge snippets

ComVE e-SNLI COSe e-SNLI-VE VCR
ERs
Random  Comp. 0.12 0.11 0.10 0.13 0.14
REXC Comp. 0.32 045 0.24 0.28 0.33
Random  Suff. 0.44 0.31 0.54 0.51 0.39
REXC Suff. 0.14 0.08  0.05 0.10 0.13
Knowledge Snippets
Random  Comp. 0.12 0.14  0.14 0.10 0.09
REXC Comp. 0.56 049  0.36 0.27 0.35
Random  Suff. 0.41 0.51 0.43 0.51 0.37
REXC Suff. 0.15 0.09  0.08 0.07 0.08

self-explainable models (by jointly producing predictions
and explanations). Post-hoc explanations (Lundberg & Lee,
2017; Ribeiro et al., 2016) can be useful when one only has
access to a high-performance® but black-box model. How-
ever, post-hoc explanatory methods have been shown to have
certain downsides (Adebayo et al., 2018; Slack et al., 2020;
Laugel et al., 2019; Camburu et al., 2021; Wiegreffe et al.,
2021; Camburu et al., 2019). Moreover, self-explanatory
models may benefit from the rich information in the ex-
planations provided at training time (Schramowski et al.,
2020; Stacey et al., 2022; Lazaridou et al., 2022). In this
work, we focus on self-explainable models to produce two
predominant types of explanations: NLEs and ERs.

NLEs. A growing number of works in NL and VL focus
on designing neural models that produce NLEs for their
predictions to make these models accessible to their users
(Hendricks et al., 2016; Camburu et al., 2018; Park et al.,
2018; Kayser et al., 2021; Kim et al., 2018; Ling et al., 2017;
Marasovic et al., 2020; Wang et al., 2019; Rajani et al., 2019;
Zellers et al., 2019). Recently, Narang et al. (2020) achieved
SOTA on NLEs for NL tasks by using a pre-trained language
model (of 11B parameters, which can be prohibitively large).
However, NLEs are sometimes produced separately from

*High performance on held-out sets does not guarantee that
the models do the right thing for the right reasons (McCoy et al.,
2019).
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predictions (Marasovic et al., 2020; Brahman et al., 2021;
Atanasova et al., 2020), which raises questions about their
faithfulness. In some cases, they were even produced as
a task in isolation (without predictions) (Ji et al., 2020).
Moreover, the majority of the existing models only produce
NLEs, with few exceptions that produce both NLEs and
ERs (Park et al., 2018; Wu & Mooney, 2019), as our model
does. Furthermore, an analysis on the faithfulness of NLEs
is usually missing from the large majority of these works. To
our knowledge, only one work recently introduced general
necessary conditions for faithfulness in NLEs (Wiegreffe
et al., 2021), while few other works attempted architecture-
specific faithfulness measures (Kumar & Talukdar, 2020;
Wu & Mooney, 2019).

ERs. An early work (Zaidan & Eisner, 2008) investigated
rationale extraction from inputs and later was successfully
followed by works for both NL (DeYoung et al., 2020; Lei
et al., 2016; Bastings et al., 2019; Sha et al., 2021) and VL
(Strout et al., 2019) tasks. We model both ERs and NLEs
jointly in a novel framework that improves the quality of
both types of explanations.

Knowledge Grounding. Free-text generation tasks heav-
ily rely on background knowledge (e.g., commonsense).
Several tasks such as dialog generation (Majumder et al.,
2020), creative text generation (Chakrabarty et al., 2020;
Mao et al., 2019), and counterfactual generation (Bhagavat-
ula et al., 2020) used commonsense for grounding. Recently,
Marasovic et al. (2020); Brahman et al. (2021) showed that
external knowledge can be useful in separately justifying
predictions using NLEs. In this work, we establish that
knowledge grounding can be useful in a self-rationalizing
framework benefiting both predictions and explanations.

7. Summary and Outlook

In this work, we proposed REXC, a self-rationalizing frame-
work that incorporates background knowledge resources and
provides two complementary types of explanations: ERs
and NLEs. Using five tasks, from natural language and
vision-language domains, we show that REXC obtains a
new SOTA performance for both NLEs and ERs. We also
close the important gap between task performance and ex-
plainability for the five tasks that we experimented with,
and obtained a new SOTA for e-SNLI-VE. While we used
commonsense resources, future work could look into adding
other types of knowledge resources, including more special-
ized ones, such as legal and medical. Additionally, while we
showed that REXC opens up a promising direction for zero-
shot NLE generation, further investigation could reap more
benefits from the principals behind REXC for zero-shot and
few-shot setups.
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A. Implementation Details

Training. We trained each model for maximum 5 epochs,
and training was stopped using an early stopping criteria
based on perplexity on the validation sets. For NL tasks,
each model is trained with batch size of 4 on two 2080 Ti
GPUs. Each REXC variant took 35 hours on ComVE, 45
hours on e-SNLI, and 25 hours on COSe. For VL tasks,
each model is trained with batch size of 32 on two 2080 Ti
GPUs. Each REXC variant took 85 hours on e-SNLI-VE
and 105 hours on VCR.

Hyperparameters. For the rationale extraction step, we
set both \jj and A7 to 1.0. This value turned out to be best
for both NL and VL tasks. For the knowledge selection step,
we set )\g to 0.9, based on validation performance. The o
for mixing rationale extraction and NLE generation loss is
set to 0.4. We use the AdamW optimizer (Loshchilov &
Hutter, 2017) for training each model, and the learning rate
was set to 6.25¢ — 5, with a linear decay of step size 10"
per epoch. We use BART,* UNITER,® and GPT-2,° with all
three being released under the MIT license.

Baselines. We used the official code base for NILE.” For
WTS5, we fine-tuned a pretrained TS model.® For all VL
baselines (PJ-X, FME, RVT, and e-UG), we followed the
implementations details from (Kayser et al., 2021).

B. Tasks

Commonsense Validation. We use ComVE (Wang
et al., 2019), a dataset for the task of commonsense val-
idation, where from a pair of sentences, a model needs to
choose the sentence that defies commonsense (see Fig. 3).
The dataset also comes with NLEs. ComVE consists of
10000/1000/1000 samples in the train/validation/test splits.
We use the BART tokenizer® to tokenize input strings. The
maximum input length was set to 512. The dataset is dis-
tributed under the CC BY-SA 4.0 license.

Natural Language Inference. = SNLI (Bowman et al.,
2015) is a dataset for the task of recognizing textual en-
tailment, where given a pair of sentences (premise and
hypothesis), a model must classify their relation as either
entailment, contradiction, or neutral. We use the e-SNLI

*nttps://huggingface.co/transformers/
model_doc/bart.html
‘https://github.com/ChenRocks/UNITER
6https://huggingface.co/transformers/
model_doc/gpt2.html
"https://github.com/SawanKumar28/nile
$https://huggingface.co/transformers/
model_doc/t5.html
‘https://huggingface.co/transformers/
model_doc/bart.html#barttokenizer

(Camburu et al., 2018) dataset that contains NLEs for SNLI
(see Fig. 3). e-SNLI consists of 550K/10K/10K samples
in the train/validation/test splits. We again use the BART
tokenizer for the input strings. The maximum input length
was set to 512. The dataset is distributed under the MIT
license.

Commonsense QA. CQA (Talmor et al., 2019) is a
multiple-choice commonsense question-answering (QA)
dataset. COSe (Rajani et al., 2019) is an extension of CQA
that provides an NLE for each correct answer. We treat
QA as a multi-class classification task along with gener-
ating NLEs for the answer prediction. COSe consists of
9741/1221 samples in the train/validation splits. We use the
version 1.11 of the dataset. We use the BART tokenizer to
tokenize input strings. The maximum input length was set
to 1024. The dataset is distributed under the BSD 3-Clause
“New” or “Revised” license.

Visual Entailment. SNLI-VE (Xie et al., 2019) is a vi-
sion dataset analog to the SNLI dataset (Bowman et al.,
2015). SNLI-VE considers an image as a premise (in-
stead of text as in SNLI) and text as a hypothesis, with
the same three labels of entailment, neutral, and contradic-
tion. e-SNLI-VE (Kayser et al., 2021) extends SNLI-VE
with NLEs. e-SNLI-VE consists of 401K/14K/14K samples
in train/validation/test splits. We use the BERT tokenization
scheme!'” to tokenize text input following UNITER (Chen
et al., 2020b). The maximum input length was set to 512.
No specific license is associated with the dataset release,
and the dataset is freely available.

Visual Commonsense Reasoning. VCR (Zellers et al.,
2019) is a dataset for commonsense reasoning in a visual-
question-answering setup. We generate the NLEs for each
answer prediction from scratch (instead of choosing an NLE
from a pool of choices, as the dataset was introduced). VCR
consists of 212K/26K/26K samples in train/validation/test
splits. Similar to e-SNLI-VE, we use the BERT tokeniza-
tion scheme to tokenize the input text. The maximum in-
put length was set to 512. The license of this dataset is
mentioned at https://visualcommonsense.com/
license/.

C. Automatic Metrics

Following (Kayser et al., 2021), we experiment with a suite
of metrics popularly used in language generation to capture
how closely the generated NLEs follow the ground truth.
We provide additional metrics that were reported in (Kayser
etal.,2021), i.e., BLEU-4 (Papineni et al., 2002), ROUGE-L
(Lin & Och, 2004), SPICE (Anderson et al., 2016), CIDER
(Vedantam et al., 2015) in Table 5.

Ohttps://huggingface.co/transformers/
model_doc/bert.html#berttokenizer
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Table 5. More Automatic metrics for NL and VL tasks. Best
numbers are in bold (p < 0.001).

System | BLEU ROUGE SPICE CIDER
WT5 21.8 17.2 24.9 34.1
@ REXC-ZS 14.5 20.4 16.3 29.4
> REXC-RB 23.6 19.8 273 335
£ REXC w/o KN-Sel 22.1 18.5 24.7 323
© REXC woKN&ER | 217 18.2 243 315
REXC 25.6 245 29.3 371
NILE 29.8 243 343 47.4
WT5 324 253 37.3 483
= REXC-ZS 255 24.4 33.6 40.1
Z REXC-RB 35.6 28.9 39.8 525
$  REXC w/o KN-Sel 30.5 24.9 35.8 473
REXC w/oKN & ER | 31.5 253 36.4 483
REXC 379 32.4 42.6 54.4
GPT-2 1.3 8.2 13.2 223
WT5 42 12.3 18.3 27.2
o REXC-ZS 32 9.4 15.4 23.1
& REXC-RB 3.8 9.8 16.9 27.9
O REXC w/o KN-Sel 4.1 10.9 17.1 26.9
REXC w/o KN & ER | 4.2 11.4 17.3 27.4
REXC 55 183 243 354
PJ-X 73 28.6 243 72.5
FME 8.2 29.9 26.8 83.6
@ RVT 9.6 273 325 81.7
»  eUG 9.6 27.8 34.5 85.9
= REXC-ZS 7.6 24.1 332 80.3
Z REXC-RB 9.8 26.6 35.1 86.0
d  REXC w/o KN-Sel 10.9 27.8 359 87.2
REXC w/o KN & ER | 10.1 27.4 353 86.1
REXC 11.2 28.5 36.9 88.2
PI-X 3.4 20.5 4.5 19.0
FME 4.4 227 24.2 27.7
RVT 38 21.9 11.7 30.1
w UG 43 225 12.6 327
O REXC-ZS 3.6 22.1 25.9 25.6
» REXC-RB 4.9 24.9 28.4 28.2
REXC w/o KN-Sel 5.3 24.8 28.5 283
REXC w/oKN&ER | 5.1 24.4 28.2 27.9
REXC 5.9 25.4 29.1 29.8

D. Human Evaluation

We designed the human evaluation study based on (Kayser
et al., 2021) to assess the NLE quality using Amazon Me-
chanical Turk. We briefly describe the human evaluation
setup here, with a representative snapshot of the UI shown
in Fig. 10. For every question, we employed two Anglo-
phone annotators with lifetime HIT acceptance rate of at
least 90%.

‘We made sure that the human annotators are able to solve
the predictive task before they evaluate the NLEs. For each
NLE, we ask: Given the input, does the explanation jus-
tify the answer? and provide four options: Yes, Weak-Yes,
Weak-No, and No. We report the e-ViL score from (Kayser
et al., 2021) combining results for each option. We only
consider NLEs for correct predictions and collect 250 ran-
dom such examples for each model and each dataset. The
inter-annotator agreement was captured by Cohen’s Kappa
(Cohen, 1960). For each of the datasets, ComVE, e-SNLI,

30 Prev. SOTA
25.2 RExXC w/o KN-Sel
Ml RExC 231
+
20 B Rexc
07 137
10.2 107
10
s 7‘261 6 6.1 6
56 : - 4748
1.6
0 | ] |
Violates Insufficient Untrue Too Too
Com.Sense to input verbose trivial

Figure 6. Main limitations of the generated NLEs obtained from
user study. All numbers are in % and are averaged by systems
and datasets for both NL and VL tasks. Human annotators could
choose multiple limitations for an NLE.

COSe, e-SNLI-VE, and VCR, the inter-annotator agreement
(kappa) was 0.72, 0.76, 0.79, 0.81, and 0.74, respectively.

Error analysis. Figure 6 summarizes the main drawbacks
of generated NLEs (in average) across models and datasets.
As main observation, we see that adding commonsense
knowledge and knowledge selection in REXC gradually
make NLEs more comprehensive and more relevant to the
input. While REXC+ wins over all other models across
all datasets, human judges often found them too verbose
due the presence of supporting knowledge snippets, which
might repeat information from the generated NLE:s.

Another set of illustrative examples is also given in Fig. 9.

E. Faithfulness

For all datasets, we observe feature importance agreement
between labels and NLE, as shown in Fig. 7. Similarly,
we see that labels and NLEs are equivalently robust for all
datasets, as shown in Fig. 8. This confirms that there exists
a strong label-NLE association for REXC—satisfying the
necessary conditions for faithful explanations.
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Figure 7. Feature importance agreement with (a) task accuracy and (b) NLE simulatability for all tasks. Details in Section 5.
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Figure 8. Robustness equivalence analysis when noise (with various o2) is added in (a, b) input and (c, d) selected knowledge snippets
for all tasks. Details in Section 5.

Input Rationales  Output SOTA REXC Commonsense (zf > 0.8)

" p
> A: Coffee stimulates people Coffee does not Coffge conta!ns 1. Coffee contains caffeine
£ coffee B caffeine and is a : )
G B: Coffee depresses people depress people : 2. Coffee is a stimulant
o popular stimulant
5 Premise: Asenior is waiting at the window . entail. A personis A person is waiting
z of a restaurant that serves sandwiches. sandwiches, ¢ waiting means a for sandwiches . 1. Sandwich is a food
& Hypothesis: A person waits to be served his food ment  nioris waiting Means a person is
) food. waiting for food
@ Q:Where dgeska wild bird “S‘fZ"Yg"e? wid, bird oy Birdfliesinthe  Awildbird flesin 1. Wil birdis free
8 A: a) cage, b) sky, c) countryside, d) ) sky free sky 2. Bird flies in the sky

desert, e) windowsill

A group of tennis

w Some tennis | di . .
2 1 playersposeis Poverare standing 1. A group is standing
3 entail- the same as together means together
ment some tennis players inq i i
?: some tennis play 2. Posing is standing
ose
players pose. p
They arein They are. There are hospital 1. Hospital room has
ahospital patientsin beds and nurses in hospital beds

VCR

room  the room the room 2. Hospital has nurses

Q: What is the place? place

Figure 9. Examples of NLEs and extractive rationales generated from REXC for all five tasks, along with the pieces of commonsense
used by REXC. Generations from the best baseline are included for direct comparison.
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Question: how does [person2] feel about what [person1] is telling him?

1. What is the correct answer?

He is enjoying it.

He doesn't like what [person1] is saying. ]

l @®@He is concerned and a little upset. ]

[person6] is upset that [person1] is ridiculing his plan. l

Given the image and the question, do the explanations below justify the answer to the question?

Explanation #1: He is in shock thinking something bad is about to happen.
@Yes

Weak Yes

O I

N

What are the shortcomings of Explanation #1?

Contradicts commonsense

Insufficient justification

Irrelevant to the inout image and question

Too verbose or repititive

Too trivial

z
)
o

It's a good explanation.

Figure 10. Snapshot of our human evaluation with a list of possible shortcomings.



