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Abstract

This paper presents a comparison of several correlation-based methodologies for depth estimation using a
single plenoptic camera. The plenoptic camera offers a distinct advantage by enabling the generation of
many perspectives over a relatively small baseline. Unlike stereo reconstruction, which relies on a pair of
images for depth estimation, these multiple perspectives are utilized collectively in two distinct approaches
for depth estimation. The proposed methods are evaluated using synthetic and experimental data to assess
their accuracy. Preliminary results indicate the robust performance of both methods, each exhibiting differ-
ent strengths under varying conditions. Future work will assess how these methods perform in the context
of a simultaneous DIC and 3D PIV measurement using a single plenoptic camera.

1 Introduction

The simultaneous measurement of fluid motion and surface deflection is critical for problems involving
fluid-structure interaction where the flow physics and structural deformation are often coupled. In the case
of three-dimensional flows and structural deformation, established measurement techniques typically re-
quire 4 cameras for tomographic particle image velocimetry (PIV) and 2 cameras for digital image corre-
lation (DIC). Simultaneous measurements necessitate a complex 6-camera setup (Safi et al.) resulting in
high hardware costs, complex alignment and operational challenges, as well as challenges related to depth
of field. Moreover, in many experimental setups, optical access is not available for such multi-camera mea-
surements. In such scenarios, a single camera with 3D measurement capability is sought. A promising
solution is the use of a plenoptic camera that can potentially measure both 3D flow motion and surface de-
flection simultaneously using a single camera. This work represents the first step in this direction, focusing
specifically on the development of a robust DIC technique that efficiently utilizes the unique information
provided by plenoptic cameras. Future work will focus on the integration of PIV or PTV algorithms with
the DIC algorithm.

The plenoptic camera has established itself as a valuable tool for optical 3D measurements, finding ap-
plications in flow measurements, temperature measurements, density gradient measurements, and surface
reconstructions (Fahringer et al. (2022)) (Klemkowsky et al. (2017)). In the context of surface reconstruc-
tions, some progress has been made in utilizing plenoptic cameras for 3D digital image correlation (Zhao
et al. (2019)). However, the simultaneous measurements for both surface and flow using a single plenoptic
cameras remain a distinct challenge and are unexplored. This paper presents two novel 3D digital image
correlation methodologies for depth estimation using a plenoptic camera to be used in simultaneous PIV and
DIC measurement. The feasibility of the method is quantified with the synthetic result and experimentally
verified with the reconstruction of flat plates at different depths.

1.1 Plenoptic Cameras

Plenoptic cameras possess a unique capability to encode 4D light field information of a scene into a single
static image, which can be post-processed to extract 3D information. In a conventional camera, the entire
aperture focuses light rays onto a point on the image sensor. In contrast, a plenoptic camera incorporates a



dense microlens array (MLA) positioned close to the sensor plane. The MLA serves to redirect light rays
from different sections of the aperture to specific pixels on the sensor plane. While the MLA captures the
positional information (s, t) of the light ray, individual pixels within the sub-image encode information from
diverse angular origins (u, v). This unique arrangement enables a plenoptic image to capture 4D light-field
information (u, v, s, t), including both positional and directional characteristics.

Sampling a pixel (u,v) from each sub-image (s,t) formulates an image with a unique angular view of
the world. Thus a single plenoptic image is able to generate many (~ 100) perspective views over a small
baseline. These perspectives also have a higher depth of field because they are sampled from small aperture
sub-images. These features have been explored by Advanced Flow Diagnostics Laboratory (AFDL) at
Auburn University to successfully develop single-camera-based 3D measurement techniques.

1.2 Stereovision and plenoptic DIC

Stereovision is a depth estimation technique using the apparent motion of the camera or disparity between
two cameras. The disparity obtained between the two images is linearly proportional to depth. Since the
plenoptic camera is able to generate perspective with a unique angular view, there exists a disparity between
the position of an object in any two perspectives. This disparity can be directly related to depth using
Equation 1 (Roberts and Thurow (2017)).
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The relation is trivial and can be formulated from lens equations and similar triangle rules. The variables
can be visualized from the figure 1 where S is the object distance, F is the focal length of the main lens, S;,
is the separation between the main lens and the MLA, d is the disparity between two perspectives and B is
the baseline. The baseline is given by Equation 2 where f is the focal length of MLA and h is the absolute
value of (u,v) on the sensor.
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Figure 1: Optical arrangement showing disparity and aperture displacement
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3D digital image correlation is a widely used technique that is highly effective in displacement and
deformation tracking. It is composed of two steps, digital image correlation for disparity measurement and
stereo vision for depth estimation. Cross-correlation is a mathematical operation to identify the similarity
between two signals and is given by 3:
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The location of the peak value in the cross-correlation function gives the apparent disparity between the two
images. In a plenoptic camera, the cross-correlation can be computed between any two arbitrary perspec-
tives. The uniqueness of the plenoptic DIC is the availability of a large number of perspectives, meaning a
large number of disparities can potentially be measured for a single object. In this work, this redundant in-
formation is used to formulate a methodology to be used in surface tracking with the additional information
used to a) improve the accuracy of the measurement given a relatively narrow baseline and b) to improve the
accuracy of the measurement in the presence of occlusion or noise, such as that produced by seed particles
that may be present for simultaneous PIV/DIC measurements.

2  Objective

One of the major challenges associated in simultaneous Particle Image Velocimetry (PIV) and Digital Image
Correlation (DIC) using a single plenoptic camera is acquiring accurate depth information from coupled par-
ticle and background images. Conventional methods struggle to handle the corruption of depth information
caused by the presence of particles and random noise in the image. Particles located in front of the surface
obstruct the view, while random noise contributes to poor correlation and low signal-to-noise. Consequently,
the simultaneous process becomes particularly challenging when using a single camera.

Commonly used temporal image processing techniques, such as minimum noise filters, and spatial-
based image processing techniques, like sliding mean filters, present challenges when applied to suppress
image noise in speckle pattern images. The application of these filters compromises either the particle or
the background image in simultaneous imaging, thereby affecting the quality of acquired background im-
ages and potentially corrupting the necessary depth information. As a result, traditional image processing
methods are suboptimal for simultaneous PIV and DIC operations. Hence, a novel methodology, capable of
withstanding noise, is required for depth estimation using speckle background displacement tracking with a
correlation-based approach.

A plenoptic camera, with a large number of perspectives at a known baseline, offers unique information
that can potentially mitigate these challenges. The effect of random noise can be mitigated by either aver-
aging the signal to acquire a robust disparity or filtering out the outlier disparity to only sample potentially
good disparity values for accurate depth estimation. In this study, both of these approaches are explored
with the introduction of two novel methodologies for depth estimation using a plenoptic camera.

3 Methodology

In this work, two novel correlation-based techniques are presented to acquire robust depth information using
a plenoptic camera. These methods are then compared to the traditional stereo triangulation method. The
details of the implementation of these methods are described below.

3.1 Disparity bundling

The steps of disparity bundling based depth estimation methodology are shown in figure 2. The dispar-
ity bundling methodology is inspired by cross-correlation based depth estimation technique (Roberts and
Thurow (2017)) and light-field ray bundling technique (Clifford et al. (2019)). In this method, first, a ref-
erence image is defined among all available perspectives, and all others are considered displaced images
compared to the reference image. For this work, the perspective sampled from the center of the aperture (i.e.
u=0 v=0) is chosen as a reference image for convenience.

Then, cross-correlation is performed between the reference image and all of the other perspective im-
ages. For correlation, both the reference image and displaced images are divided into sub-images. Multi-grid
iterative cross-correlation is used to find the displacement of the sub-images. Normalized cross-correlation
weighted with a Blackman window is used in the process. 2D-gaussian peak fitting is performed to identify
the sub-pixel value of the correlation peak. Thus, the disparity between the reference perspective and all
other perspective images is identified.
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Figure 2: Steps of disparity bundling methodology

In the second step, the acquired disparity is bundled together for each sub-window. Disparity refers
to the amount the sub-image has shifted from the reference image to the displaced image. So, when the
disparity of the point (s,t) on reference image are collected together from all correlation maps, this gives the
new position of this window in all the other perspectives. Thus, all the s,t are collected for all the u,v. The
bundling step in this methodology is much simpler in comparison to the bundling based on the minimum
distance between rays as mentioned in Clifford et al. (2019).

Third, the outlier disparities are filtered to obtain robust depth estimation. In the presence of inaccu-
racies such as noise or occlusion in the surface data, one or more disparities may be erroneous. Given the
availability of a large number of disparity values, it is possible to exclude some from the depth analysis.
To identify these outliers, prior knowledge of the linear relationship between disparity and aperture dis-
placement is explored. Similar to (Roberts and Thurow (2017)), a line is fit through the acquired disparity
and aperture displacement values. The Random Sample Consensus (RANSAC) algorithm is then applied
to the data to determine the slope of the best-fit line. RANSAC is an iterative mathematical method widely
used for outlier filtering and estimating mathematical models from noisy data. The fitted line is ensured to
pass through the y-intercept at zero because the disparity at zero aperture displacement is known to be zero.
Disparity values that deviate more than 0.2 pixels from the best-fit line are considered outliers. Thus, the
outlier-filtered data is accepted, and the bundle is updated.

Finally, the depth location is estimated from the triangulation of image points. Direct light field calibra-
tion (DLFC) (Hall et al. (2018)) is a polynomial-based mapping of object space points (x,y,z) into image
space s = P(x,y,z,u,v) and t = P(x,y,z,u,v). The updated bundle consists of a list of all image space points
(s,t,u,v), and the required variables are (x,y,z). A non-linear least square optimization scheme using MAT-
LAB’s Isqnonlin function was implemented to solve for these variables. The obtained result is a point cloud
in a 3D space.

3.2 Aperture Averaging

The aperture averaging method presents an alternative correlation-based approach for acquiring depth using
a single plenoptic camera. This method involves averaging cross-correlation information from all available
perspectives to obtain a robust disparity value, which is then triangulated to determine depth information.
The utilization of all perspective information is made possible by the known baseline between the reference
image and the displaced image. This method is inspired by the multi-frame pyramid correlation scheme
(Sciacchitano et al. (2012)) but correlation planes are averaged based on spatial position. The method is
explained in four steps, as depicted in Figure 3

In the first step, cross-correlation is performed to obtain a correlation map. Similar to the disparity
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Figure 3: Steps of aperture average methodology

bundling method, the central perspective is considered as the reference perspective and correlated with all
other perspectives to acquire correlation maps. Again, the multi-grid iterative cross-correlation method is
utilized to generate the correlation map. Following the cross-correlation process, both the baseline (r), rep-
resenting the distance from the center perspective, and the corresponding reference angle are recorded.

The second step of this method is to perform the rotational transformation of all the perspectives to a
common line. Since the position of sampled aperture image is known, a rotational transformation of all the
corresponding correlation maps brings the correlation peak to align to a single line. In fact, if the perspec-
tives are at the same distance from the center, the correlation peak should coincide at the same point. For
implementation, MATLAB’s imrotate function is used with cubic interpolation and keeping the image size
constant with rotation.

The third step of this method is to perform the homothetic transformation of all the rotated perspectives
to the same size. In this step, all the correlation maps are transformed to match the disparity corresponding
to the largest displacement. If d is the largest distance of baseline from the central perspective and r is
the distance of any perspective after rotational under consideration, the homothetic transformation of the
window to the corresponding maximum baseline window is given by equation 4.

Coa(r) = Co(r)g * window 4)

The final step is to average the correlation maps obtained after homothetic transformation. The homoth-
etic transformation is expected to align all the peaks to a common point. This allows a direct averaging of
the correlation plane. The final correlation plane after averaging is expected to be clean and distinct peaks
with high signal-to-noise. There is an option of performing a weighted average instead of direct averaging
the plane from homothetic transformation. Further work is needed to observe different ways weights could
be assigned and if a weighted average has any impact.

4 Synthetic Experiment

In order to quantify the performance of the methodology, a flat synthetic speckle plane was generated at
different depths from -15 mm to 15 mm placed at the interval of 3 mm and the surface was reconstructed as
a points cloud. To create a synthetic surface, randomly spaced round dots were projected on the image using
ray tracing equations. The methodology for the creation of random dots is similar to the method of synthetic
plenoptic particle field images as described by (Fahringer et al. (2015)) but for a surface with round dots.
These random speckle dots is observed to provide a good correlation map for the measurement of displace-
ment between perspectives. The synthetic image generated was for a modeled Imperx B6620 CCD camera
with 6600*4400 pixels and a hexagonal micro-lens array of 472*361 resolution. The hexagonal microlens



array has a pitch of 0.077mm and a focal length of 0.308 mm. The simulation was performed with a main
lens of a focal length of 85 mm and at a magnification of -0.5 mm.

4.1 Results of synthetic experiments

Three different methodologies, (i.e. normal stereo, disparity bundling, and aperture averaged) were com-
pared with each other based on their performance to accurately resolve the surface at different resolutions
and against different noise levels. For the comparison, the synthetic surface was placed at depths between
-15 mm to 15 mm within the depth of field and with a uniform spacing of 3 mm. The corresponding uncer-
tainty of each methodology was noted and compared.

15 mm

Z (mm)

Figure 4: Synthetic surface reconstruction with error map at z=15 mm for stereo(left), disparity bundling
(center), aperture averaged(right)

Figure 4 shows a synthetic reconstruction of a flat surface using all three methods at a depth of z=15
mm. The color map shows the local error (true depth - obtained depth) of reconstruction at a given depth
normalized by the size of a microlens, which is equivalent to a pixel in conventional imaging. Both the shape
of the fitted curve and the local error for stereo show the method underperforms comparatively. Aperture
averaged method and disparity bundling shows similar performance and is able to capture the flat surface at
the given plane. Analyzing the variations of an error on the surface, it is observed that the disparity bundling
has a more uniform error meaning the uncertainty is lower. This is also evident in depth-wise uncertainty
bar graph 5 at z=15 mm. Analyzing the depth-wise uncertainty at different depths, a similar trend holds for
all the depth locations. The aperture averaging and disparity bundling show smaller uncertainty while the
stereo methods lag in performance distinctively.

4.1.1 Performance at different resolution

To compare the performance of the algorithms at different spatial resolutions, the results were compared at
4 different final window sizes- 64 %64, 32 %32, 16 %16, 8 x 8.
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Figure 5: Depth-wise uncertainty comparison
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Figure 6: Uncertainty at different resolutions of correlation

Figure 6 compares the uncertainty of each algorithm at different resolutions. At larger window sizes,
both the disparity bundling and correlation averaging methods exhibit similar performance, while distinctly
outperforming the stereo method. These results align with our expectations because the stereo method relies
solely on a single correlation and is therefore heavily reliant on the quality of that correlation. In contrast,
the disparity bundling and correlation averaging methods leverage information from all available perspec-
tives to resolve depth information.

As the window size decreases, the uncertainty in depth estimation increases across all cases. In com-
parison, the averaging method exhibits lower uncertainty at higher resolutions. Due to the averaging of a
large number of correlation planes, this method generates a clean and distinct correlation map, even when
the final window size is small. Hence, the algorithm’s robustness, even at high resolutions, is recognized as
one of the advantages of this method.

4.1.2 Performance at different noise level

Random Gaussian noise was introduced to the synthetic images, and their ability to resolve the same back-
ground was tested at various noise levels. The variance of the Gaussian noise level was kept fixed at 0.2,
while the peak noise intensity was adjusted from O to 20 percent of the peak background intensity. The
corresponding uncertainties for each method were compared at these noise levels

Figure 7 illustrates the performance of three different algorithms at various noise levels. Across all noise
levels, the stereo algorithm consistently demonstrated lower performance compared to the other methods.
This can be attributed to the fact that the stereo method relies on a single correlation value, making it more
susceptible to increased uncertainty when noise is present. The performance of the disparity bundling and
correlation methods remained comparable until a high noise level of 0.2 percent of the maximum intensity
was introduced. At higher noise levels, the aperture averaging method exhibited a slight advantage in per-
formance. While each individual correlation is prone to random noise, the averaging method mitigates the
impact of randomness through the aggregation of the correlation map. As a result, the aperture averaging
method holds a slight advantage specifically in the presence of high noise levels.

5 Moving plate experiment

In order to quantify the performance of the depth estimation methodologies with a single plenoptic camera,
a bench-top experiment was set up with surfaces at the known distance from the camera. As analyzing depth
accuracy is the major parameter of concern for surface reconstruction, the surface was moved along a known
distance and its depth uncertainty evaluated was quantified.
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Figure 7: Change in uncertainty with noise

5.1 Experimental configuration

A simple bench-top experimental setup with a plenoptic camera and a surface to be tracked placed along the
transitional stage is shown in figure 8. The movement of the flat plate placed on an electronic transitional
stage was controlled with a computer. The flat plate consisted of an attached wavelet background which was
used to track the plate displacement. The plate was moved every 3 mm along the depth and images were
captured at each depth level. An Imprex B6620 CCD camera with a hexagonal micro-lens in front of the
sensor was used for imaging. The light rays were focused with a 60 mm focal length main lens and at a
magnification of -0.6.

Figure 8: Bench-top experimental setup

5.2 Results and discussion

Figure 9 shows a plot of the measured vs approximated depth position of the flat surface at different po-
sitions in the volume. A fitted line of approximate depth where the plane is expected to be and measured
median depth is also plotted. The approximated depth is used here to take into account the experimental
uncertainty of the position of the flat plate relative to the calibrated plane. The expected fit of approximated
depth vs measured depth is supposed to be linear for a flat plat place perpendicular to the camera. Here it is
represented by a line of slope of 1.

The error in performance can be quantified in terms of the slope of the line observed. It is observed that
the slope fitted with the disparity bundling method is 0.99 vs the slope with aperture averaged around 0.95.
This suggests that the disparity bundling is closer to the expected data compared to the aperture averaging
method. Looking at the z-position and line, clearly, the aperture averaging method is lagging to capture the
depth value. So, the z-position captured is biased towards zero depth for all positions. This suggests the
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Figure 9: Measured vs approximated plane position

disparity value calculated by aperture methods was biased towards lower values.

While bias error of the aperture averaging method was observed in experimental data, it was not ob-
served in synthetic data. This suggests a physical explanation is required to explain the discrepancy. In the
aperture averaging process, it is implicitly assumed that perspective position (u,v) maps linearly from the
image sensor plane to the aperture plane. While this holds true for synthetic cases, the perspective position
mapping is non-linear. The polynomial calibration that maps the object space points (x,y,z) into image
space s = P(x,y,z,u,v) and t = P(x,y,z,u,v) inherently take into the effect of this nonlinearity. However,
the aperture averaging doesn’t fully use the calibration before averaging process and thus the linear posi-
tional transformation could be the potential cause of the discrepancy. The bundling method directly uses the
calibration and thus is not susceptible to these biases.

6 Conclusion and future work

Three different correlation-based approaches for depth measurement using a plenoptic camera are compared.
Two robust methodologies that utilize the information from multiple perspectives at a known baseline are
introduced in the process. The disparity bundling method bundles the position of each sub-images from all
the perspectives followed by an advanced filtering technique to separate outliers from good disparity. The
aperture averaging method averages out the correlation map to acquire robust disparity from all available
perspectives. Both of the methods were compared to the stereo correlation method. It is observed that both
methods outperformed the stereo methods in resolving depth. In most cases, the performance of both meth-
ods was similar for synthetic data. The aperture averaging method outperformed other methods at higher
resolution, showing its advantage. However, the aperture averaging method showed a distinct biased result
in experimental data. The potential cause of this behavior was explained as non-linear mapping of perspec-
tive position (u,v) in the experimental data. So, further calibration to correct this non-linearity is needed for
the robust implementation of this method. On the other hand, the disparity bundling method showed robust
performance in both synthetic and experimental data and is simpler in implementation.

The robust methodologies for surface reconstruction are expected to be used in a simultaneous PIV and
DIC experiment. Since both PIV and DIC information needs to be extracted from a common image, the data
is expected to be significantly corrupted for DIC making the surface reconstruction challenging with tradi-
tional methods. The correlation averaging method showed promising results in synthetic data at different
noise levels and resolutions, its application to real data is challenging as the experimental results showed an
overall lag in disparity estimation. The disparity bundling method showed good performance against most
conditions but struggled when the resolution is very high. So, a novel method that takes the benefits of both



methods is desired. Possible alternatives like using the aperture averaged method to identify the peak posi-
tion in the initial guess while using the bundling method for multigrid iterations will be explored as viable
option that utilizes features of both methods.

The next step is to test this methodology with simultaneous PIV and DIC experimental data. An exper-
iment in a water tunnel with simultaneous PIV and DIC data is planned with the flat plate as background
moving at different depths. After the acquisition of simultaneous particle and background images, advanced
image processing techniques to decouple occluding background from the particle field will be explored. The
refinement of the robust method discussed earlier is expected to be helpful to reconstruct the surface data
even in the presence of noise and particle occlusion.
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