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Dipolar spin ensembles with random spin positions attract much attention currently because they
help to understand decoherence as it occurs in solid state quantum bits in contact with spin baths.
Also, these ensembles are systems which may show many-body localization, at least in the sense
of very slow spin dynamics. We present measurements of the autocorrelations of spins on diamond
surfaces in a doubly-rotating frame which eliminates local disorder. Strikingly, the time scales in
the longitudinal and the transversal channel differ by more than one order of magnitude which is a
factor much greater than one would have expected from simulations of spins on lattices. A previ-
ously developed dynamic mean-field theory for spins (spinDMFT) fails to explain this phenomenon.
Thus, we improve it by extending it to clusters (CspinDMFT). This theory does capture the striking
mismatch up to two orders of magnitude for random ensembles. Without positional disorder, how-
ever, the mismatch is only moderate with a factor below 4. The pivotal role of positional disorder
suggests that the strong mismatch is linked to precursors of many-body localization.

I. INTRODUCTION

Understanding and controlling the dynamics of many-
body quantum systems enables the development of novel
materials and technologies for quantum devices for sens-
ing, computation, communication, and modeling [1, 2].
Such systems have been realized in a variety of platforms:
ultracold atoms [3], trapped ions [4], superconducting de-
vices [5, 6], and solid state quantum bits (qubits) [7–11].
Access to the dynamics of a single qubit is especially im-
portant in heterogeneous systems [12, 13] where the local
environment of the qubit plays a vital role and the av-
eraging over an ensemble can conceal important features
of the temporal evolution. The interplay between the
local environments, interactions, and the dimensionality
of the system has been the subject of extensive theoreti-
cal and experimental investigations [14–16]. The systems
under study allowed for the experimental observations
of nonequilibrium quantum dynamics in strongly inter-
acting systems such as the propagation of quantum cor-
relations [17–19], nonequilibrium phases of matter [20–
24], and the phenomena of relaxation and localization
effects [10, 11, 25–30].

We consider the spin dynamics of two-dimensional en-
sembles of randomly positioned spins with S = 1/2 with
long-range magnetic dipolar interactions. These spins
have two different quantum states and thus can be viewed
as quantum bits. Such systems have been widely studied
in solid state NMR [31] and they were the starting point
for Anderson’s work on localization [32]. The spatial
propagation of spin states takes place via flip-flop pro-
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cesses at a rate set by the dipolar interaction strength
J . Varying local energies, for instance due to local in-
trinsic and extrinsic magnetic fields, suppress this prop-
agation due to a mismatch of energies at the involved
sites. To fully capture the dynamical interplay represents
a formidable task. Due to the exponentially growing di-
mension of the relevant Hilbert space with the number of
spins, a direct, brute-force approach is out of the ques-
tion. Thus, the first main objective of this article is to
develop a tractable numerical approach for the local spin
dynamics in a spin disordered state of the random spin
ensemble. To this end, we extend the dynamic mean-field
approach for disordered spin systems which we recently
introduced under the name “spinDMFT” [33]. The ex-
tension takes the quantum dynamics of a local cluster
of spins completely into account and applies the con-
cept of dynamical mean fields only to the surrounding
spins which are not part of the considered cluster; we
suggest the acronym CspinDMFT for the extended ap-
proach. Note the similarity of the basic idea of this exten-
sion to the extension of fermionic DMFT [34] to cellular
DMFT [35].

Our second main objective is to understand the vastly
differing time scales of longitudinal and transversal re-
laxation, T1ρ and T2, respectively, observed experimen-
tally. We use the T1ρ at strong drive as a measurement of
longitudinal relaxation instead of the T1 since slowdown
of T1 relaxation is already expected due to the presence
of extrinsic disorder [36]. However, the T1ρ at strong
drive evolves only under dipolar spin dynamics as the
effects of extrinsic disorder are reduced. We show that
the observed difference of one to two order of magni-
tude cannot be explained by spins on regular lattices,
but that irregular, random configurations are necessary
to account for the qualitative difference. This suggests
that the very long longitudinal times T1ρ may be the
precursors of many-body localization [37–39], at least in
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the weak sense of the occurrence of very long time scales
[40]. We stress that the theoretical explanation for the
strongly differing time scale in the transversal and lon-
gitudinal channel required the methodological progress,
i.e., passing from spinDMFT to CspinDMFT.

We study the experimental platform consisting of
an ensemble of paramagnetic two-level systems (surface
spins) on the diamond surface [41, 42]. These two-level
systems stem from electronic spins S = 1/2 and are likely
localized defect states [43, 44] on the surface of diamond.
While recent experimental studies have shown that some
of the surface spins may be mobile depending on ini-
tial surface treatment [45], we have verified that in our
experiments, the central surface spin’s position remains
stable [36]. Even if the surface spins moved and changed
their positions between consecutive measurements, the
theoretical approach used in this article would be justi-
fied even better once the simulated data are averaged.

Although the interaction of the surface spins is of
dipolar nature, their dynamics under the experimentally
applied fields is considerably different. For the singly-
rotating frame dynamics (with longitudinal relaxation
time T1 and and dephasing time T2), we consider a strong
static magnetic field B⃗ defining the z-direction. It en-
closes the magic angle ϑm with the normal vector of the
diamond surface as indicated in Fig. 1. Passing to the
corresponding Larmor rotating frame and applying the
rotating wave approximation leads to the effective inter-
action

Hs-rot
dd =

1

2

∑
i̸=j

Jij

(
−1

2
Sx
i S

x
j − 1

2
Sy
i S

y
j + Sz

iS
z
j

)
, (1)

which is anisotropic. The couplings are given by

Jij = −ℏ2γ2

R3
ij

cos 2φij , (2)

where φij is the angle between the distance vector
R⃗ij := R⃗i − R⃗j and the x-direction, see Fig. 1. For
the doubly-rotating frame dynamics (T1ρ), we addition-
ally consider a strong drive field perpendicular to B⃗ and
rotating at the Larmor frequency. The direction of the
drive defines the spin y-component. Starting from Eq.
(1) and turning to another rotating frame including the
application of the rotating wave approximation results in

Hd-rot
dd =

1

2

∑
i̸=j

Jij

(
1

4
Sz
iS

z
j +

1

4
Sx
i S

x
j − 1

2
Sy
i S

y
j

)
. (3)

Here, the distinguished direction is the y-direction which
is henceforth called the longitudinal one. The other
two directions are henceforth called the transversal ones.
Note that there is a relative factor of 2 in the overall
couplings compared to the singly-rotating frame Hamil-
tonian (1). This needs to be considered, when comparing
results from both reference systems with each other.

n⃗

e⃗x

ϑm

φij

R⃗ij

e⃗z ∥ B⃗

i

j

FIG. 1. Sketch of the geometry of the surface spin system.
Here, n⃗ is the normal vector of the surface and B⃗ the static
magnetic field pointing into the z-direction. Since the spins
are restricted to the surface, the distance vector R⃗ij can be
expressed by surface polar coordinates Rij and φij .

The article is structured as follows. In Sect. II, we ap-
ply spinDMFT to an inhomogeneous ensemble of dipo-
lar spins in the doubly-rotating frame as in experi-
ment. The striking discrepancy leads us to Sect. III,
in which we extend spinDMFT by treating clusters of
spins fully quantum-mechanically. The so-derived clus-
ter spinDMFT (CspinDMFT) is subsequently analyzed
for its performance by investigating its convergence for
isotropically coupled spins on a triangular lattice as well
as on inhomogeneous graphs. Section IV is devoted to the
application of CspinDMFT to the experimental scenario.
We compare the decay times T2 and T1ρ obtained from
CspinDMFT to those measured in experiment. Good
agreement is found supporting the hypothesis that the
positional disorder in the spin system is at the origin of
the strongly differing transversal and longitudinal decay
times as concluded in Sect. V. In the appendices, we dis-
cuss relevant numerical issues and analytical subtleties.

II. SIMULATING DIPOLAR SPIN DYNAMICS
WITH spinDMFT

As a starting point we apply spinDMFT to the Hamil-
tonian (3) for an inhomogeneous dipolar spin ensemble,
i.e., for random positions of the spins. One realizes, how-
ever, that the reduction to an effective single site problem
oversimplifies the physical setting because it implies that
only one energy scale, or equivalently time scale, matters
in the problem. The aspect of the random positions of
the spins does not appear anymore. The calculation for
a perfectly ordered spin lattice with appropriate energy
scale would be identically the same.

The derivation of spinDMFT will be sketched for com-
pleteness, but we refer the reader to Ref. 33 for its de-
tailed justification. The starting point is the Hamiltonian
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in Eq. (3). It can be rewritten in the form

Hd-rot =
1

2

∑
i

S⃗i · V⃗i (4)

by introducing the operators for the local environments

V⃗i =:
∑
j,j ̸=i

JijDS⃗j , D =

 1
4 0 0
0 − 1

2 0
0 0 1

4

 . (5)

In spinDMFT, these operators are replaced by time-
dependent random mean-fields drawn from normal dis-
tributions. This leads to the time-dependent mean-field
Hamiltonian

Hmf
d-rot,i(t) = S⃗i · V⃗i(t) (6)

for the spin i of the system along with the self-consistency
conditions

V x
i (t)V x

i (0) =
1

16
J2

Q,i⟨Sx
i (t)S

x
i (0)⟩, (7a)

V y
i (t)V

y
i (0) =

1

4
J2

Q,i⟨Sy
i (t)S

y
i (0)⟩, (7b)

V z
i (t)V

z
i (0) =

1

16
J2

Q,i⟨Sz
i (t)S

z
i (0)⟩, (7c)

connecting the second mean-field moments to spin au-
tocorrelations. This implies that the quadratic coupling
constant

J2
Q,i =:

∑
j

J2
ij =

∑
j

ℏ4γ4

R6
ij

cos2 2φij , (8)

captures the whole dependence of the spin-spin auto-
correlations on the spatial distribution of spins. The
anisotropy in the couplings yields the relative factor of 4
between the longitudinal (y) and transversal (x, z) self-
consistency equations.

To solve the self-consistency problem by iteration we
start from some fairly arbitrary initial guess for the lo-
cal environment field of the considered spin to determine
the spin-spin autocorrelation. In the next iteration, the
autocorrelations define the moments of the normal dis-
tribution for the local fields so that one obtains improved
results for the autocorrelations. Note that one has to av-
erage over a sufficiently large number of time-dependent
local fields (about 105 in our calculations) to obtain the
relevant autorcorrelations with good accuracy. This step
is repeated till convergence is achieved within a tolerance
of 7× 10−4 for the spin-spin autocorrelations

gαβ(t) =: ⟨Sα(t)Sβ(0)⟩, (9)

which are plotted in Fig. 2. The result is universal in
the sense that only the energy (time) scale needs to be
determined; no trace of the random distribution of the
spins in space enters anymore. There is roughly a factor
of 2 to 4 between the decay time in the longitudinal yy-
channel and the one in the transversal xx-channel. This

0 10 20 30 40 50

t (units of J−1Q,i)

0.00

0.25

0.50

0.75

1.00

4g
α
α

gxx

gyy

FIG. 2. Universal spin autocorrelations in the doubly-rotating
frame obtained in spinDMFT. The spatial distribution of
spins enters only in the quantitative determination of the en-
ergy scale JQ,i whose reciprocal value is the unit of time if ℏ
is set to one.

is in-line with the factor of 2 in the anisotropic couplings
in Eq. (3).

In experiment, however, the autocorrelations behave
very differently, as depicted in Fig. 3. In contrast to the
spinDMFT result, the longitudinal decay is slowed down
enormously, relative to the transversal one. Moreover, we
find that the ratio between the decay times depends on
the specific environment of the measured spin. Measure-
ments at different spots on the diamond surface lead to
quantitatively different ratios. Yet the significant differ-
ence between the longitudinal and the transversal chan-
nel is a common feature. As explained above, a variation
of the ratio of the decay times cannot be reproduced by
spinDMFT because the environment is described by a
single environment field depending only on JQ,i. This
caveat clearly calls for a methodological extension.

We stress that the key aspect of spinDMFT is to re-
place spin environments by dynamic random mean-fields
which is justified if the contributions from the environ-
ment are numerous and similar in magnitude. A formal
expansion parameter is the inverse effective coordination
number z of a spin. The term ‘effective’ is used because
not only the nearest neighbors matter for long-range in-
teractions. This effective coordination number is given
by the ratio of the linear sum squared and the quadratic
sum of all couplings [33],

zi =:

(∑
j |Jij |

)2∑
j J

2
ij

. (10)

The larger z, the more the environment consists of many
contributions justifying the assumption that the envi-
ronment behaves like a classical random variable with
normal distribution according to the central limit theo-
rem. For lattices, the coordination number is fairly large,
e.g., z ≈ 19.1 for the triangular lattice with couplings
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FIG. 3. Measurement of the lifetime of the central spin state. Panel (a): Surface spin Hahn echo measurement of ⟨Sx
i (t)S

x
i 0⟩,

i.e., the transversal spin autocorrelation, to determine T2. Since the measurement takes place in the singly-rotating frame, the
spin dynamics is still affected by the nuclear spin bath at the surface. To display this, the data are fitted using a Gaussian with
some modulation depending on some static noise, g(t) = exp(−(t/T2)

2)exp(−8 sin4(ωLt/4)γ
2
e ⟨B2

N⟩/ω2
L). Here, γe is the electron

gyromagnetic ratio, ⟨B2
N⟩ the root-mean-square of the static noise field, and ωL the proton Larmor frequency. This fit yields

T2 = 0.65(3) µs. Panel (b): Measurement of ⟨Sy(t)Sy(0)⟩, i.e., the longitudinal autocorrelation in the doubly-rotating frame,
under spin lock driving for a strong drive strength to determine T1ρ. This is fitted to an exponential function ∝ exp(−t/T1ρ)
obtaining T1ρ = 26(3) µs.

J ∝ 1/r3 [33]. For inhomogeneous systems, this is not
necessarily the case. Some strong constraints on the dis-
tances between spins push the ratio up, but for spins
distributed totally at random one obtains values in the

range z ≈ 1 − 10 [33]. Frequently, randomly positioned
spins have only one or two close neighbors dominating
their dynamics which limits the accuracy of the mean-
field substitution of spinDMFT.

For these reasons, an improved approach has to avoid
replacing spin environments that correspond to small co-
ordination numbers by classical fields. Since the exper-
imentally measured autocorrelations vary from spin to
spin, one has to incorporate the inhomogeneous nature
of the system as well. These considerations urge to de-
velop a cluster mean-field approach as done in the next
section.

III. CLUSTER spinDMFT

We argued that spinDMFT neglects spatial informa-
tion to a large degree as is common in mean-field theories
which result in effective single-site problems by reducing
the environment to single fields. Thereby, subtle interfer-
ence effects of quantum processes are neglected. Indeed,
spinDMFT is semiclassical in nature. The local fields are
taken to be classical so that quantumness is reduced to
the quantum effects of a single spin. Thus, our exten-
sion to clusters of spin will serve two purposes: inclusion
of spatial information and more accurate description of
quantum dynamics. As a consequence of dealing with
clusters of spins on the quantum level, the mean-fields be-

come weaker and the local dynamics more accurate. We
call this extension cluster spinDMFT or CspinDMFT for
short. We derive it in the present section for an isotropic
Heisenberg model for simplicity.

We consider this model with S = 1
2 at infinite tem-

perature of which the Hamiltonian reads

H =
1

2

∑
i̸=j

JijS⃗i · S⃗j . (11)

The underlying graph, i.e., the positions of the sites la-
beled i and j, and the couplings Jij need not be specified
for the time being. But we emphasize that the particular
goal of the approach is to describe randomly distributed
spins as in the experimental setup. The aim is to reli-
ably compute the dynamics of a selected spin S1 which
we call the central spin. To this end, we consider a group
of spins in its proximity, see e.g. Fig. 4. This group of
spins together with the central spin is henceforth called
cluster, denoted by the letter Γ.

For a cluster calculation, we have to define which spins
around the central spin under study are chosen to form
the considered cluster. Clearly, the spins which are cou-
pled most strongly should be tracked. But still there are
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S1
Γ

S1
Γ

FIG. 4. Examples for clusters Γ around a central spin S1 for
different graphs: the left panel displays the regular triangular
lattice while the right panel a random seed. The couplings be-
tween the spins are considered to decrease with the distances
with a power law.

(at least) two strategies to take the strength of the cou-
plings into account. Strategy (i) considers the coupling
to the central spin to be decisive. Thus, the decision
which spin is included in the cluster is taken solely by
its coupling strength to the central spin. We call this
strategy the central-spin-based strategy. It is certainly
plausible, but it has a certain drawback: there can be a
spin j, strongly coupled to the central spin 1, which it-
self is strongly coupled to a spin m. The latter, however,
might be only weakly coupled to the central spin. Thus,
it would not be included in the cluster although it is ob-
vious that it has a sizable effect on the spin dynamics.

Thus, we also consider a recursive strategy (ii) which
we call cluster-based strategy in which the spins are added
one by one. The decision which spin m is to be included
next in the cluster is taken based on the total strength
of all its couplings to the spins already included in the
cluster. The details of both strategies are presented and
discussed in Appendix VI and their performance is dis-
cussed in Appendix IX. The following general procedure
applies to cluster from any conceivable strategy deter-
mining cluster. For the actual simulations below, we will
use the second, cluster-based strategy.

In order to expose the details of CspinDMFT, it is
helpful to analyze the different kinds of couplings in (11)
with regard to Γ. We split the Hamiltonian as follows

H =
1

2

∑
i̸=j|i,j∈Γ

JijS⃗i · S⃗j (12a)

+
∑
i∈Γ

S⃗i ·
∑
j /∈Γ

JijS⃗j (12b)

+
1

2

∑
i̸=j|i,j /∈Γ

JijS⃗i · S⃗j . (12c)

The first term contains the intra-cluster couplings; they
are treated exactly in CspinDMFT. The second term con-
tains the couplings between spins of the cluster and the
spins in the environment. These couplings are treated on
a mean-field level. The third term contains only spins of
the environment which are decoupled from Γ. They do
not show up in CspinDMFT. The mean-field approxima-

tion consists in replacing the operators of the quantum
environment

V⃗i =:
∑
j /∈Γ

JijS⃗j (13)

by classical fields. In contrast to spinDMFT, there are
several classical fields involved distinguished by the sub-
script i because each spin in the cluster has its own field.
Thus, an N -site cluster requires to track N classical fields
which will be taken to be random in time and drawn from
normal distributions.

Based on these considerations, CspinDMFT works as
follows

A The quantum environment of each spin of the con-
sidered cluster is replaced by a time-dependent ran-
dom classical mean-field drawn from a normal dis-
tribution.

B The first moments of the distributions are set to
zero.

C The quantum mechanical expectation values of
Vα

i -Vβ
j correlations define the second moments of

the normal distributions yielding self-consistency
conditions (α, β ∈ {x, y, z}).

D The self-consistency conditions are solved itera-
tively.

The substitution in step A is analogous to what is done
in spinDMFT. The justifications are given in Ref. 33.
Here, we simply substitute

V⃗i → V⃗i(t) (14)

obtaining the mean-field Hamiltonian

Hmf
Γ (t) =

∑
i̸=j|i,j∈Γ

JijS⃗i · S⃗j +
∑
i∈Γ

S⃗i · V⃗i(t). (15)

The expectation values are computed by the trace over
the density matrix at infinite temperature of the Hilbert
space of the cluster combined with a classical average
over the normal distributions of the mean-fields [33]. The
required ingredient for the approach are the first and sec-
ond moments of the mean-fields because they define the
normal distributions.

Step C consists in relating the required moments to
quantum expectation values of the corresponding envi-
ronment operators. The first moments vanish due to the
assumed infinite temperature

V α
i (t) = ⟨Vα

i (t)⟩ = 0. (16)

For the second moments, we find

V α
i (t)V β

j (0) = ⟨Vα
i (t)V

β
j (0)⟩ (17a)

=
∑
p,q/∈Γ

JipJjq⟨Sα
p (t)S

β
q (0)⟩. (17b)
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Since the spins in these expectation values are not in
the cluster Γ these moments cannot be taken from the
cluster calculation itself. In spinDMFT, this issue was
circumvented by the following two ideas.

Any pair correlation, i.e., any correlation between two
different spins, was neglected because they are suppressed
by the inverse coordination number. This step was
mandatory in spinDMFT because the approach does not
allow for the computation of pair correlations since the
effective single site problem comprises only a single spin.
Obviously, CspinDMFT provides room for improvement
on this aspect.

Second, in spinDMFT all autocorrelations are replaced
by the autocorrelation of the considered central spin.
This results from the assumption that all spins of the
system are essentially equivalent. While this assumption
holds in Bravais lattices, it must be questioned for inho-
mogeneous systems.

p

q

l

k

Γ

FIG. 5. Example for a correlation replica on a square lattice.
Translational invariance imposes that the pair correlation be-
tween the spins p and q is identical to the pair correlation
between the spins k and l so that they can be mutually sub-
stituted.

Returning to Eq. (17) let us replace the required,
but unknown correlations by some known correlations
computed within the cluster similar to what is done in
spinDMFT for the autocorrelation. This idea can be im-
plemented in many different ways. For lattices an obvi-
ous approach consists in exploiting the translational in-
variance and to substitute out-of-cluster correlations by
their exact replicas in Γ as shown exemplarily in Fig. 5,
see also Appendix VIIB for details. For inhomogeneous
systems, we pursue the analogous strategy by identifying
approximate replicas for each out-of-cluster correlation.
We call this correlation replica approximation (CRA) and
provide its details next.

The goal of the CRA is to systematically find a repre-
sentative correlation in Γ for each correlation in Γ, where
Γ is the complement of Γ, i.e., all spins that are not part
of the cluster Γ. In mathematical terms, we look for a
map

f : Γ
2 → Γ2, (18)

which maps index pairs {pq} to {kl} such that
⟨Sα

p (t)S
β
q (0)⟩ and ⟨Sα

k (t)S
β
l (0)⟩ are as similar as possible.

Since none of the correlations is known a priori, defining
such a map, which ensures the similarity of the correla-
tions, is non-trivial. One way to tackle this issue is to
resort to the couplings and the short-time behavior as a
measure for similarity. In Appendix VII, we analytically
derive quantities suitable to measure similarity based on
the correlation behavior around t = 0. Eventually, we
use the following map

f({pq}) =
{
minkl∈Γ|J2

pq − J2
kl|, p ̸= q,

mink∈Γ|sp − sk|, p = q, with
(19a)

sp :=
∑
r ̸=p

J2
rp. (19b)

Strictly, autocorrelations are mapped to autocorrelations
and pair correlations are mapped to pair correlations. In
addition, it makes sense to define a lower cutoff for J2

pq

by

ccut =:
1

2
min
uv∈Γ

J2
uv (20)

such that any pair correlation in Γ with J2
pq < ccut is con-

sidered too small to be relevant and hence is set to zero.
This cutoff prevents that the weakest pair correlation in
Γ is overly weighted in the self-consistency.

Using the map defined above, we can approximate the
second moments of the mean fields according to

V α
i (t)V β

j (0) ≈
∑
k,l∈Γ

(
JCRA
ij,kl

)2 ⟨Sα
k (t)S

β
l (0)⟩, (21)

where the coupling tensor JCRA
ij,kl is defined by(

JCRA
ij,kl

)2
=:

∑
p,q/∈Γ,

f({pq})={kl},
J2
pq>ccut

JipJjq (22)

for all i, j, k, l ∈ Γ. The sum runs over all index pairs {pq}
that fulfill the constraints f({pq}) = {kl} and J2

pq > ccut.
In this way, we obtain the closure of the self-

consistency by Eq. (21). We solve it numerically by iter-
ation once the coupling tensor JCRA

ij,kl is known. For reg-
ular lattice problems the coupling tensor JCRav

ij,kl is used
instead; it is defined in Eq. (46) in Appendix VII B.

Technical details of the numerical implementation are
provided in Appendix VIII. In essence, the procedure is
the same as for spinDMFT [33]. In Appendix IX, we illus-
trate that the results converge upon increasing the cluster
size. The following section is devoted to the application
of the introduced method to the experimental scenario of
dipolar surface spins in a doubly-rotating frame.

IV. ENSEMBLE OF DIPOLAR SURFACE SPINS

Here we adapt the developed CspinDMFT to the ex-
perimental setup. We adopt the Hamiltonian (3) which
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fixes a large number of parameters. The remaining pa-
rameters are the positions of the spins and the global
energy scale. For these, we will use the available input
from experiment.

As far as the CspinDMFT is concerned we follow the
steps exposed in the previous section. This leads us to
the closed set of self-consistency conditions

V α
i (t)V β

j (0) = DααDββ
∑
k,l∈Γ

(
JCRA
ij,kl

)2 ⟨Sα
k (t)S

α
l (0)⟩.

(23)

They are identical to the ones in Eq. (21) except for the
anisotropic prefactors Dαβ from Eq. (5). Employing the
symmetry relations (55) and inserting the prefactors, we
finally arrive at

V x
i (t)V x

j (0) = 1
16

∑
k,l∈Γ

(
JCRA
ij,kl

)2 ⟨Sx
k(t)S

x
l (0)⟩ (24a)

V y
i (t)V

y
j (0) =

1
4

∑
k,l∈Γ

(
JCRA
ij,kl

)2 ⟨Sy
k(t)S

y
l (0)⟩ (24b)

V z
i (t)V

z
j (0) =

1
16

∑
k,l∈Γ

(
JCRA
ij,kl

)2 ⟨Sz
k(t)S

z
l (0)⟩. (24c)

The coupling tensor JCRA
ij,kl is computed from the spin

positions and the dipolar coupling in the doubly-rotating
frame given in Eq. (2).

In contrast to what was done in the previous section
for inhomogeneous spin ensembles, the spin positions are
not drawn completely at random, but there are some
constraints known from the experiment

1) Using methodology similar to the one employed in
Ref. 46, we extract the positions of the central spin
and its two strongest coupled neighbors from the
measurements obtaining

r⃗1/nm =:
(
0.22 , 0.17

)⊤
, (central spin) (25a)

r⃗2/nm =:
(
1.7 , −3.9

)⊤
, (25b)

r⃗3/nm =:
(
−0.1 , −5.5

)⊤
. (25c)

2) The modulus of the largest coupling to the central
spin is

|Jmax| = |J(r⃗1 − r⃗2)| ≈ 3.078MHz (26)

Considering the couplings defined by Eq. (2), this
defines a glover-shaped area around the central
spin, in which no other spin can be located because
otherwise this spin would have the largest coupling
to the central spin. This is illustrated in Fig. 6.

3) Two spins are not allowed to have a distance smaller
than

dmin ≈ 1 nm, (27)

i.e., we assign a certain spatial extent to the surface
spin wave function.

4) The spin density is given by [36]

n0 ≈ 1

64
nm−2. (28)
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y
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n
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n
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)
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3

fixed spins

forbidden area by Jmax

FIG. 6. Cutout of a typical distribution of spins on the surface
with the central spin being No. 1 in Fig. 7. The dark blue dots
correspond to the spin positions measured in experiment. The
positions of the other spins are drawn randomly considering
the constraints 3)-4). The two light blue spins are important
for the dynamics of the central spin and, thus, are added to the
cluster in the CspinDMFT simulation. The remaining spins
(black) form the mean fields. We set the radii of the dots to
0.5 nm visualizing the constraint of the minimum distance 3):
two dots are not allowed to overlap. Moreover, no spin can be
in the orange area because otherwise another value of Jmax

would arise.

Apart from these constraints, the spin positions are
assumed to be random. In this way, we generate distri-
butions such as the one in Fig. 6. In practice, we consider
a square area with edge length l and the three known spin
sites from 1). Subsequently, we successively draw N − 3
random positions in the area fulfilling the constraint on
the density N/l2 = n0 as well as the constraints 2) and
3). For the couplings, we assume periodic boundary con-
ditions: the shortest vector connecting two spins defines
their distance and thereby their coupling. This vector
may cross the edges of the square. Typically, we take
l ≈ 200 nm because the coupling tensor JCRA

ij,kl is suffi-
ciently converged for this size, i.e., it does not change
significantly any more if l is increased. We stress that
the computation of JCRA

ij,kl is extremely quick. The scaling
of the computation is O(N4

Γ(N −NΓ)
2), but this is done

before solving the self-consistency and, therefore, neither
affected by the Monte-Carlo averaging nor by the time
discretization. Thus, it is by no means the computational
bottleneck so that l could also be chosen larger.

Next, we define a cluster Γ around the central spin.
According to the conclusion in Appendix IX, we use the
cluster-based approach derived in VI B with cluster sizes
NΓ = 5 to 7. Which value we actually choose is decided



8

by comparing the strongest bond between in-cluster spins
and out-of-cluster spins

JΓ,strongest =: max
k/∈Γ

∑
i∈Γ

|Jki|. (29)

This bond strength is a measure for the importance of
a single spin outside of the cluster on the spin dynam-

ics within the cluster, see in Appendix IX. Hence, the
smaller JΓ,strongest is, the better. We adopt the clus-
ter size with the lowest value of JΓ,strongest because we
saw that cutting strong bonds by the choice of cluster
deteriorates the results. Subsequently, we compute the
corresponding coupling tensor JCRA

ij,kl . Once this is done,
all ingredients for CspinDMFT are available and the self-
consistency problem is solved numerically by iteration.
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FIG. 7. (a) Simulated longitudinal spin autocorrelations for the experimental setup of three fixed spins and constrained random
positions for the other spins. The average over 30 random sets of positions is also displayed as well as the corresponding 1σ
interval of the transversal and longitudinal autocorrelation, respectively. The tails of the longitudinal curves (t > 30 µs) are
fitted by exponentials ∝ exp(−t/T1ρ) and the first drop of the transversal curves by Gaussians g(t) = exp(−(t/2T2)

2). The
factor of 2 is required, since the T2-measurement in experiment are performed in the singly-rotating frame in which the couplings
are twice as strong, see Eq. (1). The dashed lines render the fitting curves. (b) Characterstic times, i.e., the fit parameters,
are shown in the light-bluish region for the various samples. The averaged values are shown in the dark-bluish region while
the experimental values are shown in the reddish region. We emphasize the large ratio between the characteristic times in the
longitudinal and the transversal channel.

In Fig. 7(a), we present the results for several sets of
random spin positions, while the positions of the three
spins 1, 2, 3 are fixed as in Eq. (25). The common fea-
ture of the longitudinal autocorrelations is a quick initial
drop to some moderate value between 0.4 and 0.8 fol-
lowed by a rather slow decay which can be well described
by an exponential. The behavior of the transversal au-
tocorrelations is qualitatively different. They display a
quick drop to zero which is sometimes followed by one
or two small revivals. Essentially, the transversal signal
has disappeared after about 10 µs, i.e., on a much shorter
time scale than the longitudinal signal. Furthermore, it
is striking that the first drop of the longitudinal signal
varies relatively strongly from configuration to configu-
ration of spin positions. This can also be seen in the
relatively large 1σ-interval of the averaged longitudinal
signal. We conclude that the environment of the central
spin even beyond the two closest spins, of which the posi-
tions are measured and thus given, matters considerably.

From experiment, we take that the characteristic
transversal decay time T2 is essentially determined by
1/Jmax which is in-line with the fact that this decay hap-
pens fast. In order to determine T2 systematically we
fit the initial drop of the transversal signal by a Gaus-
sian. This appears to be appropriate for the numerical re-
sults obtained by CspinDMFT, see for instance the yellow
curve in Fig. 8. As displayed in Fig. 7(b), the resulting
times T2 vary between 0.5− 1.0 µs which is convincingly
close to the experimental values.

To extract T1ρ we use an exponential fit of the longitu-
dinal autocorrelations after some offset in time because
the initial drop and its subsequent oscillations show a
qualitatively different temporal behavior. The tails, how-
ever, of the longitudinal autocorrelations are very well
captured by exponential fits. The value of the tempo-
ral offset, i.e., of the time from which on the exponential
is fitted, hardly matters, see Fig. 7(a). Yet we observe
that the values for T1ρ vary considerably from configura-
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tion to configuration of random spin positions. For the
averaged signal, we obtain about 200 µs, but the charac-
teristic times of single autocorrelations cover the range
10 − 400µs which differs by factor of 40 from T2. This
observation underlines our above conclusion that the en-
vironment of the central spin matters strongly. Even if
the positions of two close spins are fixed the behavior
changes a lot from random set to random set of spin po-
sitions. This shows that the system is still far away from
any self-averaging.

The key observation, however, is the large ratio be-
tween the characteristic time scales in the longitudinal
and the transversal channel. There is more than one
order of magnitude difference between these times in ex-
periment, see reddish area of panel (b). The ratio in the
averaged theoretical calculations even exceeds two orders
of magnitude. But the individual ratios of each random
set of spin positions strongly fluctuate between one to
almost two orders of magnitude. Where does this large
ratio stem from? In the Hamiltonian (3) itself there is
only a factor of 2 difference between the longitudinal and
transversal couplings of the spin components. We claim
that it is the positional randomness which makes the dif-
ference.

To corroborate this hypothesis we present autocorre-
lations obtained by CspinDMFT for the Hamiltonian (3)
on a regular triangular lattice, not on a randomly chosen
set of sites. Thus, the coupling tensor entering the self-
consistency conditions in Eq. (23) is changed and instead
of using the CRA, we map correlations to their replicas
based on translational invariance, see Appendix VIIB.
Since the couplings depend on the angle φij , see Eq. (2),
the results will depend on how the reference axis for φ is
placed in the lattice. We take this into account by a tilt-
ing angle φ0. It describes the angle between the axis set
by φ = 0 and one of the axes connecting two neighboring
sites of the triangular lattice. The ratio of the longitu-
dinal and transversal time scales only takes a moderate
value (

T1ρ

T2

)
= 3.8(3), (30)

where the overbar stands for an average over the tilt-
ing angle, but all angles yield essentially the same result.
This is far too low in comparison to experiment. This
shows that a regular set of spin positions implies a spin
dynamics which is at odds with the experimental obser-
vations. We conclude that the randomness must be a
pivotal element in understanding the observed spin dy-
namics.

The fact that outliers of very large values of T1ρ oc-
cur in the random ensembles is interesting in itself. It
appears that there exist configurations of spins which do
not interact much with their environmental spins. Hence,
the eigenstates in these configurations must be well lo-
calized within the considered cluster. One may speculate
that the very slow decay of certain longitudinal autocor-
relations is a precursor of many-body localization. In the

0 10 20 30 40 50
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gyy, spinDMFT
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gyy, ϕ0 = 0, CspinDMFT

FIG. 8. Spin-spin autocorrelations for dipolar couplings in
the doubly-rotating frame as in Eq. (3) on a triangular lattice
obtained from CspinDMFT with NΓ = 5. The lattice can be
tilted relative to the reference axis for the couplings. Only
the results for φ0 = 0 are shown because the tilting angle has
only a minor influence. The longitudinal result (t > 20 µs) is
fitted by an exponential ∝ exp(−t/T1ρ) to determine T1ρ; the
transversal results by a Gaussian g(t) = exp(−(t/2T2)

2). The
fits are shown by dotted lines.

strict sense, true localization would imply that the auto-
correlations persist, i.e., the time scale would be infinite.
On the one hand, the clusters we treat in CspinDMFT
are still fairly small with up to 7 spins for the results
in Fig. 7. Hence, it is possible that the decay is due to
some ‘leakage’ occurring due to the approximate treat-
ment. On the other hand, it is also conceivable that the
non-infinite values of T1ρ reflect the true physical behav-
ior because recent results suggest that perfect many-body
localization is not generic [40, 47].

The obtained agreement between experiment and the-
ory is good and we conclude that our approach provides
a valid model for the experimental setup. Yet the agree-
ment is not quantitatively perfect. There are three main
reasons for this. The first point is that our results clearly
show that the randomness of the spin positions intro-
duces a large variability in the results. No self-averaging
takes place. Furthermore, it is not fully understood
whether the spin positions change in the course of time
so that the experiment tends to measure averages [45].
Generally, the lack of knowledge on the whole spin sys-
tems also limits the accuracy of a theoretical description.

Second, we introduced a powerful approximate ap-
proach by extending spinDMFT to CspinDMFT. Yet it is
still an approximation due to the finite cluster size which
can be simulated. Thus, a part of the discrepancy be-
tween theory and experiment is likely to stem from the
theoretical approximation.

Third, the theoretical description starts from the ef-
fective Hamiltonian (3). This is not the Hamiltonian re-
alized directly on the diamond surface; rather it is the
effective Hamiltonian resulting from two nested rotating



10

wave approximations in the doubly-rotating frame. This
must be realized in experiment and the measurements
must take these rotating frames into account. All imper-
fections in field alignement and in pulse amplitude or du-
ration will have an effect on the quantitative results. For
instance, the experimental data does not start precisely
at t = 0, but it has a certain intrinsic offset explaining
why the data points in Fig. 3 do not start from 1 on the
y-axis.

In view of these difficulties, the obtained agreement
between experiment and theory is fully satisfactory.

V. CONCLUSIONS

In this article, we pursued two objectives. The first
is methodological, namely the extension of the spin dy-
namic mean-field theory (spinDMFT) [33] to a cluster dy-
namic mean-field theory (CspinDMFT). The second is to
understand the experimental finding in random dipolar
spin ensembles that the longitudinal relaxation is much
slower than the transversal one. In fact, the failure of
spinDMFT to explain the experimental observation trig-
gered to strive for the methodological progress.

SpinDMFT summarizes all couplings into one energy
scale. This disregards any influence of the spatial posi-
tions of the spins. CspinDMFT treats the dynamics in
a cluster of spins rigorously and only the cluster’s envi-
ronment is treated on a mean-field level. This improves
the approximation because all processes within the clus-
ter are dealt with exactly. Thus, the whole spatial de-
pendence within the cluster is captured: increasing the
cluster size improves the accuracy. We established sys-
tematic self-consistency conditions reaching a closed set
of equations for the random, normal distributed mean
fields. The convergence of CspinDMFT with increasing
cluster size was found to be excellent for a regular trian-
gular lattice. It is also good for inhomogeneous spin en-
sembles with randomness although the fluctuations in the
spin dynamics between different sets of random positions
is very high. The choice of appropriate clusters around
the central spin needs careful consideration. One should
avoid to “cut” strong couplings, i.e., to assign a spin to
the cluster while another spin, to which it is strongly cou-
pled, is incorporated in the mean fields. Strategies to find
appropriate clusters are suggested, tested, and discussed.

The developed CspinDMFT is applied to the effective
Hamiltonian in the doubly-rotating frame for a dipolar
spin ensemble on the surface of diamonds. Experimen-
tally, the longitudinal and transversal autocorrelations
are measured. A striking mismatch between the relax-
ation times in these two channels is found. The ratio
between the two characteristic times is larger than one
order of magnitude although there is only a factor of
2 difference in the couplings. This finding is at odds
with what theory based on spinDMFT predicts so that
the importance of the spin positions is underlined again.
Similarly, CspinDMFT for a regular lattice shows a ra-

tio of less than 4 between the two characteristic times.
This disagrees with what is found experimentally for an
ensemble with random spin positions.

Hence, we are led to the conclusion that the random-
ness in the spin ensemble is the key ingredient explaining
the strongly differing time scales. Indeed, the theoretical
predictions by CspinDMFT for the ratio of time scales
shows up to two orders of magnitude difference. This
agrees well with the experimental results in view of the
theoretical approximate treatment and the demanding
experimental realization of the effective Hamiltonian in
the doubly-rotating frame.

Moreover, the very large ratio between the time scales
in the two channels found in CspinDMFT can be inter-
preted as a precursor of many-body localization, at least
in the sense of very slow relaxation, but not of complete
persistence of correlations [40]. Complete localization
within the studied cluster would imply the persistence
of correlations, but it is unlikely to occur in CspinDMFT
because the approximation introduces temporal random-
ness via the mean fields.

Our findings suggest a large variety of extensions.
Clearly, further experimental studies of dense spin en-
sembles are required to control and to understand the
relevant time scales in more detail. For instance, it would
be extremely instructive to examine spin ensembles in the
whole range from perfect regularity, i.e., on lattices, to
more and more irregular, random systems. This would
allow one to make further statements on the extent of
slow relaxation and perspectively on many-body relax-
ation.

From the theoretical side, many further applications of
the developed mean-field approach are obvious. Clearly,
a plethora of regular and irregular geometries and spin-
spin interactions can be tackled. Moreover, one can also
include external time dependencies. This will require to
refrain from using time translational invariance in the ac-
tual computations. Similarly, one can envisage studying
systems where the parameters such as the density of spins
and their interactions vary in space. Combining time and
space dependence, phenomena of spin diffusion should be
tractable. An intriguing long-term vision consists in the
consideration of spin systems at finite temperature simi-
lar to previous studies [48, 49].
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assumed initial disordered spin state reflecting infinite
temperature, we consider the second moment. It is given
by

vα1,Γ(0) =: V
α
1,Γ(0)V

α
1,Γ(0) (31a)

=
1

4

∑
p/∈Γ

J2
1p > 0, (31b)

where 1 is the index of the central spin and Γ is the
currently considered cluster. Next, we extend the cluster
by an additional spin with index k according to

Γ → Γ′ = Γ ∪ {k}. (32)

The optimum choice of k is the one that minimizes this
second moment. Minimizing vα1,Γ′(0) with respect to k
corresponds to maximizing the difference

∆α
ΓΓ′ =: vα1,Γ(0)− vα1,Γ′(0) =

1

4
J2
1k > 0. (33)

Hence, the spins to be added to the cluster should be de-
termined from searching the maximum modulus of cou-
plings to the central spin. This does not need to be done
iteratively, but one can simply choose the N − 1 spins
which are most strongly coupled to the central spin. This
is the central-spin-based strategy.

B. Cluster-based strategy

An alternative approach aims at minimizing all mean
fields of the cluster simultaneously. To this end, we con-
sider the sum of the second moments

vαΓ(0) =:
∑
i,j∈Γ

V α
i,Γ(0)V

α
j,Γ(0) (34)

=
1

4

∑
i,j∈Γ

∑
p,q/∈Γ

JipJjp. (35)

If the couplings are positive, minimizing vαΓ′(0) with re-
spect to the added spin k means maximizing the differ-
ence

∆α
ΓΓ′ := vαΓ(0)− vαΓ′(0) (36a)

=
1

4

∑
i,j∈Γ

JikJjk =

(
1

2

∑
i∈Γ

Jik

)2

> 0. (36b)

Thus, the next spin to be added can be determined from
searching the maximum of the modulus of the linear sum
of the couplings to all spins in the cluster Γ. In the ex-
perimental scenario in Sec. IV, however, the couplings
become negative for half of the orientations of the dis-
tance vector. Therefore, contributions of different spins
sometimes cancel one another in the linear sum of the
couplings so that this sum is not a good measure for the
actual “importance” of a spin to the cluster. For this rea-
son, we recommend to maximize the linear sum of the

moduli of the couplings instead. From our experience,
this results in more appropriate clusters.

The results stemming from the two strategies are
shown and compared in Appendix IX. Altogether, we
find slight advantages for the cluster-based strategy.

VII. MAPPING OF OUT-OF-CLUSTER
CORRELATIONS TO IN-CLUSTER

CORRELATIONS

In this appendix, we discuss the identification of out-of-
cluster correlations with in-cluster correlations which is
needed to close the self-consistency problem in Eq. (17).

A. Inhomogeneous systems

For the inhomogeneous system, we introduce the cor-
relation replica approximation CRA which approximates
correlations outside the cluster by correlations inside the
cluster. For this purpose, the correlations are classified
according to their short-time behavior as derived here.
We consider the general correlation

gγρpq (t) =: ⟨Sγ
p(t)S

ρ
q(0)⟩, (37)

in the isotropic Heisenberg model with S = 1
2 defined by

the Hamiltonian

H =
1

2

∑
i̸=j,α

JijS
α
i S

α
j , (38)

with arbitrary, but fixed couplings Jij . At t = 0, the
correlation is given by

gγρpq (0) =
1

4
δγρδpq. (39)

This result already provides important information for
finding correlation replicas: autocorrelations take their
maximum value at t = 0 given by 1

4 while pair correla-
tions vanish. Therefore, the most important characteris-
tic is whether p and q are equal or not. The first temporal
derivative

dgγρpq
dt

(0) = 0 (40)

vanishes for all p, q and does not provide helpful infor-
mation. The second derivative reads

d2gγρpq
dt2

(0) = −⟨
[
H,
[
H,Sγ

p

]]
(t)Sρ

q(0)⟩ (41a)

= ⟨
[
H,Sγ

p

]
(t)
[
H,Sρ

q

]
(0)⟩. (41b)

The commutator with the Hamiltonian yields[
H,Sγ

p

]
= i

∑
i,i̸=p

∑
αβ

Jpiϵ
αγβSα

i S
β
p (42a)
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which we insert in (41b) to obtain

d2gγρpq
dt2

(0) = −δγρ
8

δpq
∑
q ̸=p

J2
pq +

δγρ
8

(1− δpq)J
2
pq. (43)

The prefactor δγρ implies that the second derivative con-
tributes only for γ = ρ. Here this is no caveat because
any correlation with γ ̸= ρ vanishes in the isotropic
Heisenberg model at infinite temperature. For other
models, this point might be worth reconsidering. Here,
we can simply reduce the crucial quantities to

sp =:
∑
q ̸=p

J2
pq (44)

for the autocorrelations and to J2
pq for pair correlations

with p ̸= q. Thus, we assess the similarity of correla-
tions on the basis of the similarity of sp for autocorre-
lations and on the basis of the similarity of J2

pq for pair
correlations. We use these characteristics also for the
anisotropic model in Sect. IV.

B. Regular lattice systems

For regular systems with translational invariance, the
mapping of the correlations in Eq. (17) is much easier.
We discuss a systematic mapping restricting ourselves to
Bravais lattices. The extension to crystal lattice with
several atoms in the unit cell is straightforward.

Each site of the lattice is completely equivalent. Hence,
all autocorrelations and all pair correlations with the
same distance vector r⃗pq are equal. CspinDMFT breaks
the translational symmetry by singling out the cluster.
So the contribution of the mean fields varies from site to
site in Γ and so do the correlation functions. This leads
to ambiguities in finding the correlation replicas: for in-
stance, the autocorrelation in the lattice can be repre-
sented by NΓ different autocorrelations in Γ which need
not be exactly the same. Here NΓ is the number of sites
in the cluster.

A good way to deal with the ambiguity is to approx-
imate the unknown out-of-cluster correlation with the
distance vector r⃗kl by the average of all in-cluster cor-
relations with the same distance vectors

⟨Sα
p (t)S

β
q (0)⟩ ≈

1

Nkl

∑
k,l∈Γ,
r⃗kl=r⃗pq

⟨Sα
k (t)S

β
l (0)⟩. (45)

The sum runs over all index pairs k, l with r⃗kl = r⃗pq,
that is, all Nkl correlation replicas within the cluster Γ.
Then, the coupling tensor in Eq. (21) reads(

JCRav
ij,kl

)2
=

1

Nkl

∑
p,q/∈Γ,
r⃗pq=r⃗kl

JipJjq, (46)

where CRav stands for correlation replica average.

There are other options as well, for instance using the
correlations involving the central spin because one may
expect that the dynamics of this spin is captured best.
Our checks revealed that this alternative affects the spin
dynamics hardly because (i) the correlations in Γ with
the same r⃗kl do not differ much and (ii) because the final
results are not very sensitive to small variations in the
temporal behavior of the mean fields.

VIII. NUMERICAL DETAILS

Here we discuss several aspects of the numerical imple-
mentation and point out technical issues and how they
can be dealt with.

A. Implementation and numerical resources

The implementation of the self-consistency problem is
close to that of spinDMFT which is why we refer to the
corresponding section in Ref. [33]. Clearly, the numerical
effort for CspinDMFT is significantly larger in several
steps. First, the dimension of the covariance matrix built
from the second moments of the mean fields becomes
larger by the factor NΓ because each site in the cluster
has its own mean field. Second, the computation of the
quantum expectation values is more demanding since the
dimension of the Hilbert space is (2S+1)NΓ in the cluster
instead of only 2S + 1. Third, one has to compute N2

Γ
times more spin-spin correlations in each iteration step to
close the self-consistency. This factor can be reduced to
NΓ(NΓ+1)/2 by making use of time-reversal invariance.
Fortunately, we still observe a fast convergence of the
self-consistency iteration for CspinDMFT within only 3-
5 steps. For typical numerical parameters, cluster sizes
up to NΓ = 6 require moderate numerical resources, e.g.,
the run time is ≈ 50 core hours.

Finally, we emphasize the strong advantage of employ-
ing commutator-free exponential time (CFET) propaga-
tion to compute time evolution operators [50]. Especially
in the considered inhomogeneous systems, spatially close
spins are strongly coupled and thus display fast oscilla-
tions. Counterintuitively, these oscillations need not be
resolved by fine time steps when using CFET propagation
because the dynamics induced by the time-independent
part of the Hamiltonian is captured exactly. Only the
oscillations in the time-dependent mean fields have to be
resolved to prevent numerical errors stemming from too
coarse time discretization.

B. Definiteness of the covariance matrix

The substitution of quantum operators by classical
Gaussian variables entails a numerical subtlety. To be
able to interpret the quantum expectation values as ma-
trix elements of a covariance matrix, symmetry and pos-
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itive semi-definiteness are necessary. Due to the consid-
ered infinite temperature, symmetry

⟨Vα
i (t)V

β
j (0)⟩ = ⟨Vβ

j (0)V
α
i (t)⟩ (47)

is always ensured. Positive semi-definiteness can be ver-
ified by summing the mean-field correlations with arbi-
trary real-valued coefficients λ over all occurring indices
according to∑

i,j,αβ,t,t′

⟨Vα
i (t)V

β
j (t

′)⟩λi,α,tλj,β,t′
!
≥ 0, (48)

where the time is also discretized so that the sum is well-
defined. Re-writing this expression as∑

i,j,αβ,t,t′

⟨Vα
i (t)V

β
j (t

′)⟩λi,α,tλj,β,t′

=
〈(∑

i,α,t

Vα
i (t)λi,α,t

)2〉
≥ 0

(49)

its non-negativity is obvious. Note that the basis for this
conclusion is that the covariance is indeed a product of
the two independent environment operators.

But employing an approximation to the right hand side
of Eq. (17b) such as the CRA leading to Eq. (22) or
Eq. (46) one realizes that this is no longer the case be-
cause coupling tensor JCRA

ij,kl cannot be split into the prod-
uct of two independent sums over k and l, see Eq. (21).
Thus, the non-negativity of the approximate covariance
matrix cannot and is not guaranteed.
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FIG. 9. Exemplary results for a set of spin positions with
noticeable violation of the positive semi-definiteness of the
approximated covariance matrix in the numerical simulation,
r ≈ 0.12 for the effective dipolar Hamiltonian (3) in the
doubly-rotating frame. The cluster size is NΓ = 6.

One way to quantify the violation of positive semi-
definiteness due to the CRA is to measure the ratio of the
sum of all negative eigenvalues of the covariance matrix

over the sum of all positive eigenvalues µi, i.e.,

r =

∑
µi<0 |µi|∑
µi>0 µi

. (50)

For the eigenvalues of the matrix with matrix elements∑
k,l∈Γ

(
JCRA
ij,kl

)2
we find r ≈ 0.6 which seems to indi-

cate a strong violation of positive definiteness. But the
relevant covariance matrix includes the spin-spin corre-
lations, see Eq. (21). The inclusion of these correlations
reduces r considerably. Thus, one can set the remaining
negative eigenvalues to zero so that the resulting matrix
can be taken as covariance matrix of a normal distribu-
tion.

To assess the influence of this truncation in the numer-
ical simulations, we track r in the final iteration step to
check whether the truncation is justified and the obtained
results are reliable. From our experience, the violations
of positive semi-definiteness become relevant only in the
inhomogeneous systems. Here, the violations are some-
times r ⪆ 0.1; we observed this in one out of 90 random
sets of the spin positions. For all practical purposes, this
is still tolerable. To show this, we exemplarily compare
the results for a random set of positions with r ≈ 0.1,
where we (a) truncate all negative eigenvalues to zero
and (b) replace all negative eigenvalues by their absolute
value. Fig. 9 depicts both results and the differences are
still extremely small for the central spin (spin 1). For the
outermost spin of the cluster (spin 6), the differences are
larger. This is not surprising since the truncation affects
the mean fields in the first place which are stronger for
the spins at the border of the cluster. For violations far
beyond r ≈ 0.1 the obtained data might not be reliable,
but we did not observe such cases.

C. Numerical error sources

Several numerical errors emerge in the numerical eval-
uation of the self-consistency problem. As in the orig-
inal spinDMFT [33], we have a statistical error due
to the Monte-Carlo sampling, an error from the time-
discretization as well as a self-consistency error resulting
from terminating after a small number of the iterations.

The statistical error of a spin correlation gαβij (t) is given
by

σ
(
gαβij (t)

)
=

1√
M

σ
(
gαβij

(
t, V⃗
))

(51)

where M is the sample size and V⃗ stands for a sin-
gle mean-field sample. We conservatively estimate the
single-sample standard deviation by

σ
(
gαβij

(
t, V⃗
))

=
1

4
√
3

(52)

in accordance with the results in Ref. 33. Current numer-
ical simulations indicate, that this value becomes smaller
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if the cluster size is increased. Harnessing this effect can
considerably improve the performance.

The error from the time-discretization is difficult to
analyze because it strongly depends on the considered
system and geometry. To compute time-evolution oper-
ators, we use CFETs of order 2 and integrate with the
trapezoidal rule which typically makes the error scale as
δt2 where δt is the (equidistant) step width. This scaling
cannot be used for an estimate of the accuracy of the
discretization. Hence, we choose the simple strategy to
compute the deviation between two different discretiza-
tions. If the deviation is not sufficiently small, the dis-
cretization has to be made finer.

Analogous to spinDMFT, the self-consistency problem
is solved by iteration. We make some initial guess for the
mean-field moments, compute the spin autocorrelations
by Monte-Carlo simulation and, subsequently, update
the mean-field moments via the self-consistent equations.
This procedure is repeated until the results have suffi-
ciently converged. One way to measure the convergence
is to compute the time-averaged deviations between the
current (n) and the previous iteration step (n − 1) ac-
cording to

∆Iαβij (n) =
1

L+ 1

L∑
l=0

|gαβij,(n)(lδt)− gαβij,(n−1)(lδt)| (53)

where L is the number of time steps. The largest
∆Iαβij (n) can then be compared to some preset tolerance
to decide whether the iteration can be terminated. In
this case, the iteration error can be estimated by the tol-
erance. The tolerance is chosen such that the iteration
error does not exceed the statistical error.

For best efficiency, the numerical parameters should
be chosen such that all error sources are of the same
magnitude. Throughout this article, the numerical error
of any shown correlation is 1% or less of the theoretical
maximum value 0.25.

IX. CONVERGENCE OF CspinDMFT

Here we illustrate that the proposed extended mean-
field approach converges for increasing cluster size. This
fact corroborates the justification of CspinDMFT. We
consider the regular triangular lattice with an isotropic
spin Hamiltonian first and, subsequently, inhomogeneous
spin ensembles with random spin positions.

On the triangular lattice we choose couplings with a
power-law dependence like dipolar couplings

Jij =
r30J0,tri

r3ij
=

(√
3

2

) 3
2
a3J0,tri

r3ij
, (54)

where r0 is defined via the spin density n0 = 1/r20 and a is
the lattice constant. The number NΓ of spins in the clus-
ter is increased successively according to the numbering

in panel (b) of Fig. 10. The energy constant J0,tri sets
the energy scale. For each NΓ, we compute the coupling
tensor (22) and solve the self-consistent equations by it-
eration. Due to the isotropy of the considered model, all
off-diagonal correlations vanish while all diagonal corre-
lations are equal

⟨Sα
k (t)S

β
l (0)⟩ = 0 ∀α ̸= β, (55a)

⟨Sx
k(t)S

x
l (0)⟩ = ⟨Sy

k(t)S
y
l (0)⟩ = ⟨Sz

k(t)S
z
l (0)⟩. (55b)

The obtained results for the autocorrelation of the cen-
tral spin are shown in Fig. 10 in panel (a) as function of
time. Generally, the curves do not vary much with the
cluster size. This is expected, since the effective coor-
dination number of the triangular lattice z defined in
Eq. (10) is fairly large, z ≈ 19.1 [33], so that spinDMFT
represents already a good approximation. At t ≈ 2/J0, a
low maximum appears which grows upon increasing the
cluster size, see also inset of panel (a). Its growth stops
at NΓ = 7 indicating that it is important to include all
nearest neighbors of the central spin in the cluster as one
may have expected a priori. The deviations of the results
between NΓ = 7, 8, and 9 are very small and only slightly
above the expected numerical errors resulting from the
time discretization. Hence, at cluster sizes beyond the
size of the cluster including the nearest neighbors, the ad-
vocated CspinDMFT constitutes a considerable improve-
ment over spinDMFT for lattices. It converges well with
the cluster size.

The main goal of this article is to access the spin dy-
namics in inhomogeneous systems. As pointed out in
the Introduction I, spinDMFT fails for inhomogeneous
system since it does not capture any aspect of the in-
homogeneity beyond a global energy scale. Moreover,
the effective coordination number tends to be small in
random systems. Thus, we address the convergence of
CspinDMFT for an inhomogeneous systems next. We
consider spins at randomly drawn positions in two di-
mensions. For simplicity, the spins are coupled according
to the isotropic Heisenberg Hamiltonian (11) with

Jij =
r30J0,inh

r3ij
, (56)

where r0 is defined via the spin density n0 = 1/r20. It
is expected that the environment and hence the spin
dynamics varies strongly from spin to spin. As a con-
sequence, the autocorrelations depend strongly on the
drawn set of spin positions. To capture this aspect, we
study two different sets of spin positions: one where the
central spin is only weakly coupled to its environment
and one where it is strongly coupled. The results ob-
tained by CspinDMFT are shown in Figs. 11 and 12. We
also compare the influence of the two strategies to define
the cluster introduced in Appendix VI.

Our first observation is that the correlations still de-
viate quite noticably when passing from two over three



17

to four spins in the cluster. Hence, one should not ex-
pect reliable results for NΓ < 4. For NΓ ≥ 4, the general
features of the curves, i.e., the time scale of the initial
decay and the period of the dominant oscillation do no
longer change in the displayed data. The remaining dif-
ferences are small and concern only certain quantitative
details such as the height of secondary extrema. Both the
central-spin-based strategy (see upper rows of panels) as
well as the cluster-based strategy (see lower rows of pan-
els) show sufficient convergence for NΓ ≥ 4. Inspecting
the cluster shown Fig. 11(d), one can doubt the conver-
gence of the cluster-based strategy because the cluster
does not seem to be centered around the central spin.
One spots at least three other close neighbors that are
ignored in this choice of the cluster. But inspection of
the results of the alternative strategy in panel (a) clar-
ifies that an explicit quantum-mechanical treatment of
these spins (4, 5, and 6) has no large effect on the auto-
correlation of the central spin. In addition, the computed
autocorrelations displayed in Fig. 11 (c) show very good
convergence corroborating this choice of the cluster.

The convergence of the autocorrelation of the central
spin with a stronger coupled environment depicted in
Fig. 12 is also good except for the outlier at NΓ = 8

in panel (a). The occurrence of this outlier can be un-
derstood by inspecting the geometry and the clusters in
panel (b). Spin 8 has an extremely close neighbor which
is not included in the cluster. Including spin 8 in the
cluster, but treating its strongly coupled neighbor only
on the the mean-field level implies to cut a spin dimer
which is obviously not justified.

We conclude, that a good choice of the cluster needs
to include at least NΓ = 4 spins. In addition, it is ad-
vantageous if the couplings between in-cluster spins and
out-of-cluster spins are rather weak. It is difficult to pro-
vide compelling evidence to rank the two strategies for
the choice of cluster because of the strong fluctuations in
inhomogeneous systems. But the observation that cut-
ting strong couplings between spins inside and outside
the cluster is detrimental leads us to conclude that the
cluster-based strategy provides better performing clus-
ters than the central-spin-based strategy. For the deci-
sion to include or to exclude an additional spin in the
cluster the cluster-based strategy considers the couplings
of this spin to all spin in the cluster so that “cut” dimers
tend to be avoided. In contrast, the central-spin-based
strategy is blind to any couplings but to the ones to the
central spin.
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FIG. 10. (a) Spin-spin autocorrelations in CspinDMFT on the triangular lattice at infinite temperature for various cluster sizes
NΓ according to the numbering in panel (b); NΓ = 1 refers to spinDMFT. Beyond the relatively large jump from NΓ = 6 to
NΓ = 7 the deviations are barely visible. (b) Triangular lattice and sequence of the spins included in the cluster Γ.
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FIG. 11. (a) Spin-spin autocorrelations in CspinDMFT of an inhomogeneous spin ensemble with isotropic couplings at infinite
temperature for various cluster sizes NΓ according to the numbering in panel (b); NΓ = 1 refers to spinDMFT. Here, a central
spin is considered which is coupled rather weakly to its environment. The cluster was determined using the central-spin-based
strategy VI A. (b) Spin positions and numbering of the spins in the considered clusters. (c) Same as in (a) using the cluster-
based strategy VI B. (d) Same as (b) based on the cluster-based strategy VI B.
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FIG. 12. Same as in Fig. 11, but here for a central spin which is coupled rather strongly to its environment. Note the spin
dimer in the blue circle.
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