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ABSTRACT

In a spoofing attack, an attacker impersonates a legitimate
user to access or tamper with data intended for or produced by
the legitimate user. In wireless communication systems, these
attacks may be detected by relying on features of the channel
and transmitter radios. In this context, a popular approach
is to exploit the dependence of the received signal strength
(RSS) at multiple receivers or access points with respect to
the spatial location of the transmitter. Existing schemes rely
on long-term estimates, which makes it difficult to distinguish
spoofing from movement of a legitimate user. This limitation
is here addressed by means of a deep neural network that im-
plicitly learns the distribution of pairs of short-term RSS vec-
tor estimates. The adopted network architecture imposes the
invariance to permutations of the input (commutativity) that
the decision problem exhibits. The merits of the proposed
algorithm are corroborated on a data set that we collected.

Index Terms— Spoofing attack, wireless networks, deep
learning.

1. INTRODUCTION

The pervasive presence of wireless communications in virtu-
ally all human activities has spurred the proliferation of tech-
niques that seek to illicitly obtain private data, compromise
the uptime of remote services, or impersonate other users [1—
4]. Spoofing attacks, which pursue the latter goal, are espe-
cially problematic since they endow the attacker with the ca-
pacity to access and modify data intended for or produced by
a legitimate user. Detecting this kind of attacks is therefore of
paramount importance to guarantee data security.

To hinder the ability of an attacker to impersonate a le-
gitimate user, cryptographic techniques are employed in var-
ious communication layers, from the medium access control
(MAC) layer to the application layer. However, these security
barriers are readily bypassed by an attacker with the user cre-
dentials. For this reason, many techniques to detect spoofing
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attacks in the physical layer have been developed, typically
by exploiting physical layer characteristics that are specific to
the transmitter, such as carrier frequency offset (CFO), or fea-
tures of the channel, such as received signal strength (RSS)
or Angle of Arrival (AoA). These spoofing detection tech-
niques generally match observed features to previously col-
lected ones for a given legitimate transmitter.

More specifically, imperfections such as CFO, I/Q offset,
and I/Q imbalance, which uniquely characterize the analog
hardware of transmitters, have been used to verify user iden-
tity in [5-8]. Unfortunately, these techniques need knowledge
of the communication protocol of the transmitter and may fail
under changes in the environment; e.g. in temperature [6].
These limitations have been partially alleviated in [9-11],
which employ AoA and TDoA features, and in [12], where
a neural network is trained on signal-to-noise ratio (SNR)
traces obtained in the sector level sweep process in mm-Wave
60 GHz IEEE 802.11ad Networks. However, they still require
synchronization and/or knowledge of the communication pro-
tocol.

In comparison, RSS-based techniques do not need to
know protocols or decode signals, which greatly enhances
their generality and applicability for spoofing detection [13—
17]. The most common technique in this context is to ap-
ply K-means to RSS measurements collected by multiple
receivers [13, 18, 19]. The idea is to leverage the dependence
of RSS signatures on the location of the transmitter (and po-
tential attacker) to declare an attack iff transmissions with the
same user ID (as provided by higher communication layers)
are determined to be originated at different locations. Un-
fortunately, this means that attacks are declared even when
a legitimate user transmits from different locations because
it moves. Thus, to satisfactorily tell spoofing from motion,
one needs to employ a higher-level algorithm that utilizes the
decisions of the aforementioned low-level RSS-based detec-
tors for multiple pairs of transmissions. To see the intuition,
suppose for example that one transmission is received from
point A, then B, then C, and then D, where all these spa-
tial locations are declared to be different by the low-level
algorithm. This suggests that the user is moving. In turn,
if the low-level algorithm determines that A=C and B=D,
then it is most likely that the legitimate user is at A and an



attacker at B or vice versa. Unfortunately, such (low-level)
algorithms necessitate accurate RSS measurements, which in
turn require long averaging time intervals. This limits their
time resolution and, therefore, their usage by higher-level
algorithms to distinguish spoofing from movement.

This observation calls for RSS-based approaches capable
of effectively solving the aforementioned low-level decision
problem with RSS estimates that average just a small number
of received samples. To understand the challenge, recall that
RSS is generally estimated by averaging the squared magni-
tude of samples of the received signal. For a large number
of samples, these estimates converge to the actual RSS. Un-
like existing works, which generally assume converged RSS
estimates, a method with high temporal resolution must rely
on short-term averages, which randomly fluctuate around the
true RSS. Developing such a method is the main contribution
of the present paper. To this end, the distribution of such noisy
RSS estimates is implicitly learned in a data-driven fashion
using a deep neural network (DNN). The adopted architecture
abides by the commutative nature of the decision problem.
The data collection process just involves recording a small
number of samples corresponding to a few tens of different
transmitter locations. The high accuracy of the proposed al-
gorithm is evaluated on a data set of real measurements that
we collected as part of this research work.

2. MODEL AND PROBLEM FORMULATION

Let X C R? index the spatial region of interest, where all
transmitters, both legitimate users and attackers, are located.
A transmitter at a fixed position x € X transmits a signal
whose complex baseband equivalent version is s(t), where
t denotes time. This signal, modeled as an unknown wide-
sense stationary stochastic process, is received by N static
receivers, which may be, e.g., access points or base stations.
After downconversion, the signal at the n-th receiver reads as

ro(@,t) = hy(x, t) * s(t) + 2,(1), (1

where * denotes convolution, h,(x, t) is the unknown deter-
ministic impulse response of the bandpass equivalent channel
between location « and the n-th receiver, and z,,(t) is noise.
As usual, z,(¢) is assumed wide-sense stationary and uncor-
related with s(¢), which implies that the mean-square magni-
tude of r,,(x, t) is independent on ¢. Thus, one can define the
RSS of signal plus noise as

fn(z) = 1010g101[-3|rn(:13,t)|27 2)

where E denotes expectation. To estimate f,(x), the n-th
receiver averages the square magnitude of K samples of
ro(x, t), that is:

K-1

fo(m) :=10l0g,g > [ra(x, kT)[?, 3)

k=0

where T is the sampling interval. If r,, (x, kT) is ergodic for
each z, as typically assumed, it follows that f n(x) converges
to fn(x) when K — co.

A fusion center or central controller forms the RSS vector
estimate f(z) := [fo(x),..., fn_1(x)]T by gathering these
N RSS estimates. It is assumed that the position « of the
transmitter does not change significantly during the process
of acquiring and collecting these estimates, which is a mild
assumption if K is small, as considered here.

With this notation, one can readily formulate the problem
as follows. Suppose that an RSS vector estimate is obtained
for two transmissions and let 1,22 € X denote the (po-
tentially equal) locations where the transmissions have been
originated. Given f(21) and f(2), the problem is to decide
between the following hypotheses:
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To assist in this task, a data set of feature vectors { (V) (z,,),
m=0...M—1,i=0,...,I — 1} is given, where x,,, #
@ for all m # m’ and { £ (z,,)} 2+ denote I estimates

of f(xm) = [fo(Tm), -, Fn_1(xm)]".

3. DNN-BASED SPOOFING DETECTOR

This section describes the architecture and training process of
the proposed detector.

3.1. Data Set

As indicated in Sec. 2, the given data set comprises vectors
of the form £ (z,,,). To train a DNN-based detector, a data
set of pairs of such vectors needs to be constructed with both
pairs that correspond to the same transmitter location and with
pairs that correspond to different transmitter locations. If one
wishes to minimize the probability of error, as described later,
it is desirable that the resulting data set contains the same
number P of pairs from each of these categories. The pro-
cedure is formally described next.

First, forp =0, ..., P—1, draw m,, uniformly at random
from {0, ..., M —1} and draw i, and i,, uniformly at random
without replacement (i.e. no replacement for each p) from
{0,...,I —1}. Then, form

D = {(}‘(ip)(xmp)v .}.(i;’)(wmp))a
p=0,...,P—1} CRY xRV

Similarly, for p = 0,..., P — 1, draw m,, and m;, uni-
formly at random without replacement (again for each p) from
{0,...,M — 1} and draw i, and i, uniformly at random
without replacement (i.e. no replacement for each p) from



{0,...,I —1}. Then, form

Dy == {(F) (2
p=0,.

) f( )(mm’))
P—1} cRY xRV,

3.2. Architecture

A detector (or binary classifier) is a function d : RV x RN —
{Ho,H1} that returns a hypothesis for each input (f, ).
In the signal processing terminology, such a detector is con-
structed by setting d(f, f') = Hy iff G(f, f') exceeds a cer-
tain threshold, where G : RY x RN — R is termed detection
statistic. The probability of error is minimized when

Gl A R A
P[Ho| f, £ —P[H|F, 1T
and the threshold is 0 [20, Sec. 3.7]. Satisfying (5) is not gen-
erally possible using a finite data set, but a function G(f, f’)
can be learned to approximately satisfy (5), as described in
Sec. 3.3. The threshold to be used with the learned function
will still be 0.

Observe that, if one implements G directly as a DNN G,,,
where w is the vector of parameters such as weights and off-
sets, it will generally happen that G, (f, f') # Gw (', f),
which is inconsistent with the symmetry of (4). Thus, the
proposed approach is instead to use a DNN to implement an
auxiliary function G, and then set

!/
G ) = Gell V4G
It can be easily seen that Gw(f, f’) = Gw(f’, }') and that
the 2 in the denominator (6) can be absorbed into Gy, (}’, j" ).

Function G, will be implemented as a composition of
more fundamental functions called layers. The following is
a description of the layers used in our experiments, but other
possibilities can be considered. The first layer Gy (f, f') is
non-trainable and complements the input with N linear fea-
tures to facilitate learning:

G(f,5") =

&)

w(f'. F)

6)
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The subsequent 3 (hidden) layers are fully connected with
leaky ReLU activations and 512 neurons [21]. Finally, the
output layer is also fully connected and has a single neuron
with a linear activation.

3.3. Training

From (5), it follows that

where o denotes the so-called sigmoid function. Given the
way the data set was constructed, it follows that the log-
likelihood of w is given by

Lw; D D)= 3 log(l - o(Gu(F, )
(f.F)€D;

+ ) log(a(Guw(F, F))

(£.F")EDa

(€))

Following standard practice, a local minimum of the loss
function —L(w; Ds, Dy) can be efficiently approximated us-
ing stochastic gradient descent [21].

To avoid overfitting, a common technique is to apply an
early-stopping approach, where optimization is halted when
the validation accuracy stops increasing. To this end, the
given M transmitter locations are split into M, locations for
training and My, := M — M locations for validation. From
the first, 2P, pairs are constructed as explained in Sec. 3.1
and substituted in (9) to obtain the training loss. On the other
hand, 2Py, pairs are obtained from the M, validation lo-
cations to obtain the validation accuracy, i.e., the number of
validation pairs successfully classified.

It was observed that an ¢; regularizer on the weights of
the first trainable layer improves learning, likely because the
variability across space of some features is too chaotic and,
thus, not informative. Hence, promoting sparsity in this layer
encourages the DNN to select the most informative features.

4. EXPERIMENTS

This section empirically validates the proposed algorithm us-
ing real data. A link to the code and data set is provided on the
first page. Data collection took place in a room of the Univer-
sity of California, San Diego, as depicted in Fig. 1. A trans-
mitter was sequentially placed at 52 locations. For the sake of
reproducibility, the transmitted signal s(¢) is a 5 MHz sinu-
soid at a carrier frequency of 2.3 GHz. For every transmitter,
four receivers with four antennas each record 4888 samples of
the received signal. Thus, NV can be set between 1 and 4-4=16.
The proposed DNN-based classifier (DNNC) is compared
with three benchmarks. The first two, termed distance-based
classifiers (DBCs), decide #, iff || f — f'||, > -, where ¢ is 2
for DBC(/3) and 1 for DBC(¢1). The threshold ~y is adjusted
to maximize the accuracy over the training pairs. Along the
lines of [13, 14], the third benchmark is a K-means classi-
fier that clusters the training vectors f ) (z,,) into C clus-
ters. Then it applies the same rule as DBC(¢3) over the two
feature vectors that respectively result from collecting the C'
Euclidean distances from the given f and f " to all centroids.
The performance metric is the accuracy measured on a test
data set constructed as described in Sec. 3.1 with the 52 —
M locations that are not used for training. The accuracy of
each algorithm is averaged using Monte Carlo simulation over
the choice of the M training locations among all 52 available
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Fig. 1: Plan of the measurement room with outer walls (solid
blue), and tables (grey). Locations of transmitters (blue star)
and receivers (red cross) are indicated.
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Fig. 2: Accuracy vs. number of training positions M for the
proposed algorithm (DNNC) and the competing algorithms
(K =16, N =16, Py = 1250, Py, = 150, My = 0.8M,
C =15).

locations. The vector of parameters w of DNNC is randomly
initialized at every Monte Carlo iteration.

The first experiment investigates the number M of train-
ing locations that need to be collected to attain a reasonable
accuracy. Fig. 2 compares the accuracy of DNNC as a func-
tion of M with the benchmarks. It is observed that (i) the
accuracy of DNNC is very high with just 45 locations, (ii)
DNNC learns much more than the benchmarks with new data.
The horizontal axis begins at M/ = 10 because DNNC needs
to split the given M positions into both training and validation
positions and, therefore, using M < 10 results in very noisy
estimates of the training and validation losses; cf. [22, Ch. 2].

The second experiment assesses the influence of the num-
ber of features on the performance of DNNC. In this data set,
the first 4 features correspond to the first receiver, the second
4 features to the second receiver, and so on. Fig. 3 shows
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Fig. 3: Accuracy vs. number of features N for the proposed
algorithm (DNNC) and the competing algorithms (K = 16,
Py = 1250, Py, = 150, M = 40, M = 0.8M, C' = 15).

that two features already result in a very high accuracy for
DNNC. Remarkably, this effect can be seen to be milder when
the two selected features are obtained by different receivers,
which suggests that there is more information in the joint dis-
tribution of the RSS estimates obtained by nearly-located an-
tennas than in those obtained by distant antennas. One may
ascribe this phenomenon to the fact that the latter are “less
synchronized” than the former.

Finally, it is worth observed that in both experiments, the
value of samples used by the RSS estimator in (3) is just
K = 16, which demonstrates that DNNC meets the goal of
providing a high temporal resolution. Further experiments
omitted here due to lack of space show that the accuracy of the
benchmarks decreases more abruptly than the one of DNNC
if K is reduced below 16.

5. CONCLUSIONS AND DISCUSSION

This paper presented an algorithm that learns to distinguish
whether two RSS feature vectors correspond to the same
transmitter location or to a different transmitter location. The
low number of samples required by this algorithm renders it
suitable to construct a spoofing detector that can distinguish
spoofing attacks from motion of a legitimate user; cf. Sec. 1.
A DNN with an architecture that ensures symmetry in the
decisions was designed and tested. Numerical experiments
with real data corroborate the high accuracy of the proposed
scheme. Future work will target the development of a high-
level algorithm that relies on the decisions of the proposed
scheme to attain robustness to user movement.

It is worth emphasizing that the collection of the data set
entails small effort, since the locations of the training points
x,, need not be measured. It suffices to ensure that x,, #
&, for all m # m. The measurements can be collected by
a technician or recording signals in a time interval where no
attacks are known (by some other means) to be taking place.
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