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Abstract

We consider the sampling problem from a composite distribution whose potential (negative
log density) is diy fi(wi) + 3270, 95(y;) + 300y 2oy 7i/2nl| i — y;]|3 where each of a; and
y; is in R, f1, fos- ..y fnrG1,G2, - - ., gm are strongly convex functions, and {0:;} encodes a
network structure. Building on the Gibbs sampling method, we develop an efficient sampling
framework for this problem when the network is a bipartite graph. More importantly, we
establish a non-asymptotic linear convergence rate for it. This work extends earlier works
that involve only a graph with two nodes Lee et al. (2021). To the best of our knowledge,
our result represents the first non-asymptotic analysis of a Gibbs sampler for structured
log-concave distributions over networks. Our framework can be potentially used to sample
from the distribution oc exp(— 32, fi(z) — 371, g;(2)) in a distributed manner.

1. Introduction

Sampling has been increasingly important in the areas of computer science and Bayesian
inference as it is often the critical element for parameter estimations, simulations, and
numerical approximations. Designing and analysis of sampling for log-concave distributions
whose negative log density is convex have become an active research field since the randomized
convex body volume approximation algorithm proposed by Dyer et al. (1991). Depending
on various structured distributions including non-convex potentials and associated efficient
sampling algorithms, recently a large number of non-asymptotic results are established under
different scenarios, e.g., Langevin Monto Carlo (Dalalyan, 2017; Cheng et al., 2018; Dalalyan
and Riou-Durand, 2018; Li et al., 2021; Zhang et al., 2023), proximal samplers (Lee et al.,
2021; Chen et al., 2022; Gopi et al., 2022; Fan et al., 2023; Altschuler and Chewi, 2023),
lower bounds of convergence rates (Chewi et al., 2022, 2023a,b), etc.

In this work, we establish a linear convergence rate of a Gibbs sampler for the following
unnormalized target distribution o

exp —Zfim)—zgj(yj)—Zzg—j;nxi—yju% . (1)
i=1 7j=1

i— i=1 j=1
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Here, both f; and g; functions are strongly convex (see Section 2.2 for definitions), and z;
and y; represent random variables on vertices on the underlying network. Our formalization
indicates the network considered in this work is a bipartite graph where the two disjoint
sets are expressed as {x;}]"; and {y; };”:1, respectively. In the expression, the parameter o;;
encodes the graph structure, i.e., 0 < 0;; < 1 if there is an edge between vertex x; and vertex
y;. Otherwise, o;; = 0. We also utilize a positive coefficient 7 to control the dependency
between variables.

The structured sampling problem (1) has potential applications in the fields of graphical
models, distributed sampling, federated learning, etc. For instance, the joint distribution over
Hidden Markov models or spanning trees with edge potentials being Gaussian distributions
can be formulated as our target distribution, where 7/5;;1 is the covariance matrix of edge
potential for the edge between vertices x; and y;. Our analysis can be straightforwardly
generalized to the case that the covariance matrix is not diagonal. Other applications
include estimation problems for robotics where the quadratic terms correspond to odometry
measurements and the other terms f;, g; correspond to other measurements, e.g., perception.

In proximal samplers, for a target distribution exp(—h(x)), a Gibbs sampling framework is
utilized to sample from the joint distribution exp(—h(x)—1/2n||x—y]||3). Since the X-marginal
distribution of the joint one is exactly exp(—h(x)), it is sufficient to generate samples from
the joint one efficiently. In brief, as the conditional distribution exp(—h(z) — 1/2p|lz — yol3)
for any given g is a better-conditioned distribution than the target, the proximal sampler
can be proved to have stronger convergence rate under various assumptions on h(z) and
implementations of sampling from the conditional measure (Chen et al., 2022). To improve
the performance of proximal samplers, the key is to efficiently implement the sampler for
conditional distributions, namely, Restricted Gaussian Oracle (RGO) (Lee et al., 2021).
Among recent works in this direction, Gopi et al. (2022); Fan et al. (2023) utilized an
approximate Rejection sampling framework and Altschuler and Chewi (2023) adopted a
well-designed warm start. The proximal samplers achieve state-of-the-art results in a variety
of settings of sampling (Fan et al., 2023; Altschuler and Chewi, 2023). Our target is a
generalization of both proximal samplers and the distributed variable splitting MCMC (Vono
et al., 2022) for large-scale Bayesian inference problems. Similarly, in our case, if n =m =1,
our target (1) given a sufficiently small 1 approximates a lower-dimensional composite
distribution, exp(—f(z) — g(x)). More precisely, we have shown that the distribution of
samples converges in terms of total variation distance (see Section 5 for details).

Due to the structure of our target distribution (1), we adopt Gibbs Sampling in this work as
it can be potentially used to realize a fully distributed algorithm for sampling as in Vono et al.
(2022). In addition to the distributed nature and promising theoretical properties of Gibbs
samplers, another reason to consider Gibbs samplers is the widely-used applications (Daphne
et al., 2009). Analyzing its non-asymptotic behaviors is of great importance but challenging.
A pioneering work that establishes the quantitative convergence rate for general Gibbs
samplers was proposed by Rosenthal (1995) via the drift and minorization conditions. A long
line of works was proposed for the mixing time of Gibbs samplers over graphs. (Hrycej, 1990;
Venugopal and Gogate, 2012; De Sa et al., 2015; Zhang and De Sa, 2019; Vono et al., 2022).
In recent works, Zhang and De Sa (2019) analyzed the measured of a mini-batched Gibbs
sampler measured by the spectral gap (De Sa et al., 2018), which has been used for analyzing
the plain Gibbs sampling (Levin and Peres, 2017). A recently developed class of samplers for
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large-scale graphical models is distributed variable splitting MCMC. Among them, sampling
is performed on an artificial hierarchical Bayesian model akin to the alternating direction
method of multipliers (ADMM) in optimization (Vono et al., 2019; Rendell et al., 2020; Vono
et al., 2020, 2022). To sample from exp(— Y " ; hi(x)), Vono et al. (2022) considers an
augmented distribution exp(— >, hi(x;) — 1/2n|lz; — z||?) and shows the augmented one
approximates the target by a sufficiently small . Hence it is sufficient to sample from the
augmented one with a Gibbs sampler. In Vono et al. (2022), the mixing time measured in
1-Wasserstein and TV distances have been given by Ricci curvature and coupling techniques.
Inspired by the recent progress in proximal sampling, we give the first non-asymptotic analysis
of a Gibbs sampler for (1) by a new strong data-processing inequality on diffusion processes.
Moreover, in  Vono et al. (2022), only the exact implementation of RGO was studied. In
contrast, in Section 3, we discuss the overall mixing time of our algorithm with the inexact
implementations of RGO in Fan et al. (2023).

Section 2 presents basic definitions and notation used throughout the paper. In Section
3, we formally prove the linear convergence rate of a Gibbs sampler for a two-node graph
with a newly-established strong data processing inequality (Cover, 1999). In Section 4, we
generalize the result to distributions over the general bipartite graph. Section 5 gives the
analysis of convergence to the composite distribution exp(—f(x) — g(x)), where we prove
the asymptotic convergence and give a non-asymptotic convergence rate for special cases.
Section 6 presents some concluding remarks and possible extension. Appendices A-D provide
a few useful technical results and missing proofs in the paper.

2. Preliminaries

2.1. Notations

A Gaussian distribution is denoted by N and the notation I represents an identity matrix
whose dimension is clear from the context. Assume 7Y denote the joint distribution
of (X,Y), then the X-marginal distribution is represented by 7%, and the X-conditional
distribution given y is 7X/Y=Y. Moreover, the joint distribution of multivariable X and Y is
XY and similarly, its X-marginal distribution and X-conditional distribution are denoted
by 7% and 7XIY | respectively.

2.2. Sampling Background

We start by introducing strong convexity and smoothness, which are the main assumptions
in this paper. In what follows, we use V f to represent the subgradient of f. A function
f:R? — R is a-strongly convex if and only if f(z) — f(y) > V£ ()" (z — y) + o/2||z — y||3
holds for all x,y € R?. Furthermore, if the strongly convex function f is twice-differentiable,
then o < V2f. A function f : R — R is S-smooth if and only if f(z) — f(y) <
V)T (x —y) + B/2||x — y||3 is true for all z,y € RY. Similarly, for a twice-differentiable
-smooth function f, one has V2f < SI.

Next we introduce the functional inequalities used in this work. A probability distribution
v satisfies logarithmic Sobolev inequality with a positive constant p (in short LSI(p)) if,
for any probability distribution p such than p < v, the Kullback—Leibler (KL) divergence
Dxu,(p||v) = [log £p and Fisher information I(p||v) = [ ||V log £|?u satisfy Dkr(p||v) <
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2—1[)1 (u|lv). A well-known result that connects strongly convexity and logarithmic Sobolev
inequality is that if p is a strongly log-concave density with a constant a, then p satisfies

LSI(c). Moreover, Pinsker’s inequality is TV (u, v) < 1/ 3Dkr(p||v). Here the total variation

between p and v satisfies TV (u, v) = 1/2||up—v/||1. In addtion, we say a distribution v satisfies
Poincaré inequality with a constant p > 0 (in short PI(p)) if for any functions f : R? — R
with Vf € L2(v), Var, (f) < YpE,(|[V£]|3). Tt is well-known that LSI(p) implies PI(p).

3. Improved analysis of Composite Sampling

Assumption 1 Let f(x) be an ay-strongly convex function and g(y) be an agy-strongly
convex function.

We are interested in the sampling problem from target distribution (1). For the sake of
presentation, we start presenting the analysis with the two-node case as the proof of the
bipartite graph is essentially the same as this one. In this case, the target distribution

XY o exp(—f<x> ~9(0) — 5l - yH%) @)

under Assumption 1. Based on the Gibbs sampling framework, our sampling algorithm 1
runs as follows.

Algorithm 1 A Gibbs sampler for a two-node graph

Input: 7XY: the target distribution
2% an initial sample drawn from pg
Output: (2%, y%): samples generated in the k-th iteration
for k< 0,--- ,K do
Step 1: Sample y* ~ 7 o exp(—g(y) — Yznl|lz* — y||3).
Step 2: Sample z* 1 ~ pXIY=" exp(—f(z) — Yonllz — v*|13).
end for

Y| X =z

The critical step in Algorithm 1 is to sample from the conditional distribution, i.e., Step
1 and 2. To analyze these steps, we construct an auxiliary diffusion process to represent the
sampling from conditional distributions in Lemma 4. Note these processes are constructed
merely for analysis. There exist efficient implementations of the RGO; see the discussions at
the end of this section. To understand the dynamics of the diffusion process, we establish a
strong data processing inequality on it by Lemma 2 and Theorem 3. In this way, we are able
to show the sample distribution converges to the target one (2) in terms of KL divergence in
Theorem 5.

Lemma 2 Given an arbitrary diffusion
dZ; = bt(Zt)dt + o dWy,
where Z; € R? and o is a d x d diagonal matriz. Furthermore denote the i-th entry of

o as op; and assume )\? < min, O‘?i. Let py,m be the distributions of Ziy initialized with
Zgy ~ Lo, Lo ~ my respectively. Then we have

0Dk (pue||me) A7
UKL\ At .
pr <5 I(pe|me) (3)
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Proof The proof is based on the Fokker—Planck equation. See the full proof in Appendix
Al |

Lemma 2 is different from the classical result describing the convergence to the stationary
distribution of a Langevin diffusion. In Lemma 2, neither u; nor m needs to be the stationary
distribution; they can both be time-varying. To our best knowledge, only a special case of
it involving simultaneous heat flow (i.e., b;(Z;) = 0) was recently used in a few works (Lee
et al., 2021; Chen et al., 2022).

Theorem 3 (Strong data processing inequality with LSI) Under the condition of
Lemma 2, if we further assume m; satisfies the LSI with a coefficient oy, Yt € [0,T], then

T
Dt (urlmr) < exp<— [ dt)DKLwonm).
0

Proof With the logarithmic Sobolev inequality of 7y and (3), we have

8DKL(MtH7Tt)
ot

Solving the above differential inequality gives

< — A D (pue] | ).

T
Dy (prl|mr) < eXP<—/ A dt>DKL(M0||7T0)-
0
n

Note that Theorem 3 is tight if the elements in o; is the same. This can be seen from
a simple example by(Z;) = —Z;, oy = 21, g = N(1,1) and vy = N(2,1) in Lemma 2.
Lemma 2 is a generalization of Lemma 16 in Vempala and Wibisono (2019) and Lemma
12 in Chen et al. (2022). In Lemma 2, we assume each entry of the diagonal matrix o
can be different. It is worth mentioning that similar results can be established with other
probability divergences. Under the LSI assumption, one can obtain the contraction property
with Rényi divergence (Section A.4 in Chen et al. (2022)). Moreover, similar results still hold
with different assumptions for 7;. For instance, in Appendix C, we show a data processing
inequality with the convexity assumption. We refer the reader to Chen et al. (2022) for a
comprehensive study. Next we show how to construct the diffusion process for a given joint
distribution of two endpoints.

Lemma 4 Define a distribution P(z(-)) over the space of trajectories z(-) € C([0,1];R?) as
follows: P(2(0),2(1)) o< exp(—f(2(0)) — g(2(1)) — 1/2n]|2(0) — 2(1)||?) is the joint distribution
of Zy and Zy, and P(z(-)|2(0), 2(1)) is the process of dZy = \/mdW; conditioning on Zy =
2(0), Z1 = 2(1) (a.k.a., the Brownian bridge). Then P has the diffusion representation

dZ; = nVlog ¢y(Zy)dt + /ndWy,  Zy ~ P(2(0)) (4)
wn the forward direction and

dZ; = —nVlog ¢y(Z;)dt + /ndWy,  Z1 ~ P(2(1)) (5)
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i the backward direction. Here
1
il lBlay

¢i(z) = /eXP[—Q(Z/) D)

bilz) = / expl—f(z) - ;ntrz — a||Z]dz.

Moreover, the marginal distribution of P satisfies P(z(t)) o ¢¢(2(t))e(2(t)).

Proof We show that P(Z.|Zy, Z1), the conditional distribution of (4), coincides with the
Brownian bridge. See the full proof in Appendix A.2. |

In Lemma 4, the forward diffusion (4) only relies on the conditional distribution P(z(1)|z(0)).
It is also worth pointing out that the diffusion process in Lemma 4 is exactly the solution of
the Schrodinger bridge problem. Meanwhile, (6) is the solution of the Schrodinger system,
one way to solve the Schrodinger bridge problem. We refer the reader to Léonard (2014);
Chen et al. (2016, 2021); Pavon et al. (2021); Vargas (2021) for more detailed explanations.
Theorem 5 is the main result for the two-node case. With Theorem 3 and Lemma 4, we have
the linear convergence rate for the Gibbs sampling framework shown as follows.

Theorem 5 (Convergence result with strong-convexity) Denote the distribution of
the k-th samples (z*,y*) by ufy. For the target distribution (2), under Assumption 1,

Dy (1 ||7)

D XY XY < ]
KL(:U’k ||7T )— (1+77af)2k(1+77ag)2k

(7)

Proof In Lemma 4, the forward diffusion process (4) only depends on the the conditional
distribution P(Z(1)|Z(0)), so we can construct the same diffusion process for both (7%, 7Y)
and (piX, pd), ie.,

As %Y o exp(—f(x)—g(y) — ﬁ |z —y||?), we have the explicit expression for the distribution
of Z; by (6)

1

P(z) / expl=0(4) — 3= 12— vlBdy / expl—f(z) - ;muz—xn%]dx. (3)

Under Assumption 1, f(z) is ays-strongly convex and g(y) is a4-strongly convex. Hence, by
Theorem 3.7.b and 3.7.d in Saumard and Wellner (2014), we get P(z;) is strongly log-concave
with a coefficient 1+O:7J;af + 1+n(?9_t)ag. Therefore, P(z) satisfies LSI( 1+O:7J;af + 1+77(C1“9_t)% ). So,
for Step 1 in Algorithm 1, we can employ the strong data processing inequality in Theorem
3, which yields

1
(1 +nag)(1+ nay)

Similarly, for Step 2 in Algorithm 1 we can perform a symmetric analysis, which directly
gives

Dy (p) ||7Y) < Dxr(p | |7) , Vk.

1
. Vk
(14 nay)(1 +nay)

Dir (i |I7) < Dxr (i ||I77)
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Therefore,
1

Dxw(py |I7™) < DKL(Mé(H?TX)(l o) PR (1 F nag)P
g

Lastly according to Lemma 15 we have

1

Dxr(pi " N|m™Y) = Do (pi ||7¥) < DKL(MS(HWX)(1 a5 (1 + )2
g

Our result indicates that the convergence is faster with larger n, which means Gibbs
sampling may have good performance for slightly correlated variables. For more discussion
of the impact of correlated structure on Gibbs sampling, see e.g., Roberts and Sahu (1997).
Notice that our result is still meaningful, even one of f or g is convex. However, if the
strong convexity constants oy and ay both approach 0, i.e., f and g are convex instead of
strongly convex, the convergence fails. Hence we discuss how to relax the strong-convexity
assumption. The strong convexity in Assumption 1 can be relaxed to convexity. Following
similar techniques in section A.3 in Chen et al. (2022), we establish a data processing
inequality with the convexity assumption and thereby convergence rate of the two-node case.

Theorem 6 (Convergence rate with convexity) Denote the distribution of the k-th
samples (x%,y*) by pXY. Assume f and g are convex. For target distribution (2), we have

W3 (i, ©)
Dy (Y [|n¥Y) < =220 2 kon :

Proof See Appendix C for the proof. |

Remark 7 (LSI assumption) The Assumption 1 can be potentially relaxed to LSI con-
ditions. Note that we only need LSI conditions in Theorem 3. However, to establish the
convergence rate, we need to compute the LSI constant for (6), which requires the LSI constant
for the product of two densities that satisfy LSI. To the best of our knowledge, it is an open
problem without assuming stronger conditions. We refer the reader to Villani (2021) for
more discussions.

Next, we consider the mixing time of Algorithm 1 by combining Theorem 5 and the im-
plementation of RGO. For the exact implementation, one can obtain the sampling complexity
of (2) with additional conditions in Assumption 8.

Assumption 8 Assume f and g are smooth with coefficients By and B4, respectively.

Under Assumption 1 and 8, one can employ the rejection sampling framework described in
Section 4.2 in Chen et al. (2022) to have an exact implementation of Step 1 and 2. In short,
for a strongly convex and smooth potential, one can find the minimizer of the potential
and then use rejection sampling with a Gaussian distribution centered at the minimizer.

Bg+1/ d/2 Br+1/ d/2
) (25)

Then, the expected number of iterations for Step 1 and Step 2 is (

7
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respectively. (Theorem 7 in Chewi et al. (2021)). Hence, given the condition n = (’)((/BfJFW)7
sampling from conditional distributions only requires O(1) steps in expectation. T hen with
Theorem 5 and Pinsker’s inequality, to have § TV distance to the target (2), the number of

Gibbs sampling iterations satisfies

X X
K= o Lt Dualifl))
af + Qg 1)

Under the same assumptions, Assumption 1 and 8, we can also use the inexact imple-

mentation in Fan et al. (2023) for Step 1 and 2. By Theorem 3 in Fan et al. (2023), the
10g71(1/6RGo))

(By+Bg)d/?
where egrgo is the TV distance between the conditional distribution and the distribution of

samples. The error eggo can accumulate at each iteration of the Gibbs sampler but can be
controlled due to the triangular inequality for total variation and the logarithmic dependence
of 1 over eggo. Following a similar argument as in Proposition 1 in Fan et al. (2023), we
can establish the number of iterations is

K:@<WrH®f”>
af + Qg

expected number of iterations for Step 1 and Step 2 are O(1) given n = O(

Note that the smoothing assumption is not required in the proof of convergence rate. It
is only necessary to establish the bound of the number of iterations when sampling from the
conditional distributions. Therefore, Theorem 5 is still applicable to strongly convex but
non-smooth functions.

4. Gibbs sampling over bipartite graphs

Assumption 9 Let both f; and g; be strongly convex functions, and denote the strong
convexity constants of f; and g; by ay, and oy, respectively. We also impose two regularity
conditions for the graph structure, i.e., Y -, 05 > 0, Vj and Z;n:l oij > 0, Vi.

In this section, we consider sampling over bipartite graphs with a Gibbs sampler under
Assumption 9. A bipartite graph G is a graph whose vertices can be divided into two disjoint
sets U and V with the constraint that each edge in G connects one vertex in U and another
one in V. Note that bipartite graphs include a large number of graph structures, e.g., a tree
is always a bipartite graph. The target distribution we sample from is of the form

n m n m
o
XY o exp —Zfi(xi)—Zgj(yj)—zzjﬂiﬁi—yj”%
i=1 7j=1

i= i=1 j=1

where each x; and y; represents a vertex in U and V/, respectively. If there is an edge between
vertex ¢ in U and vertex j in V, then 0 < ;; < 1. Otherwise 0;; = 0. Note that the two
regularity conditions in Assumption 9 imply that for any vertex in G, at least one edge
connects it with the rest part of G. Next we present a blocked Gibbs sampling algorithm
over a bipartite graph G. In Algorithm 2, Xf denotes the sample on vertex ¢ in the k-th
iteration.
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Algorithm 2 A Gibbs sampler over a bipartite graph

Input: %Y ocexp[— 307, fi(wi) — 2070 95(y5) — 20y 2o 92l — yyll3): the target
distribution

X% an initial sample of X drawn from g
Output: (XK LYK ): samples that approximate the target distribution 7
for K+ 0,--- ,K do

XY

for j < 1,--- ;m do
X=Xk i

Step 1: Sample Y% ~ 7 YilX=X" o exp [—gj(yj) -3 (;7; X5 — ;)13 ]
end for
fori+1,--- ,ndo

Step 2: Sample Xf“ ~ Xl Y=YE o eXp[_fi(xi) - E] 1 C;Z [ Yf”%}
end for

end for

One can see that Step 1 and Step 2 in the above Algorithm 2 can be executed in a
distributed manner thanks to the bipartite graph structure and Gibbs samplers. Notice that
> iy 03X}

in Step 1,
2
Y; — ) (9)
’ 2 im1 04 2]

so we can employ a similar framework in Section 3 to analyze this general case, which also
holds for Step 2. More specifically, in Section 3, we construct a diffusion process whose
initial distribution is the marginal of 7%Y, while in this section, the initial distribution is
the pushforward measure of marginals.

Theorem 10 Denote the probability distribution of (X*,Y*) by ,u,i(Y. Then under As-
sumption 9, for the target distribution (1), we have

Dycr (g ¥ [|7*Y) < exp(—kC) Dk (1 [|7)

> i1 Tij
2n

n
04 k
exp | —g;(y;) = > TZHXz‘ - Z/j|%] o exp [—gj(yj) -

i=1

with C being defined as
1 2 2 -1
t(l—t 1—-t¢ t
C’::n/[ nt( ) +mn.( )+ . ] dt
n min; Y ;" | 0 min; o, min; o,

-1
t(1—t) 1—t)? t?
/ i + mn.( Sy . dt.
m min; Y70 0y min; v, min; o,

Proof The proof of Theorem 10 is essentially a generalization of the proof of the two-node
case in Section 3. Inspired by (9), we compare D (uiX||74%) and Dgyp (pX||7X) where
the j-th entry of AX = (i1, 0iXF)/(r, 03;). According to (20) in Lemma 15, we have

Dr, (™ | 7%) < Dicr (it [|7). (11)

(10)

Then by Lemma 4 and (9), the transition occurring in Step 1 can be described by the
following diffusion processes,

>y 0 X5

AZ} =,V log ¢](Z])dt + dWs, 23 = SS225, W = 1.2,com.
i=1"1]
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Here nj = 1/ 0s;. Let Zy = (Z}, ..., Z™). Denote the distribution of Z; as m if X¥ ~ X,
Clearly, my ~ 74X and m; ~ 7¥. It is noteworthy to mention that typically AX is not
absolutely continuous w.r.t. Lebesgue measure, but m; still has a density representation. By
Lemma 4, the density of m; satisfies

T = /w(Zt|X,Y)d7rXY = /w(Zt]AX,Y)dﬂXY
n m O'Z
x [exp| =3 e = Y aiw) I 2= 13
i=1 j=1 i=1 j=1

D 1UZJ$Z ?
Zz 1

A —ty;— (1-1t)

exp _Z D i1 i

dXdY.
2t(1 —t)n

2

By Proposition 16, we have 7; is strongly log-concave with a coefficient

t(1—t mn(1 — t)2 21!
c:[.n(n) + ( )+. } . (12)
min; Y 1", 0y min; oy, min; o,

Observe that 7; > I, Vj. Hence, by Theorem 3 and a lower bound of ¢; in (12) we obtain

1
Dra 17 < exp (=2 [ cvat) D X 15%)
0

1
§exp<—Z/ ctdt>DKL(,ukXH7rX)
0

where the last inequality is from (11). By a symmetry analysis, one can get

Dy (i1 |17%) < exp

n /1 nt(l —1) n mn (1 —t)? n t2
m Jy |min, Z;n:l Oij min; oy, min; oy,

~1
] dt | D (py 7).

Lastly, with (18) in Lemma 15,
D, (X [[7%Y) < exp(—kC) Der, (1) | 7)
where the linear convergence rate C' is defined in 10. |

This convergence rate implies that the convergence depends on the worst strongly-convexity
constant. For the impact of n, we have the same observation as in the two-node case, i.e.,
larger i implies faster convergence speed. The convergence rate in Theorem 10 is not tight.
For users who know the exact structure of the bipartite graph, the strong convexity constant
¢¢ can be further improved and thereby the convergence rate exp(—C'). The tight log-Sobolev
constant under the strong convexity assumption is the convexity constant of Z-marginal
distribution in Proposition 16. A straightforward way to find the tight constant is to compute
the Hessian matrix of the potential of joint density m;(x,y,z). The lack of tightness is
partially due to the matrix inequalities in the proof of Proposition 16.

10
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5. Convergence analysis with small n for composite sampling

Inspired by the success of the proximal sampling framework, we postulate that if n is sufficient
small, our target distribution (1) would converge to

n

exp| =Y filw) =D gj(z) |
1 j=1

1=

Due to the difficulty of the non-asymptotic behavior of (1), in this section, we focus on
the two-node case. In this case, with the additional Gaussian component, (2) is a better-
conditioned distribution than exp(—f(x)—g(x)). A similar observation was initially proposed
by Lee et al. (2021) and induces efficient sampling algorithms for structured log-concave
distributions. The section is also a direct generalization of the one-node case in Vono et al.
(2022). For (2), we will show the marginal of our target density (2) actually converges to the
composite density with a sufficiently small 7, i.e.,

lim TV(m;,v) =

Jirny V(m,,v) =0
where 7T£< is the X-marginal distribution of (2) and v o« exp[—f(z) — g(z)]. Intuitively, if
is small, then the density of m, will concentrate on the area, x = y. Therefore the marginal
distribution of 7, would approximately be v. To begin with, we prove the asymptotic
property in the following Proposition 11.

Proposition 11  Assume exp(—g) € L1(RY) and exp(—f) is essentially bounded from above,
then for

o [ esp| 1)~ gt~ o-lle ol
and
v oc exp[—f(z) — g(z)],
we have

. X B
%g% TV(m,),v) =0.

Proof Under the condition that exp(—g) € L1(R?), one can show the convolution exp(—g) *
N (0,nI) converges to exp(—g) almost everywhere (Theorem 1 in Bear (1979)), which yields

lim

1
n—0

\/21777 /eXp [_f(x) —9(y) - 21,7”35 - y“g]dy — exp[—f(z) — g(x)] ae.  (13)

Meanwhile, as exp(—g) € L1(R%), by a standard argument (Theorem 9.1.11 in Heil (2019)),
one has || exp(—g) * N(0,7I) — exp(—g)|l1 — 0. As exp(—f) is essentially bounded from
above, it follows that

ﬂ% / exp [—f(:c) —g(y) — 2177H:B - yug} dyd = / expl—f(2) — g(@)dz.  (14)

lim
n—0

11
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With (13), (14) and Scheffé’s lemma (Scheffé, 1947), we have

. X .
%I_I{(l) TV(m,),v) =0.

However, the non-asymptotic behaviour of 7['7)]( — v is challenging. In this section, we
summarize and analyze four special cases to promote the study of it. The idea of bounding
the distance of 775( and v is initially proposed in Lee et al. (2021), which we summarize in
Example 1.

Example 1 Consider a joint distribution,

Ty o< expl—f(z) — g(y) — Yanllz — yl3]-

Assume g(y) = 0. Then 7T£< x exp[—f(x)]. In this case, the X-marginal distribution is
ezactly v.

To proceed, we analyze a symmetric case where f(z) = 0. This example resembles the setting
of Vono et al. (2022), and we establish a better dimension dependency than Vono et al.
(2022): from d to d'/2.

Example 2 Consider a joint distribution,

iyt oc exp[—f(x) = g(y) — 2l — ylf3)

where z,y € RY. Assume f(x) =0 and g is a-strongly convex and B3-smooth. Then

Dot < 22 sn(22) 1.

«

Moreover, with Pinsker’s inequality, we obtain

TV(?TT)](, v) < \/Zg {exp(zﬁ(jn> - 1} :

Proof Appendix D.1. |

Even though we already find the convergence rate for the particular cases with only one node,
i.e., Example 1 and 2, the analysis for the multi-variable case is demanding. It is worth noting
that instead of using the potential f(x) + g(y) + %Hx — 9|3, Lee et al. (2021) constructs a

2
new potential with an additional quadratic term, f(x)+ g(y) + ﬁHm —yl%+ Kzf\\x —z*|)3,
where z* is the minimizer of f 4+ ¢g. Our analysis is different from this previous work in two
aspects. First, our target density does not include the Lo distance of  and z*. Secondly,
we find that without the additional term, it is impossible to uniformly bound the total
variation distance for strongly convex and smooth potentials by a single 1. Thus, for the
non-asymptotic bound, we illustrate a necessary condition by Example 3.

12
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Example 3 Consider a joint distribution,

o exp[—f(z) — g(y) — Yan(z — y)?].

Let f(x) = (x —u1)? and g(x) = (x — u)?. Then

XN u2+(277—|—1)u1,277+1 7
K 2n+ 2 dn+4

o up +ug 1
I/—N( 5 ,4).

XY
™

By Theorem 1.3 in Devroye et al. (2018), we obtain

TV(rY,v) > min{w, 1/200}.
n

This means the convergence rate relies on |uy — ug|. Note that even with other metrics, the
term |uy — ug| would affect the non-asymptotic behavior. For instance,

1. 2np+1 2(uy — ug)?
Dy (wllrd) = Srog 21EL 1l )
K 2 n+1 4n+2 (Cn+1)(2n+2)

2
2n+1 1 n?(u1 — ug)?
W2 X, v) = ( 4/ o) g T
2 (V) ( An+4 2) MNCTESE

Hence, to bound the distance of 7T£( and v, we make Assumption 12.

and

Assumption 12 Assume f and g share the same minimizer, i.e., V f(z*) = Vg(z*) = 0.

Remark 13 The condition that f and g share the same minimizer can be achieved by
shifting f and g by linear terms (Lee et al., 2021), i.e., f(x) = f(x) — (Vf(z*),z) and
g(x) = g(x) +(V f(z*), ) where z* is the stationary point of f + g. Notice that exp|—f(x) —

9(@)] = exp[=f(z) — g(x)] and Vf(a*) = Vg(z*).
Proposition 14 Consider a joint distribution,

¥ o expl—f(x) — g(y) — 2llz — yll3].

Assume g(y) = 5xz|ly — ull3 and f(x) is ag-strongly convex. Then with Assumption 12, we
have

Xy < dn?
PR = gt onE

Moreover, by Pinsker’s inequality, we have

Vid
VX )< — V¢
V(W" V) < 2(apot + 02)

Proof We build a continuous path to connect 7'['7‘;( and v and then establish an inequality
for the first-order and second-order time derivatives of Dkr,(m||m). See Appendix D.2 for
the full proof. |

13
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6. Discussion

In this work, we establish the first non-asymptotic bound of a Gibbs sampler for structured
log-concave distributions over bipartite graphs. For the two-node graph, we further prove its
asymptotic property to a lower-dimensional composite distribution and show the convergence
rate for special cases. Here are some directions for future investigation.

e How to compute the non-asymptotic rate for (1) for non-convex potentials? It is
possible to generalize to the LSI assumption with the same techniques in this work.
However, this requires a tight LSI constant as discussed in Remark 7.

e How to analyze the non-asymptotic bound of Gibbs sampling on general graphs? The
analysis for the bipartite graphs is a natural generalization of the two-node case due to
(9). Whether the same techniques can be adopted for general graphs is not clear.

e How to find the convergence rate of general distributions in the form of (2) as 7
approaches 07 Solving this question will lead to the non-asymptotical bounds for much
more general distributions.
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Appendix A. Supplementary lemmas
A.1. Proof of Lemma 2
Proof We start with the time derivative of Dkr,(p]|m:). With the Fokker—Planck equation,

ot
/@Mt log— /&:Mt /3t7Tt

- [|-v- Tti 52 ad
—/[ v (btut)+z 5 az,ut] log ~
/[ - (bymry) +Z “32 t] K

where the symbol 82-2 is the second-order derivative w.r.t. the ¢-th coordinate. By integration
by parts, we obtain

(15)

/v'(btut)logi::_/,Utbt'VIOglut
Tt

Combining (15) and (16) yields

D ot
aKL(M”m):z:t’/(3?-2/1,510g'ut—3-2

ot
=—Z s / m(a log) am@’“)
Tt

tz

)\
< =5 L(uellme)

where A\? < min; o7, |

A.2. Proof of Lemma 4

Proof We show P(z(t)) o ¢¢(2(t))dy(2(t)) first. By definition of Brownian bridge, the
conditional distribution of z(t) on z(0), z(1) is

P(2(t)[2(0), 2(1)) o eXp(Qnt(ll_t)HZ(t) — (1 =1)2(0) — tz(1)|).
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It follows that

PE0) o [es(—f@) = gl) - g le =l - 5=

t)
o Gi(z(1)u(2(1))-
Now consider the forward process (4). It can be shown (Tzen and Raginsky, 2019; Zhang
and Chen, 2022) that the conditional distribution of Z; on Zj is

I2() = (1 = t)a — ty[|*)dzdy

1
P(Z1]Zy) o< exp(—g(Z1) — %Hzl — Zo|1%),

and (4) belongs to the same reciprocal class (Jamison, 1974) as the Brownian bridge, that is,
P(Z.|Zy, Zy) coincides with that of the Brownian bridge P(z(-)|z(0),2(1)). The drift ¢, is
known to be the Follmer drift (Jamison, 1974). Taking into account the initial condition
Zy ~ P(z(0)), we conclude that the diffusion process (4) is a representation of the trajectory
distribution we want.

By Doob’s h-transform (Anderson, 1982; Chen et al., 2016), (4) is has an equivalent
backward representation

dZ; = [0V log ¢¢(Z:) — nV log P(Zy)|dt + /ndWt.

Invoking the fact that P(z(t)) o< ¢¢(2(t))de(2(t)), we arrive at the backward representation
(5). [ |

A.3. KL divergence contraction

Lemma 15 Let 7% and pXY be any two joint distributions of (x,y). Then we have

Dy, (Y )[7Y) = Do (0 [[7%) + Byx (Dger, (¥ || 1)) (18)
Note that if we further assume p¥'1X = 7YX then
Dy (™ [|7*Y) = Der, (i [|7) (19)

A more general form is A € R™" and X € R". For any two distributions u* and 7%, and
their corresponding pushforward measures X and 74X, we have

D, (|74 < Dy, (1 ||7Y) (20)

Proof
XY

Dw (5 = [ tog L

MX YiX X, Y|X
= [ 1os S g )

X Y|X
:/log'uXMXMYX‘F/1Oguy|XMXMY|X

s T

X X Y|X ) Y|Xy, X
:/logﬁX,u +/DKL(,U )| 1)

= Dir (™ ||7) + E,x (D (p ¥ ||7Y1Y)).
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We note that the decomposition above still holds if we treat §§ as the Radon-Nikodym
derivative instead of the ratio of density functions. See Lemma lin Vargas (2021) for details.

Next we prove (20). For the more general case, initially, we assume A is full row rank,
which implies m < n. Then let A be an n x n invertible matrix whose first m rows exactly
comprise A. It follows that

According to Equation (18), since AX is just the first m components of AX, we have
Dy (™ |74%) < Dier, (¥ |74 = Dier (™ [|77).

Next consider the case where A is not full row rank. One can show, even in this case,
AX is still a well-defined random vector, but x4X and 74% are not absolutely continuous
with respect to the Lebesgue measure. Define the rank of A by r. One can always pick up r
independent rows from A which we denote by A. Notice that the probability measures over
AX is essentially the same as the measure over AX, as all other coordinates are uniquely
determined by AX. Hence, we have

AX || AX AX || AX
Dxp(p? |77 ) = Dxo(p™7 ||777).
Because A is full row rank, according to the previous case, we eventually have

D (|74 < Dy (1 ||7).

|
Appendix B. Strong-concavity constant
Proposition 16 With Assumption 9, define
n m o
m(x,y,z) ocexp [ — Y filzi) = Y g;(y; ZZ ”IIrvz yill3
i=1 j=1 i=1 j=1
(21)
exp —Z L] - (- L
=1
Then its z-marginal distribution, m(z) x [ m(x,y,z )dxdy, 1s strongly log-concave with a
. . nt(1—t) mn(1— t)2 2
coefficient ¢, = [minj Do + min; a g, + min; ocgj}
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Proof We will begin with proving the joint distribution m(x,y,z) is strongly concave. As
each f; and each g; are strongly convex with coefficients oy, and ay;, respectively, we can
rewrite fi(z;) = fi(z;) + af’ |lzi]3 and g;(y;) = §;(y;) + 2] |ly;]|3 where f; and g; are convex
functions. Then we can decompose m(x,y,2) as —logm(x,y,2z) = F(x,y,2) + G(X,y,2)

where
m

F(x,y,z Zfz zi)+ )5y +ZZ ”Hﬂﬁz yill3 (22)

7=1 =1 j=1

and

2
i g Z o) Z O0ijZi
G<x,y,z>:2 fHH?szJrZ ]HngerZ =1 ” sl U

2 —ty;—(1—t
2 J ( )Zz L Tij

2

(23)
By definition, F(x,y,z) is convex jointly in x,y,z while G(x,y, z) is strongly-convex jointly
in x,y,z. Hence m(x,y,z) is strongly log-concave. By theorem 3.8 in (Saumard and Wellner,
2014), the z-marginal distribution is also strongly log-concave. Then we will compute the
strongly-convexity constant for my(z). Define

e (e |8
0(m+n)><m ‘ I(m+n)><(m+n)

B=(-1-t)A" | —tLnxm ).

where

and the entry of A at the i-th row and j-th column is @ij/3°" | 0;;. Furthermore, define a
diagonal matrix A as
Ay
A= Ay
Ag

with

1 n n
A1 = 7d1ag Tily--y Oim |,
(e 2

Ao = diag(ay,,...,af,),
Az = diag(ag,, ..., ag,,)-

Then clearly,

1
G(x,y,2) = 5(2,x,y) MTAM(z,x,y)".

By Theorem 3.8 in (Saumard and Wellner, 2014), it is sufficient to compute the smallest
eigenvalue of the inverse of the upper left block of (M7 AM)~!. The inverse of the blocked
matrix can be given by Woodbury matrix identity. Combining the two results, we only need
to find ¢; > 0 such that

al < (AT + (1 —)2ATAST A + 2050
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Notice that the largest eigenvalue of ATAS 1A is the squared operator norm of \/ Ay 1A,

which satisfies
H\/A;A \VASTA

2
mn
<

~ min; ay,

2
< mn
op

max

Therefore,

t(1—t mn(1 — t)2 2 17t
Ct = [ '77 ( n ) + ( ) + — } .
mlnj E i=1 Uij mlnz- (Xfl mlnj Oégj

Appendix C. Convergence rate for the two-node case under the convexity
assumption

To begin with, we introduce the 2-Wasserstein distance. The 2-Wasserstein distance for two
distributions p and v with finite second-order moments is defined as follows,

W2(uv) = inf / e — yl3dy(z,y)
~YEL (p,v) (z,y)~y

where T'(, v) is the set of all couplings for p and v.

Proposition 17 (Data processing inequality with log-concavity) Under the condi-
tion of Lemma 2, if we further assume m; is log-concave and W2 (u,m) < C, ¥Vt € [0,T),
then

1 1 S N3dt

> +
Dy (pr||mr) — Dxr(pol|mo) 2C

Proof Because of the log-concavity of m;, one can show the convexity of Dk, (-||m;) along
Wasserstein geodesics (see Theorem 9.4.11 in Ambrosio et al. (2005)), which follows that

He
0 = Dxr(ml|me) > Dxr(pel|me) + Eq, gy (uy.m) (V 10g ;t(-%‘t), Tt — Yt)-
where 7*(pu, m¢) is the optimal coupling in the sense of 2-Wasserstein distance. Hence,
Mt
Dy (pel|me)* < By, ||V log EH%Wf(ut, ) = I(pel ) W3 (pe, ).

Combining with (17) yields

0Dk (puellm) _ A7 Dxu(ullm)? _ Af D (pel )’
8t - 2 WQQ(,ut,m) B 2C ’

which gives
1 1 . ST N2dt
Dxv(pr||lmr) — Dxwi(pol|mo) 2C
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We are ready to show the proof of Theorem 6.
Proof We construct the diffusion process for both (7%, 7Y) and (X, 7)) as in the proof of

9,
4Z; = —nV log ¢y(Zy)dt + /ndW,. (19)
Then we have the explicit expression of 7, the distribution of Z; given my = 7%, satisfies,
1 1
T X /exp[—g(y) - m”z - y||§]dy/exp[—f(x) - TWHZ - 55||%]d1*

Notice that the drift term —nV log ¢; in (19) is convex. Thus, with W2-contraction , we have
WQQ(,Uta 7rt) < WQQ(,UOa 7T0) = W22(M())(77TX)'

As m; is convex, which is due to the convexity assumption for f and g (see Theorem 3.3 in
Saumard and Wellner (2014)), we can apply Theorem 17 with C' = W3 (ui,7%) on (19),

which yields
1 1 n

D (L 17) = Dl I7%) T 202 (o %)
We can analyze Step 2 in Algorithm 1 with the same framework, which gives
1 S 1 n i
Dxu(piiplm*) ™ Dxw(py [I7Y) - 2W3 (ug, 7%
With (20), (21) and Lemma 15, one has for any &
1 1 kn
Dxu(pp " I7XY) ™ Dyw(pg l1m%) W3 (g, 7).

(20)

(21)

It follows that
W3 (ug, ™)

Dy (g ¥ ]7XY) <

Appendix D. Non-asymptotic convergence rate to composite distributions

D.1. Proof of Example 2

Proof Note that with the condition f = 0, 7r,)7( = v+ N(0,nI). Thus, Vt € (0,7], we
define 7 = mg * N'(0,¢I). Then it is sufficient to bound the distance between 7, and my. By
definition, % = %Awt. It follows that

ODkL(me||m0) [ Omy T Oy
— o ) Tt e

1
= —/m(V]ogwt,Vlogﬂt>
2 0

1 1
_ _/thVlog T2 - /wt<V10g7ro,Vlog7Tt>
2 ) 2 0

1 s 1 1
— —Q/Wt]\Vlogmt]]%—i—Z/Wt]VIOgWQHQ — 2/(V10g770,V7rt>

1
<0+ §Em(HV10g7TOH§ + Alog )
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With the assumption that g is a-strongly convex and (-smooth, basing on Lemma 12 in
Vempala and Wibisono (2019), we could obtain

ODx1,(m¢||m0)

1 2
< =
5 < 2E7rt(HV10g7TOH + Alog )

) 2
< 2% D o) + d.

Solving this differential inequality with the boundary condition Dk, (mo||mo) = 0 yields

2
DKL(T"tHT"O) S ;lg [exp<2it> — 1:| .

By Pinsker’s inequality, we finally have

a 2
TV (7o, m) < \/Zﬁ [exp<2it> - 1} :

D.2. Proof of Proposition 14

Proof For ease of notation, in the proof, for any function h;, we denote its first-order and
second-order time derivative by h; and hy, respectively.
For t € (0,7)], let

m = exp[—f(z) — ge(z) — b4,
mo = limm; = exp[—f(z) — (=) — o]

where
a) = =105 [ exp~9(0) = llo ~ ol o
o = log / expl— f(z) — ge(a)]da,
b0 = IOg/exp[—f(x) — g(z)|dz.

It follows that the time derivatives of their terms are

ot = _Eﬂt (gt)

. 22
frt:_ﬂ't[gt‘f'ﬁbt} (22)
And .
9t = =5 En i (7 = yll?) (23)
with )
i) = exp | =9(0) = 12— uIP + o). (24)
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Combining with (22) and (23), we have

(o) = PP o3+ 6

= ]E7TO (gt) - Em (gt)
1

1
= @E”t []E”(-\m) (Hx - yHQ)] - @EWO [Er‘t(.lx)(Hx - sz)]

(25)

To perform a more detailed analysis, we consider the second-order time derivative of

Dx1,(mol|m¢), which satisfies

K(t) :/wogt—/wtgt—/mgt.

Plugging (22) into [ 7r;g; yields

/ﬁtgt = — Varg, (G¢)-

Based on (23) and (24), we have

. 1 1
gt = —@ Varrt(_m)[”ﬁ - y||2] + ﬁErt(‘x) [HJ; - y||2] .

Hence, with (23), (26) and (27),
K(t) =Enr, ﬁErt(,\x)||$ - y” - @Varrt(,m) ||l‘ - y”

1 1
~En | g Ergialle =l = g Vot llo = o]

1
+ @ Varﬂt [Em(,\x)nx - y”ﬂ

In what follows, we plug in g(y) = 52z [ly — ul|3. From (24),
1
o) = oxp | =) = glle = vl + (o)
=N (to? +t) tu+o*(0? +t) a, to?(0? + 1)),
Hence,

E(j)llT — ylI2 = It +t) Hu—2)|? + to®(c® +t)1d

Var,, (o 2 = yl? = 4t6(0® + £) " |[t(0® + 1) (u — )||? + 26262 (0® + 1) 2.

It follows that

1 1
EWO _@Varrtﬂlx) Hl’ - y||2:| - Em |:_4t4 Varm(y‘x) Hx — y”2
0_2 0_2_,’_t)71
= _(tii(Efro [En(,lz)nx - yH2] —E, [Ert(,Ix)Hl‘ — yHZ])
2¢( .2 —1
= 2O k),
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and
1 2 1 2
= 573 [Bryga) (7 = 9I°)] = 52 Bm0 [Brugay (12 = wl)]

= SE 0 + 07 (= D))~ JEn [0 + 67w~ o)

K(t)

which implies lim;_,o K () = 0 under mild conditions. With (25) and (28), we have

A 1 2 -1 2
K(t) < —mK(t) + “ Var,, [Ht(a +6)  (u—2a)| ]
We also assume f(z) is ag-strongly convex, so m; is ay + U%H—strongly log-concave. Thus,

m satisfies oy + G%H—Poincaré inequality. This follows that

1

(02 + )4 (of + =)

1 _
7 Var, 160> + ) (u = 2)]?] < Er,lz - ul}

As we assume the minimizer of f(x) is u, the potential of 7 is minimized at u as well. By
Theorem 1 in Durmus and Moulines (2016), we have

d
Er, ||z —ull3 < —
Oéf + 024t
Combining all the above inequality yields
. 2 d 2 d
K(t) < -— K(t)+ <———K{t)+ ——F—
() = o2+t ®) (02 +t)*(ap + 021+t)2 - o2+t ®) (apot 4 02)?

with the boundary condition lim; o K (¢) = 0. Solving the previous inequalities gives

dt o2 \? o? dt
Kit) L ——=(1 < .
()= 3(aypot —|—02)2< + <02 —}—t) Tz +t) = (oot +02)?

Thus, we have

dt?

D < ——m——.
ke (ol ) < 2(apot +02)?

By Pinsker’s inequality, we have

tvd
< — X
TV(mo,m) < 2(apot 4+ 02)
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