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Abstract

Existing theoretical studies on offline reinforce-
ment learning (RL) mostly consider a dataset sam-
pled directly from the target task. In practice,
however, data often come from several heteroge-
neous but related sources. Motivated by this gap,
this work aims at rigorously understanding offline
RL with multiple datasets that are collected from
randomly perturbed versions of the target task
instead of from itself. An information-theoretic
lower bound is derived, which reveals a necessary
requirement on the number of involved sources
in addition to that on the number of data samples.
Then, a novel HetPEVI algorithm is proposed,
which simultaneously considers the sample uncer-
tainties from a finite number of data samples per
data source and the source uncertainties due to a
finite number of available data sources. Theoreti-
cal analyses demonstrate that HetPEVI can solve
the target task as long as the data sources collec-
tively provide a good data coverage. Moreover,
HetPEVI is demonstrated to be optimal up to a
polynomial factor of the horizon length. Finally,
the study is extended to offline Markov games
and offline robust RL, which demonstrates the
generality of the proposed designs and theoretical
analyses.

1. Introduction

Offline reinforcement learning (RL) (Levine et al., 2020),
a.k.a. batch RL (Lange et al., 2012), has received growing
interest in recent years. It aims at training RL agents us-
ing accessible datasets collected a priori and thus avoids
expensive online interactions. Along with its tremendous
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empirical successes, recent studies have also advanced the
theoretical understandings of offline RL (Rashidinejad et al.,
2021; Jin et al., 2021; Xie et al., 2021b).

Despite these progresses, most theoretical studies on offline
RL focus on learning via data collected exactly from the
target task. In practice, however, it is difficult to ensure such
a perfect match. Instead, it is more reasonable to model that
data are collected from different sources that are perturbed
versions of the target task in some applications. For exam-
ple, when training a chatbot (Jaques et al., 2020), the offline
dialogue datasets typically consist of conversations from
different people with naturally varying language habits. The
training objective is the common underlying language struc-
ture, e.g., the basic grammar, which cannot be completely
reflected in any individual dialogue but can be holistically
learned from the aggregation of them. Similar examples can
be found in healthcare with records from different hospitals
(Tang & Wiens, 2021), recommender systems with histories
from different customers (Afsar et al., 2022), and others;
more discussions are provided in Appendix A.1.

While a few empirical investigations have been reported
(in particular, under the offline meta-RL framework, e.g.,
Dorfman et al. (2021); Lin et al. (2022); Mitchell et al.
(2021)), theoretical understandings of effectively and ef-
ficiently learning with heterogeneous while related data
sources are lacking. Motivated by this limitation, this work
makes progress in answering the following open question:

Can we design provably efficient offline RL for a target task
with multiple randomly perturbed data sources?

Challenges. Existing offline RL studies typically deal with
one type of uncertainty, i.e., the sample uncertainty asso-
ciated with the finite data sampled directly from the target
task, which results in distributional shift and partial cover-
age. In addition to these, randomly perturbed data sources
bring new challenges. First, since multiple data sources are
involved, it is important to jointly aggregate their sample
uncertainties, and to leverage their collective information.
Moreover, even if every data source is perfectly known, the
target task may not be fully revealed as the data sources are
perturbations of the target. Thus, importantly, an additional
type of uncertainty due to a finite number of available data
sources should be jointly considered, which is referred to as
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the source uncertainty.

Contributions. To the best of our knowledge, this is the
first theoretical work that studies the fundamental limits of
offline RL with multiple perturbed data sources and devel-
ops provably efficient algorithm designs, which can benefit
relevant applications of RL using multiple heterogeneous
data sources (e.g., offline meta-RL). The contributions are
summarized as follows:

e We study a new offline RL problem where the datasets
are collected from multiple heterogeneous source Markov
Decision Processes (MDPs), with possibly different reward
and transition dynamics, as opposed to directly from the
target MDP. Motivated by practical applications, the data
source MDPs are modeled as randomly perturbed versions
of the target MDP.

e A novel information-theoretic lower bound is derived.
It illustrates that in addition to ensuring sufficient sample
complexity (i.e., the amount of collected data samples), it
is equally (if not more) important to guarantee sufficient
source diversity (i.e., the number of involved data sources).
This observation is new in the offline RL study and provides
useful guidance for practical data collection.

o A novel HetPEVI algorithm is proposed with a carefully
designed two-part penalty term to ensure pessimistic estima-
tions during learning. Especially, the first part of the penalty
jointly aggregates the sample uncertainties associated with
each dataset, while the second one provides additional com-
pensations for the source uncertainties, which is uniquely
required to handle randomly perturbed data sources.

o Theoretical analysis demonstrates that as long as the per-
turbed data sources collectively provide a good data cov-
erage, HetPEVI can learn the target task efficiently. This
collective coverage requirement is more practical than the
previous individual coverage requirement. In particular,
it only requires that for each state-action pair induced by
the optimal policy on the target task, there exists a (poten-
tially different) data source that can provide data samples
for it. More importantly, compared with the lower bound,
HetPEVI is shown to be optimal up to a polynomial factor
of the horizon length regarding its requirements of sample
complexity and source diversity. Additional experimental
results further corroborate the effectiveness of HetPEVI.

e The design principle in HetPEVI is further extended to
offline Markov games and offline robust RL with perturbed
data sources, which showcases its generality. Importantly,
these extensions further validate that learning with perturbed
data sources is feasible given a good collective data cover-
age, while it requires guarantees of both sample complexity
and source diversity.

Related Works. Theoretical understandings of offline RL
(Levine et al., 2020) have been gaining increased interest
in recent years, where the principle of “pessimism” plays
an important role. In particular, Xie et al. (2021b); Li et al.

(2022); Shi et al. (2022); Rashidinejad et al. (2021) have
investigated the standard tabular setting, while Jin et al.
(2021); Yin et al. (2022); Xie et al. (2021a); Uehara & Sun
(2021) studied function approximations. Most of these theo-
retical advances assume that data are collected directly from
the target task. On the other hand, practical RL research has
seen growing interest in how to utilize data from heteroge-
neous sources, €.g., meta-RL (Mitchell et al., 2021; Dorfman
et al., 2021; Lin et al., 2022; Li et al., 2020) and federated
RL (Zhuo et al., 2019; Jin et al., 2022). As a first step to
filling this theoretical gap, this work aims at understanding
offline RL with multiple randomly perturbed sources. Some
particularly related research domains in theoretical RL are
discussed in Table 1, which are compared with this work in
the studied data sources and evaluation criteria. A detailed
literature review can be found in Appendix A.2.

2. Problem Formulation
2.1. Preliminaries of Episodic MDPs

We consider an episodic MDP M := (H,S, A, P := {Py, :
h € [H|},r :== {ryp : h € [H]}). In this tuple, H is the
length of each episode, S is the state space with S := |S],
A is the action space with A := | A|, Py (s|s, a) gives the
probability of transiting to state s’ if action a is taken upon
state s at step h, and (s, a) is the deterministic reward in
the interval of [0, 1] of taking action a for state s at step h.!
Specifically, at each step h € [H|, the agent observes state
sy € S, picks action a;, € A, receives reward r(sp, an),
and then transits to a next state s,+1 ~ Py (:|sp, ap).

A policy 7 := {m(-|s) : (s,h) € S x [H]|} consists of
distributions 7, (-|s) over the action space A. For con-
venience, we use m,(s) to refer to the chosen action at
(s,h) € S x [H] by a deterministic policy 7. To measure
the performance, the value function of the policy 7 is de-
fined as Vhﬂ’M(s) = EW,M[ZiIih ri(8i,a;)|sn, = s] for all
(s,h) € S x [H], where the expectation E; r¢[-] is with
respect to (w.r.t.) the random trajectory induced by policy 7
on MDP M. Similarly, the Q-function of 7 can be defined
as QZ’M(s,a) =Ex m [Zfih ri(si,ai)|sp = s,ap = al
forall (s,a,h) € S x A x [H]. If the initial state is drawn
from a distribution £ € A(S), the following notation is
adopted: V"™ (&) := B[V (s)].

To characterize the state and state-action occupancy dis-
tribution induced by policy # on MDP M at each step,
we denote that d} ™ (s;€) := Ex s [1 {51, = s} |51 ~ €]
and dZ’M(s,a;E) = Erm [L{sn =s,an, =a}|s1 ~¢],
where the expectation is conditioned on s; ~ £. Whenever
it is clear from the context, we simplify the notations as

'The assumption of deterministic rewards is standard in theo-
retical RL (Jin et al., 2018; 2020) as the uncertainties in estimating
rewards are dominated by those in estimating transitions.
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Table 1. Related works and their studied settings; see Appendix A.2 and Fig. 4 for more discussions and graphical illustrations.

Data source

Evaluation of the learned policy

Canonical offline RL

(Xie et al., 2021b: Li et al., 2022) The target MDP Performance on the target MDP
Offline robust RL The nominal MDP Worst-case performance in
(Shi & Chi, 2022; Zhou et al., 2021) nomin an uncertainty set around the nominal MDP
Offline latent RL . Average performance on unknown MDPs
(Offline version of Kwon et al. (2021)) A set of potential MDPs randomly selected from the data source set
Offline federated/multi-task RL A st of task MDPs Performance of the learned

(Zhou et al., 2022a; Lu et al., 2021)

Offline RL with perturbed data sources
(this work)

A set of MDPs perturbed from
the target MDP (Assumption 2.1)

task-dependent policy on each task MDP

Performance on the target MDP

AP M (s) := diM(s;€) and df M (s, 0) == dM (s, a5 €).

2.2. Learning Goal

This work considers a target task modeled by an MDP M =
(H,S,A,P,r) as introduced above. The goal is to find
a good policy for this target MDP using certain existing
datasets, i.e., offline learning. Especially, the sub-optimality
gap of a policy 7 on M w.r.t. s; ~ £ is defined as follows:

Gap(7; M, &) == V7 ME) - v ME), )

where 7% := argmax_ VfT’M (&) is the optimal (determin-
istic) policy on the target MDP M. Correspondingly, an
output policy 7 is called e-optimal if Gap(7; M, &) < e.

2.3. Data Sources and The Task-Source Relationship

Instead of assuming data sampled directly from the unknown
target task MDP M, this work considers that the learning
agent has access to datasets from L different data sources.
Each data source is also an unknown MDP, and the [-th
data source can be represented as M, = (H, S, A, P, r;).
To capture heterogeneity, each data source M; may not ex-
actly match the target task M. Concretely, despite the same
episodic length, state space, and action space, their transition
and reward dynamics are not necessarily aligned, i.e., possi-
bly, Py (+]s, a) # Pr(:|s,a) and rp, 1 (s, a) # ri(s, a).

In practical applications, while being heterogeneous, the
data source MDPs are often still related to the target task
(e.g., the dialogue dataset example in Section 1). In particu-
lar, data sources in offline meta-RL are often assumed to be
sampled from one certain distribution (Mitchell et al., 2021).
Thus, the following relationship is considered between the
target MDP and the data source MDPs.

Assumption 2.1 (Task—source relationship). Data source
MDPs {M; = {H,S, A, P;,r;} : | € [L]} are generated
from an unknown set of distributions g = {gy, : h € [H]}
such that for each (I, h) € [L] x [H], the reward and tran-
sition {ry,;, Py } are independently sampled from the dis-

tribution g, (-) whose expectation is {r, Pp, } of the target
MDP M = {H,S, A,P,r}.

The requirement that rewards are random samples with the
expectation as the target task is commonly adopted in ban-
dits literature (Shi & Shen, 2021; Zhu & Kveton, 2022), and
the same requirement on the transition dynamics is a natural
extension, where one representative example is to follow a
Dirichlet distribution (Marchal & Arbel, 2017).

Remark 2.2. This work essentially considers a “worst-case”
scenario in the sense that our proposed designs and obtained
results are for any generation process satisfying Assump-
tion 2.1, i.e., the generation process g exists and has an
expectation as the target task M; the other properties of
g (e.g., its variance) are not specified but our designs and

results still hold.

P2 -
N
............ .9 T
'''''' g
.
Policy Policy
Learning !Pug' Deployment
t

Figure 1. Problem overview: dotted (blue and orange) lines indi-
cate the collection of datasets (with randomness from both source
generation and data sampling), while the solid (green and purple)
lines are for policy learning and deployment. Especially, the agent
aims at solving a target MDP M but lacks direct access. Instead,
available datasets {D; : [ € [L]} are collected via behavior poli-
cies {p; : | € [L]} from data source MDPs { M, : | € [L]} that
are randomly perturbed from the target MDP M (through distribu-
tion g in Assumption 2.1). With such datasets, the agent learns a
policy 7 offline, which is deployed (potentially in the future) on
the target MDP M with its performance gap measured by Eqn. (1).
See Fig. 3 for additional graphical illustrations.



Provably Efficient Offline Reinforcement Learning with Perturbed Data Sources

2.4. Collections of Datasets

We consider that from each data source M;, a dataset
Dy = {(stpafyrys s sk afrg i)+ k€ (K]}
is collected, which consists of K independent trajectories
sampled by a (possibly different) unknown behavior pol-
icy p; with a (possibly different) initial state distribution
&;. More specifically, the k-th trajectory in dataset D; is
generated according to ¥, ~ &(-), af; ~ pua(‘]sk ),

7“}]3,1 = Th,l(sz,lv aﬁ,z)’ and 5£+1,z ~ Phﬁl('|5ﬁ,z, ai,l)'

It can be observed that although the trajectories in the col-
lected datasets are independently collected, the sampled tran-
sitions from the same episode are still correlated. A two-fold
sub-sampling technique is developed in Li et al. (2022) to
alleviate such temporal dependencies and re-create datasets
where the sampled transitions is independent of each other.
To ease the presentation, we denote {D; : [ € [L]} as the
datasets re-created from the original {D; : [ € [L]} with
the two-fold sub-sampling. Details on the sub-sampling
technique are provided in Appendix C.1.

A compact overview of the studied offline learning problem
is provided in Fig. 1, whose complete step-by-step version
ca be found in Fig. 3.

Miscellaneous. Notations without subscripts ! generally
refer to the target MDP M, while subscript [ is added when
discussing each individual data source M;. For any function
f 8§ — R, the transition operator and Bellman operator
of the target MDP M at each step h € [H| are defined, re-
spectively, as (Py f)(s,a) := Egp,(.|s,a) [f(5')]5, a] and
(Brf)(s,a) := rp(s,a) + (Pnf)(s,a). The notation c is
used throughout the paper with varying values to repre-
sent a constant of order O(1). Lastly, the notation y 2 x
compactly denotes that y > xlog(KHSAL/S), where
d is a constant in (0,1), while  V y := max{z,y} and
x Ay :=min{z,y}.

3. Lower Bound Analysis

With Ly, (s,a) := {l € [L] : d?"™M! (s, a; &) > 0} C [L] as
the set of data sources that can visit (s, a, h), the following
two quantities are introduced: the minimum number of
sources that cover each possible visitations of the optimal
policy 7* on the target MDP M is defined as

LT := min {|Eh(s, a)| : (s,a,h)s.t. dZ*’M(&a;f) > 0} ,
and the collective coverage parameter is defined as

min {d;:*’M (s,a;8), %}

)

where we adopt the convention that 0/0 = 0. Note that
L captures how many sources provide information on the

optimal policy by counting the useful ones, while CT further
characterizes how well these data sources collectively pro-
vide information by comparing their aggregated occupancy
probability with the optimal policy. The clipping with 1/S
follows the definition of the single-policy clipped coverage
parameter recently proposed in Li et al. (2022).

The following novel information-theoretic lower bound is
established to provide fundamental limits.

Theorem 3.1. For any (H, S, Lt,CT,¢) obeying H > 4,
Ct > 4/8 and ¢ < coH, if either of the following two
conditions is not satisfied:

CtH2S H?

L'K > ¢ R Lt > Co—
£ €

one can construct two target MDPs { M, M}, an initial
state distribution &, a data source generation distribution
set g, and datasets {D; : | € [L]}, such that

. . 1
infz maxgeqo,1} {P¢ (Gap(7r;M¢,f) > E)} > 3
where cq, c1 and cy are universal constants, the infimum is

taken over all estimators 7, and P (resp. P ) denotes the
probability when the target MDP is MO (resp. M1).

It can be observed that this lower bound has two require-
ments: (1) sample complexity, i.e., LTK = Q(CTst/&:Q);
(2) source diversity, i.e., LT = Q(H?/e%). While similar
requirements on sample complexity have appeared in pre-
vious studies (Li et al., 2022; Rashidinejad et al., 2021),
the one derived here is established collectively through C'f
and L' on the aggregation of heterogeneous data sources
with different behavior policies. To the best of our knowl-
edge, the second requirement on source diversity appears in
offline RL studies for the first time. It provides a key obser-
vation that without enough data sources that provide useful
information, the target MDP cannot be efficiently learned
even with infinite data samples from each data source. The
combination of these two requirements indicates that it is
equally (if not more) important to involve sufficient high-
quality sources as to sample adequate data from each of
them, which is a helpful principle to guide practical data
collection.

4. The HetPEVI Algorithm

In this section, we present a novel model-based algorithm,
termed HetPEVI, to perform offline RL with perturbed data
sources, which is summarized in Algorithm 1.

4.1. Constructing Empirical Estimations

The HetPEVTI algorithm begins by counting the number of
visitations in the available datasets. Especially, we denote
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Algorithm 1 HetPEVI
1: Input: Dataset D = {D; : | € [L]}
2: Obtain D] < subsampling(D;), VI € [L]
3: Foreach (s,a,h) € S x A x [H], first obtain Ly(s,a);
then for each | € L(s,a), estimate 7 (s,a) and

@h75(~\5,a); lastly, aggregate 7, (s,a) and I@’h(~|s,a)
{See Section 4.1}

4: Initialize Vir11(s) < 0,Vs € S {See Section 4.2}
5:forh=H,H—-1,---,1do
6: for (s,a) €S x Ado
. a . H?log(SAH/5)
7 Tisae) e C\/Zleﬁh@’a) (En(5,0))2 Nna(5,a)
8: I‘g(s,a) <—c\/H2 log(SAH/5)/Li(s,a)
9: Ii(s,a) < min{I'}(s,a) + Fg(s, a), H}

10: Q;L(s, a) < max{(]l%;i‘A/;L+1)(s, a) —Tp(s,a),0}
11:  end for
12: forse Sdo

13: 7n(s) +— argmax,c 4 Qn(s,a)
14: Vi(s) < Qu(s, Tn(s))

15:  end for

16: end for

17: Output: policy & = {7n(s) : (s,h) € S x [H]}

Np.i(s,a) and Ny, (s, a, s') as the amount of visitations on
each tuple (s,a,h) and (s,a, h,s") in dataset Dj, respec-
tively. Then, the subset of datasets that have non-zero visi-
tations on tuple (s, a, h) can be found as £}, (s, a) := {l €
[L] : Np.i(s,a) > 0}, whose size is denoted as Ly, (s, a) :=
|ﬁ;L(S, a)|. Empirical estimations of rewards and transitions
are then obtained for each tuple (s,a,h) € S x A x [H]
and each source | € L,(s, a) as 7, ;(s,a) = r1,,(s,a) and
I@’hﬁl(s’\s,a) = Npi(s,a,8")/Np,(s,a). These individual
estimates are further aggregated into overall estimates for
each tuple (s,a,h,s’) € S x A x [H] x S as #p(s,a) =
Dietn(sa) Thit(8:0)/(Lin(s,a) V 1) and Pp(s']s,a) =
Zleéh(s,a) Py.(s'|s,a)/(Ln(s,a) v 1). Note that in these
estimations of transitions and rewards, only the data sources
that provide non-zero visitations are counted, which may
differ for each tuple (s, a, h).

4.2. Considering Two Types of Uncertainties

With the obtained estimations, HetPEVI iterates backward
from the last step to the first step as

Qh(s, a) = max { (Iﬁ%thH)(s, a) — (s, a), 0}, )
#n(s) = argmaxaea Qu(s,a),  Vi(s) = Qn(s, 7a(s)),
with Vir11(s) = 0,¥s € S, and the empirical Bell-
man operator By, defined as (]ﬁ%thH) (s,a) :=7p(s,a) +
(I@’th+1)(s, a), where (P, Vii11) (s, a) is the empirical ver-
sion of (P, Vi1)(s, a) using the estimated P}, (+|s, a). The

essence of this procedure is that instead of directly setting
Qn(s,a) as (B, Vi41)(s, a) (as in the standard value itera-
tion), a penalty term I'y, (s, a) is subtracted, which serves
the important role of keeping the estimations V},(s) and
Qh(s, a) pessimistic and providing conservative actions.

Previous offline RL studies (Jin et al., 2021; Rashidinejad
et al., 2021; Xie et al., 2021b; Li et al., 2022) only deal
with one single data source (i.e., the target MDP) and thus
only one type of uncertainty due to a finite number of data
samples. Instead, the agent in this work needs to process
multiple heterogeneous datasets, while none of them indi-
vidually characterize the target task. Thus, as mentioned in
Section 1, the agent faces two coupled uncertainties. First,
the sample uncertainties associated with each data source
need to be jointly aggregated instead of being measured in-
dividually to leverage collective information. Second, even
with perfect knowledge of each data source, the target MDP
may not be fully revealed. As a result, the agent also needs
to consider the uncertainties from the limited number of
data sources, i.e., the source uncertainties.

To address the two uncertainties, the penalty term is de-
signed to have two parts as follows:

I'n(s,a) = min {I“f{(s, a) + Fﬁ(s, a), H},

where I'? (s, a) aggregates the sample uncertainties while
Ff (s, a) accounts for the source uncertainties.

Penalties to Aggregate Sample Uncertainties. The first
part of the penalty, i.e., I'{ (s, a), is designed as

1 H2log(SAH/5)
I'Y(s,a)=cy| —— ) il -\ eibebniat A
h(s a) \/(L}L(S,G))Q Zleﬁh(s,a) Nh,l(S,a)

Note that this design avoids the data sources that have zero
visitations on this tuple (s, a, k) and is a joint measure of
sample uncertainties from the other sources (instead of di-
rectly summing up their individual sample uncertainties as

O(m i (sa) | /#(za))) These designs are im-

portant to accelerate learning and obtain the near-optimal
performance illustrated later in Section 5.

Penalties to Account for Source Uncertainties. The sec-
ond part of the penalty Ff(s, a) serves the important role
of measuring the uncertainties due to the limited amount of
data sources, which is designed as:

H?log(SAH/S)

r? s,a) =c =
h( ) Lh(saa’)

Intuitively, it shrinks with the number of datasets that pro-
vides information on the tuple (s, a, h), i.e., Ly, (s, a), which
thus may differ among state-action pairs. Jointly using the
two penalty terms, the overall uncertainties in the datasets
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can be compensated. Especially, with high probability,
for all (s,a,h) € S x A x [H], it can be ensured that
|(BrVit1)(s,a) = (BrVit1)(s,a)] < Th(s,a).

Remark 4.1. The adopted penalty Ff (s, a) for source uncer-
tainty is intended to accommodate any unknown variance
between sources and the task, i.e., a worst-case considera-
tion as mentioned in Remark 2.2. However, if there is prior
knowledge of the variance, it is feasible to incorporate such
information. In particular, if the rewards and transition vec-
tors (at each (s, a, h)) are generated via o,-sub-Gaussian
distributions, the penalty for source uncertainties can be

. 8 — . | H?05los(SAH/S)
designed as I} (s, a) = C\/T

5. Performance Analysis

This section provides a theoretical analysis of HetPEVI.
In particular, the following performance guarantee can be
established.

Theorem 5.1 (HetPEVI). Under Assumption 2.1, with prob-
ability at least 1 — 0, the output policy & of HetPEVI satisfies

. ~ [CTHAS | H*
Gap(ﬂ-vMag) =0 < LTK + LT) ’

when K > c/d™®, where d™" := min{dff’M’(s,a) :
(s,a,h 1) s.t. df M (s,a) > 0,d0M(s,a) > 0}.

It can be observed that as long as CT < oo and LT > 0,
a meaningful performance gap can be provided by Theo-
rem 5.1. To ensure these two conditions, it is equivalent to
have the following assumption of collective coverage.

Assumption 5.2 (Collective coverage, this work). For each
(s,a,h) € S x A x [H| that dF "M (s,a;€) > 0, there
exists | € [L] such that the behavior policy p; satisfy that
dyM (s, a3&) > 0.

It is beneficial to compare Assumption 5.2 with those from
previous offline RL studies. Especially, with a dataset D
sampled with a behavior policy p and an initial state distri-
bution ¢’ directly from the target MDP M, the following
individual coverage assumption is often required.

Assumption 5.3 (Individual coverage, Rashidinejad et al.
(2021); Xie et al. (2021b); Li et al. (2022)). For each
(s,a,h) € S x A x [H] that d (s, a;€) > 0, the behav-
ior policy p satisfy that de’M (s,a;&") > 0.

Assumption 5.3 is strong as the behavior policy needs to
individually cover the unknown optimal policy. Instead,
Assumption 5.2 is more practical because it leverages col-
lective information: different parts of the optimal trajec-
tory can be covered by different behavior policies and data
sources. In particular, it may be easier to reach some states

4.0 —— Avg-PEVI, L =25
g, AVg-PEVI, L =50
Q2417 —— HetPEVI, L =25
o \\~— HetPEVI, L = 50
2.4
E \
B
S 1.6
Q
>
n 0.8

10 15 20 25 30 35 40

Figure 2. Performance comparisons between HetPEVI and the
baseline with varying amounts of data samples and data sources.

and actions in certain data sources with their corresponding
behavior policies.

Moreover, besides the burn-in cost of K > ¢/d™™ which
does not scale with ¢, Theorem 5.1 illustrates that to obtain
an e-optimal policy, HetPEVI only needs

B trr4d ~ 4
LTK:O<C§S) and LTZO(H>,

2

where the first requirement is on the sample complexity
while the second one is on the source diversity. Compared
with the lower bound in Theorem 3.1, it can be observed that
HetPEVI is optimal (up to logarithmic factors) on the depen-
dency of LT, Ct, K, S, ¢, and only incurs an additional >
factor, which demonstrates its effectiveness and efficiency.
Note that if we further leverage prior variance information
and adopt the adaptive penalty as illustrated in Remark 4.1,
a corresponding variance-adaptive performance guarantee
can be established following the proof of Theorem 5.1.

6. Experimental Results

To further empirically validate the effectiveness of HetPEVI,
experimental results are reported in Fig. 2. In particular,
simulations are performed on a target MDP with S = 2,
A = 20 and H = 20. The data source MDPs are ran-
domly generated through a set of independent Dirichlet
distributions (Marchal & Arbel, 2017). The baseline, la-
beled as ‘Avg-PEVT’, is an aggregated policy. In particular,
with each individual dataset D;, a policy 7; is learned via
PEVI (Xie et al., 2021b; Jin et al., 2021). Then, at each
(s,h) € S x [H], Avg-PEVI selects an action uniformly
among {7, ;(s) : I € [L]}. Additional experimental details
can be found in Appendix F.

From Fig. 2, it can be observed that HetPEVI consistently
outperforms the baseline policy, and is capable of approach-
ing the optimal performance particularly when sufficient
data sources and data samples are available.
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7. Extension to Offline Markov Game

We extend the study to the multi-player regime. In particular,
the most representative two-player zero-sum Markov game
(MG) is considered, which can be characterized by G :=
{H,§,A = At x A2 P:={P, : h € [H]},r := {rp :
h € [H]}}. Besides H as episode length and S as the state
space, the major distinction in MG compared with MDP is
that the entire action space A is a product of the individual
action spaces of two players, i.e., A! for the max-player and
A? for the min-player, respectively. We further denote that
Al := | A'] and A? := | A?|. Consequently, the transitions
and rewards depend on the action pair a = (a',a?) €
Al x A2. Value functions of MG G can be defined similarly
as those of MDP to be V"9 (s) and Q' (s, a) for a product
policy m = p x v from the max-player’s policy p and the
min-player’s policy v.

With G as the target MG, we are interested in approximat-
ing its Nash equilibrium (NE) policy pair 7* = (u*,v*),
where p* and v* are the best responses to each other. In
particular, from the perspective of the max-player?, the per-
formance gap of a learned policy £ with an initial state distri-
bution ¢ is defined as MGGap(ji; G, €) := V{* ¥V "9 (¢) —
V{”br(’”’g(g), where br(x) denotes the best response of
policy i, i.e., br(y) = argmin,, V{9 (¢).

However, instead of having data directly sampled from the
target MG as in Cui & Du (2022a;b); Zhong et al. (2022);
Yan et al. (2022), we consider that there are L data source
MGs {G; : | € [L]} while K trajectories being indepen-
dently sampled from each data source MG G; by a be-
havior policy p; and an initial state distribution &;, where
p1 == p} x p? with p} for the max-player and p; for the
min-player. A task-source relationship similar to Assump-
tion 2.1 is considered between {G; : [ € [L]} and G, which
is rigorously stated in Assumption D.1.

7.1. Algorithm Design and Analysis

The HetPEVI-Game algorithm is generalized from HetPEVI
to perform efficient offline learning in MG with multiple per-
turbed data sources. With algorithm details in Appendix D.2,
we note that HetPEVI-Game inherits most parts of HetPEVI
while the major distinction being in the value iteration. In
particular, the following is performed instead of Eqn. (2):

Qn(s,a) = max { (IB%;,,‘A/;LH)(S, a) —TY(s,a),0},
(in(-[5), 2 (-] 5)) = NE(Qn(s, ")),
Vh(s) = anﬂh(~|s)><ﬁh(-|s) [Qh(sva)}a

where NE(+) finds the NE policy pair regarding the input
and I' (s, a) is designed to have the same two-part structure

The min-player’s perspective is symmetrical and thus can be
similarly solved with minor modifications on notations.

as I',(s,a) of HetPEVI. Again, the two parts in I'Y (s, a)
jointly capture the sample uncertainties and source uncer-
tainties associated with the available datasets.

Similar to C'* and LT, we introduce the following quantities,
Lj] and CgT, to measure the collective data coverage in MG:

Ll := min {\Eh(s,aﬂ 1 (s,a,h) st v, d;‘*xy’g(s,a; &) > 0} ,
min {d‘g*x”’g(s,a; £), 5%41}
C! := max max Z ,
k) v e

[£n(s, )] - df % (s, a:61)
where we reload the notation that £, (s,a) := {l € [L] :
dfb”g’(s,a; &) > 0} C [L]. Then, the performance guar-
antee for HetPEVI-Game is established in the following
theorem.

Theorem 7.1 (HetPEVI-Game). Under Assumption D.1,
with probability at least 1 — 6, the output policy [i of
HetPEVI-Game satisfies

Q —

~ CIHAS A, |H*
MGGap(ji; M, €) = O 97 P )
Pl 2 < LK L} )

when K 2 c/dy™, where d7"™ = min{dzl’g’ (s,a) :

(s,a,h,l) st v, d‘}f*xy’g(&a) > O,dﬁ"gl(s,a) > 0}.

Thus, to obtain an -optimal policy, HetPEVI-Game requires
L;K = O(C;H4SA2/52) and L;f] = O(H"/&?) besides
the burn-in requirement K > ¢/ dg“i“. The conditions that
L; > (0 and C’; < oo are further implied by the following
collective unilateral coverage assumption.

Assumption 7.2 (Collective unilateral coverage, this work).
At each (s,a,h) € S x A x [H], if there exists v that
" "9 (s, a;€) > 0, then there exists | € [L] such that the
behavior policy p; satisfies that dﬁl’gl (s,a;&) > 0.

The following individual coverage assumption is quoted,
where dataset D is collected by behavior policy p directly
from the target MG G and initial state distribution &’

Assumption 7.3 (Individual unilateral coverage, Cui & Du
(2022a;b); Yan et al. (2022)). Ateach (s,a,h) € S X A x
[H], if there exists v that dﬁ*x"’g(s, a;&) > 0, then the
behavior policy p satisfies that dﬁ’g(s, a; &) > 0.

It can be observed that efficient learning in MG requires
a stronger coverage assumption than that in MDP, i.e., the
dataset needs to cover not only the NE pair (p*, v*) but also
the policy pair (u*, v) for any policy v of the min-player.
This requirement stated in Assumption 7.3 can be stringent
as the only policy p needs to satisfy it individually. On the
other hand, Assumption 7.2 is more practical as multiple
data sources can collectively provide coverage.



Provably Efficient Offline Reinforcement Learning with Perturbed Data Sources

8. Extension to Offline Robust RLL

In addition to learning a single target task, it is often essen-
tial to learn a robustly good policy in many practical applica-
tions. We are thus motivated to consider the distributionally
robust RL problem (Zhou et al., 2021; Shi & Chi, 2022). In
particular, it can be characterized by a nominal (i.e., center)
MDP M€ = {H,S, A P r} and an associated uncer-
tainty set U7 (P°) = ®(s,a,n)esxax[mU’ (P} (-], a)) for
an uncertainty level ¢ > 0, where ® denotes the Carte-
sian product and U7 (P4 (-|s, a)) := {P7(-|s,a) € A(S) :
KL (P{(-|s,a)||P§.(-|s,a)) < o}. In other words, the un-
certainty set contains the transition distributions whose
KL-divergence from that of the nominal MDP at each
(s,a,h) € S x A x [H] is at most 0. We further de-
note R := {M° = {H,S,A,P°,r} : P? € U°(P°)}
as the collection of MDPs with transitions contained in
the uncertainty set. Moreover, the robust value functions
of a policy 7 at (s,a,h) € S x A x [H] can be defined
as VR(s) = infpoer V,ZTMG(S) and Q7" (s,a) =
inf proer QZ’M” (s,a), which provide worst-case charac-
terizations among the uncertainty set.

For this problem of robust RL, it has been established
that there exists an optimal policy 7* that is deterministic
and maximizes the above value functions (Iyengar, 2005).
Thus, the quality of a learned policy 7 is measured by
the following gap for a given initial state distribution &:

RGap(fi; R, &) := V™ (&) = V"R (¢).

Existing works considering the offline version of this robust
RL problem typically assume a dataset sampled from the
nominal MDP M¢€ (Shi & Chi, 2022; Zhou et al., 2021). In-
stead, we consider L available datasets, i.e., {D; : | € [L]},
and each D; contains K trajectories sampled independently
by a behavior policy p; and an initial state distribution &; on
the data source MDP M;. A stochastic relationship between
the data sources {M; : | € [L]} and the nominal MDP M¢
similar to Assumption 2.1 is further considered, which is
rigorously stated in Assumption E.1.

8.1. Algorithm Design and Analysis

A variant of HetPEVI is developed to find a robustly good
policy with datasets from multiple perturbed data sources,
termed HetPEVI-Robust. While the complete description of
HetPEVI-Robust is deferred to Appendix E.2, it particularly
performs the value iteration as follows:

Qh(s, a) = max {fh(s, a) + (Pihnff/h+1) (s,a) —T'7(s,a), 0} ,

n(s) = argmax, e 4 Qn(s,a), Vi(s) = Qn(s, 7n(s)),
where we define that
(P Vig1) (s, a)

= infﬁ“g(-\s,a)~u”(ﬁ”h(-|s,a)) (szh—&-l) (s,a)

= sup {—/\log ([HAD;L exp (—\A/;H_l//\)} (s, a)) — /\0’} .

A>0

The above last equation holds due to the strong duality (Hu
& Hong, 2013) and can be efficiently solved (Panaganti &
Kalathil, 2022; Yang et al., 2021). More importantly, the
penalty term I'7 (s, a) is specifically designed as

I'Y (s,a) := min {H,
e Ol DD
Jprﬁlm(s’a) lE[Eh,(s,a)

c \/HZ log(SAH/5) \/log(SAH/é)}

oPpin(s, a) L Ly (s,a)

H?log(SAH/6)
(I;h(s, a))2Nn,(s,a)

Ly(s,a)

where PI" (s, a) = min{P,(s|s, a) : s s.t. Py(s']s,a) >
0}. First, it is noted that this penalty term once again has a
two-part structure: the first term to aggregate sample uncer-
tainties and the last two terms to compensate source uncer-
tainties. Moreover, compared with I';, (s, a), an additional
factor 1/(oP™"(s,a)) appears in the design of T'7(s, a),
which is carefully crafted to maintain pessimism during the
non-linear value iteration.

Following the same steps in the analyses of HetPEVI and
HetPEVI-Game, the following two quantities are introduced
as data coverage measurements regarding robust MDP:

LI = min{|Ln(s,a)| : (s,a,h) s.t.
IMT e R, dr M (s,a;€) > 0},

min {dz*’MU(s,a; £), %}
C; = max max Z TR ,
(s,0,h) M7ER leLy, (s,a) |‘Ch (S’ a)' : dh ' (Sv a; El)

where Ly,(s,a) := {l € [L] : d?"™(s,a;€) > 0}. With
the following additional notations,

L™ :=min{|Ln(s,a)| : (s,a, h) st |Ln(s,a)| > 0},
A2 = min{d}" M (s,a;&) : (s,a, h,1)
st dy™M (s, a36) > 0},
PP = min{Pj,(s'|s,a) : (s,a, h,s")
s.t. dz*’Mc(&a;f) > 0,P;(s'|s,a) > 0},
P2 = min{Pj,(s'|s,a) : (s,a, h,s")
st. 3l e [L],d M (s,a;6) > 0,P5(s|s,a) > 0},
the following Theorem 8.1 provides a characterization of
the performance of HetPEVI-Robust.

Theorem 8.1 (HetPEVI-Robust). Under Assumption E. |,
with probability at least 1 — 0§, the output policy [ of
HetPEVI-Robust satisfies

VCIHS L HA H?/(oP™i)
oPmin /LT K L} ’

RGap(#; R, ) = O (
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when K > ¢/ (d™™(P2i0)2) and L2 > ¢/ (P2in)2,

It can be observed that besides the burn-in re-
quirements on K and L™®, with guarantees
LIK = O(CIH*S(oP™™)~2/¢%) and LI =
O((H? + H*(cP™n")=2)/e2), HetPEVI-Robust can
find an e-optimal policy for the target robust RL. To ensure
LI > 0and C] < oo, itis sufficient to have the following
Assumption 8.2 of collective robust coverage, which is also
compared with the previously required Assumption 8.3 on
individual robust coverage (Shi & Chi, 2022).

Assumption 8.2 (Collective robust coverage, this work). At
each (s,a,h) € S x A x [H], if there exists M° € R that
A ™M (s,a;€) > 0, then there exists | € [L] such that the

behavior policy p; satisfies that d'fL“Ml (s,a;&) > 0.

Assumption 8.3 (Individual robust coverage, Shi & Chi
(2022)). Ateach (s,a,h) € S x A x [H], if there exists
M? € R that dz*’Ma(s, a; &) > 0, then the behavior policy
p satisfies that dZ’MC (s,a;¢") > 0.

Once again, it can be observed that Assumption 8.2 is more
practical than Assumption 8.3 as it leverages collective in-
formation from all data sources.

9. Discussions

Target-source Relationships. This work mainly targets
one basic target-source relationship formulated in Assump-
tion 2.1: the source MDPs are randomly perturbed ver-
sions of the target MDPs, where the expectation of the
source generation process exactly matches the target MDP.
This scenario itself captures key features of many appli-
cations as mentioned in Sections 1 and A.1, and the de-
sign ideas in HetPEVI can be similarly extended to other
different task-source relationships. For example, instead
of the stochastic relationship in Assumption 2.1, a static
relationship can be considered such that the target MDP
is a weighted average of source MDPs (Agarwal et al.,
2022): (s, a) = 3 ey wils, a)rng(s, a) and Py(s, a) =
ey wi(s, @)Ppy(s,a) for all (s,a,h) € S x A x [H].
In this case, there is no need to consider source uncertainties
and the penalty for sample uncertainties can be designed as

C\/ZZE[L] (wi(s,a))?H? /Ny, (s, a), and a corresponding
performance guarantee can also be established following
the procedure of Theorem 5.1.

We hope this work can be a starting point for further investi-
gations into different target-source relationships. Especially,
one interesting direction is to consider function approxima-
tion to accommodate large state/action spaces. For example,
in linear MDP (Jin et al., 2020), the random perturbations
could potentially happen on the overall linear structures.

Information Aggregation Schemes. Another interesting

direction to be further explored is how to aggregate infor-
mation from different sources more effectively. As the first
step to investigating this problem, we start with the simple
approach of equally weighting estimates from all sources
that provide information. One limitation of this approach
is that adding a data source with poor coverage would not
necessarily improve the performance of HetPEVI since it
is equally treated in information aggregation. It is con-
ceivable that some other fine-tuned approaches might be
more efficient in aggregating information. One promising
idea is to aggregate the estimate from each source with
weights according to their uncertainties, i.e., a small weight
for a high-uncertainty source. This approach, intuitively,
would be able to deal with sources with poor coverage more
efficiently (by assigning a small weight to them) while ad-
ditional investigations are needed to concretely design and
analyze such algorithms.

10. Conclusions

This work studied a novel problem of offline RL with data
sources that are randomly perturbed versions of the target
task. An information-theoretic lower bound was derived,
which reveals that guarantees on sample complexity and
source diversity are simultaneously required for finding a
good policy on the target task. Then, a novel HetPEVI algo-
rithm was proposed, which adopts a two-part penalty term
to jointly consider the uncertainties from the finite number
of data samples and the limited amount of data sources.
Theoretical analyses proved that as long as a good collective
(as opposed to individual) data coverage can be provided by
the data sources, HetPEVI can effectively solve the target
task. Moreover, the required sample complexity and source
diversity of HetPEVI is optimal up to a polynomial factor
of the horizon length. Experimental results further illus-
trated the effectiveness of HetPEVI. At last, we extended
the study to offline Markov games and offline robust RL
with perturbed data sources with two generalized versions of
HetPEVI proposed. These extensions further corroborated
that offline RL with perturbed data sources is feasible given
a good collective data coverage, while it requires sufficient
source diversity besides adequate sample complexity.
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A. Additional Discussions
A.1. The Motivation and Setting of This Work

The work is largely motivated by the need of finding generally applicable strategies in many real-world applications.
Especially, concrete motivating examples include the chatbot training discussed in Section 1, and the following ones (among
many others) from the healthcare and recommendation systems:

* In healthcare applications, standardized procedures for medical diagnosis and treatment are often valuable as they
provide general guidelines for medical personnel to follow. The output policy in this work can serve this purpose as it
is able to aggregate common information in historical medical records from different patients;

* In recommendation systems, when dealing with a new customer, online shopping platforms would need a generally
effective mechanism for advertising and promoting. Our proposed approach can then leverage existing histories from
different past customers to find the desired generic mechanism.

In other words, it would be helpful to interpret the target MDP in this work as the population-level response dynamics in
these real-world applications (e.g., common reactions to certain medical treatments and promoting strategies), while the
source MDPs characterize the sampled individuals. Motivated by the aforementioned practical needs, this work focuses on
finding such generally applicable strategies via individually perturbed data sources.

For a more detailed comparison with related works, we also recall the setting of this work and provide a step-by-step
overview in Fig. 3. In particular, we note that the learning goal is the target MDP M but there is no direct access to it.
Instead, a few data source MDPs { M, : | € [L]} are available, which are randomly perturbed from the target MDP M.
Datasets {D; : | € [L]} are collected from these data source MDPs via behavior policies {p; : I € [L]}. With these datasets,
the agent finds (e.g., via the proposed HetPEVI algorithm) an output policy 7. Lastly, this learned policy 7 is intended to be
deployed back to the target MDP M, where its performance is measured.

Available @ Dataset D,
Data Sources

g . :

9.
...... 9
. perturb
Access of policy
[=°u°='
)

------- g randomly
4 Available
‘FT\P'P
|

(§u = ) Datasets !=ouo=)
| Learning Goal > Available Data Sources > Available Datasets > Policy Learning > Policy Deployment >

A

Figure 3. A step-by-step problem overview.
To further illustrate the considered setting, we specify a learning problem as follows.

» Target MDP. Consider the target MDP to be the dynamics of picking up a bowl of a certain shape and weight.

¢ Source MDPs. One possible scenario is that we have four other bowls: one larger than the target bowl, one smaller,
one heavier, and one lighter. Each data source is randomly given one bowl from these four and then its picking-up
trajectories are collected.

* Target-source Relationship. The most basic setting to be considered is that the averaged shape and weight of the
four other bowls match those of the target bowl. Then, the averaged picking-up dynamics at each location and with
each movement of these four bowls should conceivably match those of picking up the target bowl. Finally, since data
sources are randomly selected from the four bowls, the expected source dynamics match the target dynamics, which is
now stated as Assumption 2.1. With the proposed HetPEVI, one can learn how to pick the original bowl using these
collected trajectories by picking other bowls.
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Figure 4. Graphical illustrations of related research topics, which differ from this work in their studied data sources and evaluation criteria.

A.2. Related Works

Reinforcement learning (Sutton & Barto, 2018) has seen much progress over the past few years, particularly in its theoretical
understanding; see the recent monograph (Agarwal et al., 2019) for an overview. We will discuss the most related papers in
the following, with a particular focus on the theoretical aspect as well as the offline setting. A compact summary of these
topics and their comparisons with this work can be found in Table 1. Graphical illustrations can be found in Fig. 4.

Canonical offline RL. Inspired by empirical advances (Yu et al., 2020; Kumar et al., 2020), the principle of “pessimism” is
incorporated and proved efficient for offline RL (Jin et al., 2021; Rashidinejad et al., 2021; Xie et al., 2021b; Li et al., 2022;
Shi et al., 2022; Yin et al., 2022; Xiong et al., 2022; Xie et al., 2021a; Uehara & Sun, 2021; Zanette et al., 2021), which
is also adopted in the design of HetPEVI and its generalizations. However, these works focus on the classical setting of
learning with a dataset sampled exactly from the target task, which is rather restricted for practical applications.

Robust RL. Recently, a series of work (Zhou et al., 2021; Yang et al., 2021; Panaganti et al., 2022; Panaganti & Kalathil,
2022; Shi & Chi, 2022; Ma et al., 2022) has made theoretical advances on the topic of offline robust RL. In particular,
a dataset from one data source, i.e., a nominal MDP, is collected, which is used by the learning agent to find an output
policy. Then, the output policy is deployed to an uncertainty set around the nominal MDP, and its worst-case performance
is adopted as the evaluation criteria. However, this work mainly considers multiple data sources while the learned policy
is intended for deployment on the target task. Furthermore, in Section 8, we generalize the study of offline robust RL to
consider that the available data are not from multiple perturbed versions of the nominal MDP instead of itself.

Latent RL. Another related topic is latent RL (Kwon et al., 2021; Zhou et al., 2022b). These existing studies are mainly in
the online setting. Following the same spirit, the corresponding offline version would require datasets from a set of potential
MDPs. Then, the learning agent aims to find a good policy that performs well on average in an unknown environment
randomly selected from the aforementioned set of potential MDPs (which is often modeled to be related to a latent variable).
Thus, although both latent RL and this work need to deal with multiple data sources, this work considers data sources that
are perturbed versions of a target MDP while latent RL poses no relationships among data sources. Moreover, this work
evaluates the learned policy on the target MDP while latent RL targets at performing well on the potential MDPs on average.

Federated and multi-task RL. Federated RL has attracted much attention recently (Dubey & Pentland, 2021; Jin et al.,
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2022), and Zhou et al. (2022a) studies its offline version. In particular, Zhou et al. (2022a) considers datasets from different
MDPs at different sites, which share certain representations. The design is to leverage the shared structure to accelerate
learning of each individual site MDP, i.e., find a good policy for each site MDP. Similarly, multi-task RL attempts to leverage
common structures of multiple tasks to facilitate learning each individual task (Zhang & Wang, 2021; Lu et al., 2021; Yang
et al., 2020; 2022). However, this work considers a stochastic relationship between data source MDPs (Assumption 2.1)
instead of explicitly shared structures, while aiming to find one good policy for the target MDP (but not for the data source
MDPs).

Meta-RL. The most related literature of this work falls in the research domain of “offline meta-RL” (Mitchell et al., 2021;
Dorfman et al., 2021; Lin et al., 2022; Li et al., 2020), which however lacks rigorous theoretical understanding currently.
Especially, the target MDP can be viewed as a learning target for the “meta-training” process of offline meta-RL (Mitchell
et al., 2021), which aims to extract information from the available data of multiple sources. In addition to “meta-training”,
the empirically studied offline meta-RL systems often feature another step of “meta-testing”, which further utilizes the
learned information and applies them to a specific task. Thus, we believe this work may contribute to the theoretical
understanding of offline meta-RL systems, especially the meta-training process, which may also serve as the foundation for
studies of the meta-testing process.

Other related works. Another conceptually related work is Shrestha et al. (2020). In particular, it looks for similar
state-action pairs with small distances in the dataset, which can be thought of as available data sources in this work. Then,
the Lipschitz continuity assumption is posed, which serves a similar role as Assumption 2.1 to establish the connection
between desired task information with the available datasets. From this perspective, the first term in Theorem 3.1 (Shrestha
et al., 2020) can be interpreted as coming from the source uncertainty while the second term is from the sample uncertainty.
However, we also note that the Lipschitz continuity assumption is a worst-case consideration that would not characterize the
concentration of involving more data sources, which however is the key of this work.

Moreover, Jeong & Rothenhéusler (2022) provided a set of results to jointly characterize the sample and source uncertainties.
One distinction is that it focuses on leveraging multiple estimators on one randomly perturbed data source, while this work
targets aggregating information from multiple heterogeneously perturbed data sources. Despite the difference, the methods
proposed in Jeong & Rothenhiusler (2022) may still be of value in the future study of offline RL with randomly perturbed
data sources, especially its utilization of between-dataset information in quantifying uncertainties.

A.3. Future Works
Some discussions on future works are included in Section 9. A few other potential directions are discussed as follows.

Coverage Assumptions. While the collective coverage requirements of Assumptions 5.2, 7.2 and 8.2 are relatively weak, it
is still of major interest to further explore how to perform offline RL (especially with heterogeneous data sources) under
weaker conditions. This direction is particularly interesting with multiple data sources since the heterogeneity naturally
enriches the data diversity.

Unknown Source Identities. This work considers the scenario where each data sample is known to belong to a particular
source. One interesting direction is to investigate the scenarios without such information, i.e., unknown source identities.
A potential solution is to first cluster the data samples and then adopt the algorithms proposed in this work. However, it
is challenging to design clustering algorithms with provable performance guarantees. One candidate clustering technique
is developed in (Kwon et al., 2021) for the study of latent MDP, which however relies on strong assumptions of prior
knowledge about the source MDPs.

Personalization. As mentioned in the discussions of related work, this work can be viewed as targeting at the “meta-
training” process of offline meta-RL (Mitchell et al., 2021), which extracts common knowledge from available data of
multiple sources. While the extracted common knowledge has individual values, in many applications, an additional step
of personalization is performed to further use such knowledge to benefit a specific task, which is called the “meta-testing”
process of offline meta-RL (Mitchell et al., 2021). Based on this work, it would be valuable to further study how to perform
such a personalization step with theoretical guarantees.
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B. Proof of Theorem 3.1

In this section, we provide the proof of Theorem 3.1, which is inspired by Li et al. (2022) and Shi & Chi (2022) but more
complicated as the datasets are collected from data sources instead of the target task itself.
B.1. Construction of hard problem instances
Let us first introduce two MDPs to be used in the following proofs:

{NX=(H,8 AQ ={Q) : he [H]},r={r,:he[H]}): x€{0,1}},
where the state space is S = {0,1,--- ,S — 1}, and the action space is A = {0, 1, 2}.
The transition kernel QO is defined as
PU{s =0} + (1—p)I{s' =1} if (s,a) = (0,0)
¢1{s" =0} + (1 = ¢)I{s" =1} if (s,a) = (0,1)
qIi{s' =0} + (1 —q)1{s' =1} if(s,a) =(0,2)
1{s' = s} ifs>1
QY (s|s,a) = 1{s' = s}, V(h,s,,a) € {2,--- ,H} x 8 x A.

Q}(s'ls,a) =

The transition kernel Q! is defined as

Jd1{s' =0} + (1 - ¢)1{s' =1} if(s,a)=(0,0)
pI{s =0} + (1 —-p)1{s' =1} if(s,a)=(0,1)
ql{s' =0} + (1 —¢)1{s’ =1} if(s,a) =(0,2)
1{s' = s} ifs>1
Q}(s]s,a) = 1{s' = s}, V(h,s,,a) €{2,--- ,H} x S x A.

Qi(s']s,a) =

The parameters p’, p, g and ¢’ are set to be

31
P2 LA = —al; =p -
p 1 HJF ) pP=p —an; q p

for some H, A and « obeying

Thus,

7 / /
P >p>q>q 2

1
8 2

Moreover, for any (h, s,a) € [H] x S x A, the reward function is defined as

1 ifs=
rh(s,a):{ ifs=0

0 otherwise.

B.1.1. CONSTRUCTION OF A COLLECTION OF HARD TARGET MDPS

Let us introduce another two MDPs as target MDPs:
{MO = (H.8, AP = (P} :h e [H),},r = {m:he[H]}): € {0,1}},
where the state space is S = {0, 1,--- ,S — 1}, and the action space is A = {0, 1, 2}.
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The transition kernel P is defined as

pl{s’ =0} + (1 —p)1{s’ =1} if(s,a) =
ql{s' =0} + (1 — ¢)1{s' =1} if(s,a) =(0,1)
gl{s' =0} + (1 —¢)1{s’ =1} if(s,a) =(0,2)
1{s' = s} ifs>1
P?L(S,|Sva) = ]l{sl = S}v V(h,s,,a) € {2,"' 7H} xS x A

PY(s'|s,a) =

The transition kernel P! is defined as

ql{s' =0} + (1 — ¢)1{s' =1} if(s,a) =
pl{s' =0} + (1 —p)U{s’ =1} if(s,a)=(0,1)
gl{s' =0} + (1 —¢)1{s’ =1} if(s,a) =(0,2)
1{s' = s} ifs>1

P} (s'|s,a) = 1{s" = s}, V(h,s,,a) €{2,--- ,H} xS x A.

Pi(s'|s,a) =

It can be observed that
M():(lfa)'./\/'oJrOé'Nl, M1:OL~./\/'0+(1704)~./\/'1,
where the weighted average is w.r.t. rewards and transition kernels.

B.1.2. CONSTRUCTION OF A SOURCE MDP GENERATION DISTRIBUTION

If the target MDP is MO, then with probability 1 — o, the generated source MDP is A/°, and with probability c, the
generated source MDP is /. If the target MDP is MY, then with probability «, the generated source MDP is A'°, and with
probability 1 — «, the generated source MDP is /L.

B.1.3. CONSTRUCTION OF THE OFFLINE DATASET

In the environment /X, a batch dataset is generated consisting of K independent sample trajectories each of length H based
on an initial distribution

where

1 1 . 1 1
N(S):@ﬂ{szo}‘F (1_08> I{s =1}, Wlth@ <7

and a behavior policy, which is specified in the following.

Good behavior policy. The good behavior policy p9 uniformly selects actions {0, 1} as follows:

1
pi(als) = 3 V(s,a,h) €S x {0,1} x [H].
It turns out that for any MDP A/X, the occupancy distributions of the above batch dataset admit the following characterization:
g9 ]. 9
di" N (0,a:6%) = Sp(0),  Va e {0,1); @ < d" N (s,a;€%) < pu(s),  W(s,a,h) € S x {0,1} x [H].

In particular, for any A’X with x € {0, 1} and the initial distribution as £%(s) = u(s), we have that

dfg’NX (S;Sd) = u(s), Vs € S,
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which leads to
9 NX 1(0) 9 NX 1(0)
di (0,056 = p(0)pf(000) = =55 AT (0, 1;€7) = p(0)pf (110) = ==
The state occupancy distribution at step h = 2 obeys that

w(0)(»' +4q')

a5 (0:6%) = p(0) [P (O + o (1= X[0)d + pi(210)g) = =5,

and

MO —p' —d)

dg’ M (1560 = (1) + p(0) [pf (x]0)(1 — p') + p{(1 = x|0)(1 — ¢') + pf (2(0)(1 — @)] = (1) + 5

The above results can be further bounded as

@ < d" V(0N < p(0),  p(1) < d5 N (Le?) < 2u(1),
which leads to that

% <df’N(0,0;¢%) < @, V(a,h) € {0,1} x [2, H];

MU < g (Lasey < (1), Van) € {0.1) x [2,H]

Bad behavior policy. The bad behavior policy p® always selects action 2 as follows:
ph(2]s) =1, V(s,a,h) € S x {2} x [H].
Correspondingly, for any MDP N/X, it is easy to observe that the occupancy distributions of the above batch dataset follow
that
dflb’NX(s,a;fd) =0, Y(s,a,h) € S x {0,1} x [H].

We then specify the initial distributions of all data sources as £?, the behavior policies of the first L* data sources as the
good ones, i.e., p9, and the behavior policies of the other L — L* as the bad ones, i.e., pb.

B.1.4. VALUE FUNCTIONS AND OPTIMAL POLICIES
We choose the initial state distribution to be tested on as
1, ifs=0
S) =
&) {0, otherwise.
Then, the following lemma can be established.
Lemma B.1. For any ¢ € {0,1} and any policy w, it holds that
x M?
VIEMU0) = 14 i (¢|0)p(H — 1) + mi (1 — $[0)g(H — 1) + m1(2]0)q(H — 1).

*,M‘b

In addition, there exists an optimal policy ™ such that its optimal value functions obey

VMU 0) = 1+ p(H — 1),

Vhe[2.H: VMO =H - h+1,
vheH]:  wMigo)=1, =M =1, v7Ma)=o
* *, MP
where we denote V" ’M¢(s) =V 'M ’M¢(s)for simplicity.

Furthermore, it holds that

Lt =1} Cct e [C,40).
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Proof. For any policy ¢, it can be easily observed that
VMU0 )=H—h+1, Vhe 2 H);

V}ZT’Md)(S):Oa V(S,h)E{l,u-?S*l}X[H],
which immediately indicates that

VM 0) = 14 p(H — 1),

Vhe[2H: VMO =H-h+1,
£ MP £ M® MO
VhelH: ™M @eloy=1 =M @n=1 v M@OQ)=0.

For a policy m, it further holds that

VMY (0) = Eger, (o) [rh(o,a) + (Plvf“w) (o,a)]
= 14+ m(9l0) (pv5*" (0) + (1= VM (1))
+ (1= 610) (v (0) + (1 - v (1)
+ 61(210) (v (0) + (1 - VM (1)
= 1+ m(Gl0)p(H — 1) + (1 = 9l0)g(H — 1) + m (2(0)a(H — 1).

Moreover, it holds that

00,606 = 7 05 = P {on = Oy~ a7 e an e (|
dh*;\" M¢(O;§) e dg*’Mé’Md)(O;f) > pf(O) > %
Thus,
min{dw*’M¢(O’¢);£)’%} B I/S c |:1/S 1/ :| O 40].
py NX( ¢ fd) - Pg NX( ¢ é‘d) /1,(0) ’
min{ a7 M (1, 18), é} _Ys 2 <8 - E
d,plg7NX(17¢;§d) - ,U,(l)/2 o S(]. — Ci) 38— 37

which concludes the proof.

B.2. Establishing the minimax lower bound
B.2.1. CONVERTING THE GOAL TO ESTIMATE ¢
We choose « and A such that
(H—-1)(1 —20)A > 2e.
Then, with the selected &, it holds that
v - v e
=V 0) - W)

=1+p(H —1) = [1+ 71 (|0)p(H — 1) + 71 (1 — ¢[0)qg(H — 1) + 71 (2/0)q(H — 1)]
=p(H —1) = 71 (¢|0)p(H — 1) = 71 (1 — ¢[0)q(H — 1) — 71 (2[0)q(H — 1)
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=(H-1)(p—q)(1 —m1(¢]0))
= (H = 1)(1 = 2a)A(1 = 71 (¢]0))
> 2e(1 — 71(9)0)).

Suppose that for any ¢ € {0, 1},

we necessarily have that

where

1—¢ ifmi(¢l0)

AN
(Sl NI

B.2.2. PROBABILITY OF ERROR IN TESTING TWO HYPOTHESES

We focus on differentiating the two hypotheses ¢ € {0, 1}. Towards this, consider the minimax probability of error defined
as follows:

Pe 1= iﬁfmax {Po(yp £0),P1(vp #1)},

where the infimum is taken over all possible tests @ constructed from the batch dataset. Then, following the standard results
(Theorem 2.2, Tsybakov (2009)), it holds that

1
De = 1P (—KL (UMO||UM1)) ,

where vM” () is the distribution of the sampled dataset with the target MDP as M. Furthermore, it holds that

0 1 0 UMD
KL (’UM |[o™M ) = ZUM (D) log (M)
( ) Z Zyl Dl log ( E

@@
=

le[L] Dy
@ M (DY) o <M<D>>
lez[:m]%; o (D1)
v Y (@) =)+ (D)a
l%];( l 1 )+ l (Dl> )1 g (U{\/O(Dl)a—i—vl I(Dl)(l—(X))

(iv)

< min {term (I), term (II)} .

where equation (i) is from the definition of led) (+) as the distribution of the sampled dataset at source [ with the target MDP
as M? and the property of KL-divergence for product measures. Equation (ii) is from the fact that the distribution of the
last L. — L* datasets are the same. Equation(iii) leverages the definition of v{v v (+) as the distribution of the sampled dataset
at source [ with the source MDP as A/% and the two-step dataset generation procedure (i.e., first randomly perturb target
MDP as source MDP, and then randomly sample data from the source MDP). Inequality (iv) is from the log-sum inequality
and the following definition:

NO Nl
vV (D) (1 — «) u¥ (D))o
term (I) := E E Ul 1 — Oé) IOg (l/\/o E E Ul D[ alog NI N1

le[LT] D1 v (Pra I€[LT] Dy v (D)(1 = )
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= 3 (1-a)log ((1;04)>+ 2 alog ((1fa)>

le[L1] le[LT]

= LT(1 - 20) log (O;O‘)> ;

NO 1
term (II) := Z Zvl )1 — «)log <(D> + Z Zvl (Dy alog( l/\/ (Dl)a>
e D (D)L —a) ) S0 D (D)
= szl 1—a)log< >+ ZZUl Dla10g< )
le[LT] Du ) le[Lt] Dy
= oL’ K -KL (o} (0)][o" (7)) + (1 = ) LTK - KL (v} (1) |0 (7)),
where notation 7 refers to a complete H-step trajectory.
Furthermore, it holds that
KL (o (D)l (7)) = 2u0) 32 KL (@10, 010" (10,0)) < w0 L =T — o) A
2 ac{0,1} B p(1-p) p(1—p)
N A0 B 1 " 0 (p/ _ q/)2 A2
KL (v ()l (7)) = Su(0) ae%l}KL (@' (10,)[1Q°C10,0)) < () St = w(0) s,

where the inequality is from the fact that A’ and N'* only differ at state-action pairs (0,0) and (0, 1), and the inequality is
from a basic property of KL divergence (see Lemma 10 in (Li et al., 2022)).

With € < if it is designed that

64’
1  16¢e 11 1
= - — — —_ —_ Azi
a=o-— €(33) 3
it holds that
32 1
H-1)(1-20)A=(H-1)- — - =>2
(H=1)(-20)A= (H=1)- 5% - 5 = 2,
and
1-« 1 -2« (1 —2a)?  4096e2
(1—2a)log( - ):(1—2a)log<1—|— - )S " < e
Thus, if
ot H?log(2)
4096¢2 ’
it holds that
1 0 1 1 H?log(2) 4096¢2 1
pezzexp(fKL(U HUI))Zzexp(—LT.KL(l—aHa))zzexp < 10062 2 =3
Similarly with ¢ < 2 57 if it is designed that
1 8¢ 1
T H ™8
it holds that
1 8
H-1)(1-20)A=(H-1)-=-—>2
(H=D(1=20)A= (H-1) 55 =2,
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and
A2 2
L AT oae 10242
p=p) H?
Thus, if
2
LK < H*log(2) ’
10242 1(0)
it holds that
1 0 1
De 2 1P (=KL (v°[v"))
1
> Jexp (—aLlK KL (1 (0)][o (1)) + (1 = @) LUK - KL (11 ()] [0 (7))
le B H?log(2) ) 1024e%\ 1
4P\ T 1024e2000) MY THE ) T

B.2.3. PUTTING THINGS TOGETHER

Finally, suppose that there exists an estimator 7 such that

o
=
o
g
=
—
5
d*
AH
7a2%
~
AH
I
~
A
m
——
Y%
ool

Po {17 - VM@ <<} 2

ol 3

The estimator é must satisfy that

. 1 A 1
Po{o£0p<3 and Pi{d#1f<c,
which cannot happen if
P o H?log(2)
~  4096¢2
or
21% 2 2
LK < H=C"S1og(2) < H*CSlog(2)  H”log(2)

4096e2  — 10242 1024e2u(0)

under the correspondingly designed scenarios.

C. Details of HetPEVI and Proof of Theorem 5.1
C.1. The Subsampling Procedure

The detailed subsampling procedure can be found in Li et al. (2022). Here we state their obtained main result as follows.

Lemma C.1. With probability at least 1 — 86, the output dataset from the two-fold subsampling scheme in Li et al. (2022) is
distributionally equivalent to independently sampled from the data source MDP and

KdpM KHL
Ni(s,a) > hf(s,a) — 5\/KdZZ’Ml(S, a)log (5>

forall (h,s,a,l) € [H xS x A x [L].
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C.2. Core Lemmas

Lemma C.2. Forall (s,a,h) € S x A x [H], and any function V : & — [0, H| independent of Py, with probability at
least 1 — 49, it holds that

H2log(SAH/)) ‘e H?log(SAH/))
. 2 < .
1€L (5,a) (Lh(saa)) NhJ(S,(Z) Lh(s’a)

’(B;LV> (s,a) — (BRV) (s, a)‘ <Thu(s,a):=c

Proof. For a fixed (s, a, h), it holds that

’(EhV) (s,a) — (BrV) (s, a)‘

= [Fnts @) + (BaV) (5, ) — ras. @) — (BV) (s,0)

= Z - L (rh,l(s, a) + (]IAD;L,ZV) (s, a)) — (rn(s,a) + PRV (s, a))

lEﬁ;L(s,a) Lh(S, a)
! P 1
< le%ﬂ) Tnisa) (Th,l(S,a) + (IF’h,zV) (s,a)) - le%ﬂ) Trs.a) (rhi(s,a) + (Pr V) (s,a))
+ Z ; (Th,l(&a) + (]P)hJV) (s,a)) — (rh(& CL) + ]PhV(S, a))
1€l (s,a) Lp(s,a)
<

2H2log(SAH/6) \/ 2H2 log(SAH/S)
N 2 T
lEL:,;L(s,LL) (Lh(saa)) Nh,l(sva) Lh(sva)

where the last step holds with probability at least 1 — 46/(SAH) due to Hoeffding inequality. The lemma can then be
established via a union bound over (s,a,h) € S X A x [H]. O

C.3. Main Proofs

In the following, we establish Theorem 5.1. The proof framework is inspired by Li et al. (2022) but is uniquely adapted to
handle randomly perturbed data sources.

Step 1: establishing the pessimism property. Armed with Lemma C.2, with probability at least 1 — §, the following
relation holds

Qn(s,a) < QiM(s,a),  Vi(s,a) < Vi ™M(s,a),  VY(s,a,h) €S x Ax [H]. 3)
Towards this, it is first observed that
Quii(s,a) = QZﬁ(s,a) =0, V(s,a) € S x A.

Then, suppose that Qp, 41 (s, a) < QZﬁf(s, a) for all (s,a) € S x A at some step h € [H], we can observe that by the

update rule in HetPEVI, it holds that
- A #,M _ M
0 < Viyi(s) = I(Pea/)t(Qthl(s,a) < I(Peajt(QhH (s,a) =V, (s) < H, Vs €S,
If Qh(s, a) = 0, the claim naturally holds. If not, we can obtain that

On(s,a) < (BMH) (s,a) — Tu(s, a)
< (BthH) (s,a) + ’(Bhf/h“) (s,a) — (BthH) (S,Cl)‘ —T'(s,a)
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()<Bhvh+1)( )(?( BAVIY) (5,0) = Q) (5,0,

The above inequality (i) is from Lemma C.2 and leverages the fact that Vh+1 (+) is independent of IP;, and takes value in

[0, H]. Inequality (ii) is from the obtained fact that V41 (s) < Vh’rﬁ/t( ). The desired claim Eqn. (3) can be verified by
induction.

Step 2: bounding the performance difference. From Eqn. (3), we can observe that

0 < Vi M(s) = Vi M(s) < Vi M(s) = Vils) < Qf (s, () — Quls, i (5)).

With
M s mi(s) = (BaViY!) (s, mi(9))

Qn(s,mi(s)) = max { (BuVisr ) (5,77.(5)) = Tu(s, mi(5)), 0},

we can further obtain that

\ A

Y M) BaVity') (s,mi () = (BuVie ) (5, 73 (5)) + (s, mi(s))

= ( - (8
(I[BthJrl ) s, 75 (8) ( th+1) $,5(5))

@MM>WM» (B1Vir ) (5.7 (5)) + D5, mi(s))

INS

(]Bahvh+1 ) (5,75 (5)) — (IB%th+1> (5,75(5)) + 25 (s, 75 (5))

(BaVi) (5,7 (3) = (BaVien ) (5,7 (5) + 205, 77.(5))

where inequality (i) holds with probability at least 1 — § according to Lemma C.2. If applying the above argument iteratively,
we can further obtain that

VM) =i <2 30 > dy M (s)Tu(s, mi(s)).

he[H] s€S

Step 3: completing the proof with concentrability. Let us consider (s, h) € S x [H] such that dz*’M(s) > 0. We can
then obtain that for all I € L (s, 7}(s)),

O KdvMi(s, nr KHL\ @) Kd™Mi(s, 77 (s)) i)
Np(s, 77 (s)) > h és,wh(s)) —5\/Kdzl’Ml(8,7TZ(S))IOg( ) > t 1((;377Th(8)) > 1.

where inequality (i) is from Lemma C.1; and inequalities (ii) and (iii) are from the condition that

ClOg (K§H) clog (K(SH)
> - > .
- dmln - d}pL[,Ml (57 W; (8))

Thus, it holds that

Li(s,m5(s)) = > I{Nnu(s,m5,(s) > 1} = L(s, 7, (s)).

le[L]

As a result, it holds that

Thn(s,m(s)) <c

H?log(SAH/5) \/ H?log(SAH/S)
- 2 T .
et tomz(o) (Ln(s, () Noals, w3 (5)) Ln(s, mi (=)
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. 5 H2log(SAH/5) . \/ H? log(SAH/5)

ecn o (o)) (5.3 (9)))* Kdi ™ (s, (s) Ly (s,;(s))

We can then obtain that

S S dr M (s)Da(s, ()

he[H] s€S
. CtH?log(SAH/§ o H2log(SAH/S
<c 3 s BA) S S M —(u /9)
H| s€S LK min {dh (s), §} he[H] s€S
. T2 / 4
he[H] \| s€S LTKHHH{ sES

o \/CTSH2 log(SAH/4) \/H4 log SAH/é)
LTK ‘

Putting these results together, it can then be established that

VM) = VM < v M© - T <2 3 D dy M ()Tn(s, mi(s)

he[H] s€S

CtSH2log(SAH/d) \/ 2H2log(SAH/6)
<
H\/ LTK +el LT :

which concludes the proof.

D. Markov Game

D.1. Problem Formulation

The following task—source relationship is considered for MG. It shares the same content as Assumption 2.1 while we note

that the overall action here consists of two individual actions from the max-player and min-player, i.e., a = (a',a?).

Assumption D.1 (Task—source Relationship). Data source MGs {G; = {H, S, A,P;,r;} : | € [L]} are generated from
an unknown set of distributions ¢ = {gp, : h € [H]} such that for each (I,h) € [L] x [H], the reward and transition
{71, P} are independently sampled from the distribution g (-) whose expectation is {rp, P} of the target MDP

G:={H,S, AP}
D.2. Algorithm Details of HetPEVI-Game

The complete description of HetPEVI-Game can be found in Algorithm 2.

D.3. Core Lemmas

Following the same steps in the proof of Lemma C.2, the following lemma can be established.

Lemma D.2. Forall (s,a,h) € S x A x [H], and any function V : 8 — [0, H| independent of P}, with probability at
least 1 — 0, it holds that

H?log(SAH/0)  |H?log(SAH/S)
N 2 = .
1€L(s,0) (Lh(s,a)) Np.(s,a) Liy(s,a)

’(Ehv) (5,0) — (BrV) (s,0)| <TY(s,a) == c

We especially note that the action a in the above lemma and the following proofs stand for an action pair (a', a?).
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Algorithm 2 HetPEVI-Game
1: Input: Dataset D = {D; : | € [L]}
2: Obtain D] < subsampling(D;), VI € [L]
3: forV(s a,h,s') €S x Ax [H] xS do
Vie[L ] Nypi(s, a) < number of visitations on (s, a, h) in D;
VI € [L], Npi(s,a,s") < number of visitations on (s a,h,s ) in D}
Ln(s,a) « {l € [L] : Npi(s,a) > 0}
Vi€ Li(s,a), (s, a) < rh(s,a),Phi(s'|s,a) < Npi(s,a,s")/Npi(s,a)
7r(s,a) « Zleéh(s,a) Phi(s,a)/(Ln(s,a) V1), Py(s|s,a) Zleéh(s,a) Py i(s'|s,a)/(Lin(s,a) V1)
9: end for
10: Initialize Viz41(s) < 0,¥s € S
11: forh=H,H—1,---,1do
12:  for (s,a) € S x Ado

® e

2 2
T i (oS ) B o, [T, )
14 Quls.a) « max {BuVii)(s,0) - T4 (5.0)),0}
15:  end for
16: fors e Sdo .
7 (1), 2 (1s)) — NE(Qu(s. )
18: V}L(S) A anﬂh('\S)XQh('\S) [Qh(s’ a)]
19:  end for
20: end for

21: Output: policy 7 = {@x(s) : (s,h) € S x [H]}

D.4. Main Proofs

Proof of Theorem 7.1. In the following, we establish Theorem 7.1. The proof framework is inspired by Yan et al. (2022)
but is uniquely adapted to handle randomly perturbed data sources.

Step 1: establishing the pessimism property. Armed with Lemma D.2, with probability at least 1 — J, the following
relation holds

Qn(s,a) < QZXbr(’l)’g(s,a), Vi(s,a) < Vh’ler(ﬂ)’g(s,a), Y(s,a,h) € S x A x [H]. (€]
Towards this, it is first observed that
Quii(s,a) = QM 9(s,a) =0,  V(s,a) €S x A.
Then, suppose that Q1 (s, a) < Q“Xbr(“) g(s, a) for all (s,a) € S x A atsome step h € [H], we can observe that
0 < Viyr(s) = Qnea(s, fo x ) < Qua (s, o x br(n)) < Q™9 (s, o x br(p)) = VI 9(s) < H,  WseS.

If Qh(s, a) = 0, the claim naturally holds. If not, we can obtain that

Qn(s,a) = (I@%hf/h+1) (s,a) — Tp(s,a)
(Bhf/hﬂ) (s,a) + ’(@hf/hﬂ) (s,a) — (BthH) (S’G)‘ — T} (s,a)

(@)

(BuVis) (s,0) = (BaVIZ ) (s,0) = QY (s,0),

IN

—
~

i)

IN

The above inequality (i) is from Lemma D.2 and leverages the fact that Vh+1 (+) is independent of P, and takes value in
[0, H]. Inequality (ii) is from the obtained fact that V}, 1 (s) < V}/* flbr(“ )9 (5). The desired claim Eqn. (4) can be verified by
induction. O
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Step 2: bounding the performance difference. From Eqn. (4), we can observe that

0 < VI (s) = VI () < VT ) =165
< QI (s, 1 x D) — Quls, p* x 0) < QY (s, 1% X D) — Quls, pt X D),
where

v=A{o,:hel[H]}, vp(s) =argminEqi, S)Qh( (a',a?)).
a?e A?

We particularly note that v is a deterministic policy.
With
Qi (5,1 x 7) = Eari (loyxanter | (BuVis ™) (5,0)]
Qn(s, pu* x ) = Eanpiz (-15)xon (s) [max { (Bthﬂ) (s,a) — T (s, a),OH ,
we can further obtain that
VI (5) = Vil5) < B (1oyeinto) [ (BT "0) (5:0) = (BuVisr ) (s,0) + T (5, 0)]
= Bapiz (1s)xon(s) [(B fobﬂxyg) a) — (Bthﬂ) (Saa)}

+ Eanps (-1s)xom (s [(BthH) (]B%thH) (s,a) + I‘fl(&a)}

< Eapytono [ (BT (5.0) — (Babins) (5.0) + 20 s, )]

= Eampiz (-1s)x7n(s) K VhNHXD’ ) (s,a) — (th/h“) (s,a) + QFZ(&Q)]

where inequality (i) holds with probability at least 1 — § according to Lemma D.2. If applying the above argument iteratively,
we can further obtain that

ST (VPO s) - )gQZZd" <09 ()T, (5, 4" X ),
SES =h seS
which indicates that

Vl,u.*xﬁ,g(g) _ ‘71(5) S 2 Z Zdlz*xﬁ,g(s)rh(s’u* X 17)

he[H] s€S

Step 3: completing the proof with concentrability. Let us consider (s,at,h) € 8 x A! x [H] such that
" <79 (s, (at, 7(s))) > 0. We can then obtain that for all I € L, (s, (a*, 74 (s))),

i p1,G1 s (al. o (s
Nh,l(s, (al,f/h(s))) (Z) th ( 7( ) h( ))) —5\/Kdzl’gl(5,(al,Vh(S)))log (f(]‘IL)

8 1)
i 1,91 > iii
@) Kdf % (s, (a!, 7a(s)) @9
= 16 =
where inequality (i) is from Lemma C.1; and inequalities (ii) and (iii) are from the condition that
_clog(B1)  clog (54)
= dr;nn = dﬁ“gz(s,(al,ﬂh(s)))

Thus, it holds that

Lu(s, (a" 7n(s))) = D L{Nna(s, (' 7n(s))) = 1} = Ly (s, (a, 7 (s)))-

le[L]
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As a result, it holds that

Th(s, (a,on(s))) < ¢ ) H?log(SAH/9) e \/ H2log(SAH/9)

etuteiatmneon (Enls (@, 70())) Nualo (@l m(s) ¥ Enls (@)

> H2log(SAH/6) . \/ H2log(SAH/6)
Lu(s, (a', 7 (s))))” Kdy¥' (s,a) ~\ Ln(s,(a', 7n(s)))’

leLp(s,(a',p(s))) (

‘We can then obtain that

Yoo > s (@ m(9)Tals, (@' 7))

he[H] (s,al)eSx Al

TH2log(SAH
e Y A s | el OB SAH0)
he[H] (s,at)eSx Al L Kmln{d’g Y (s, (aljph(s))%ﬁ}

+CZ Z Al 79 (s, (a, o (s))) H?log(SAH/d)

T
H] (s,al)eSx Al Lg

Z Z A9 (s, (al, oy (s)))CIH? 1og(SAH /6) Z a7 M ((at, 7 (s)))

<c —
he[H] \ (s,al)eSx Al LLKmin{ WG (s, (al,ﬂh(s))%g} (s,al)eSx Al

H*log(SAH/6)
LT

T 2 4
< cH CySAH log(SAH/(S) Yo H 1og(SAH/6)
LK L}

Putting these results together, it can then be established that
VI () = PG 6) < v TI () — Ta(e) <2 Y S dy P (s)Dn(s, pt x )
he[H] s€S
T 2 4
<ol CySAH log(SAH/(S) Y H log(S’AH/(S)7
LK L}

which concludes the proof.

E. Robust RL

E.1. Problem Formulation

The following task—source relationship is considered for offline robust RL with perturbed data sources. It shares a similar
content as Assumption 2.1 while an additional mild constraint is added to have the transition probabilities of data source
MDPs bounded in a regime around that of the nominal MDP. This constraint simplifies later analysis while it is left for
future works to investigate its necessity.

Assumption E.1 (Task—source Relationship, Robust MDP). Data source MDPs {M; = {H, S, A,P;,r;} : | € [L]} are
generated from an unknown set of distributions g = {g, : h € [H]} such that for each (I, h) € [L] x [H], the reward and
transition {ry_;,Ps,; } are independently sampled from the distribution gy, (-) whose expectation is {ry, P§ } of the nominal
MDP M° = {H, S, A, P, r}. In addition, {r}, P} } ~ g (-) satisfies that P} (s|s, a) € [T} - Pr(s'|s,a), Ty, - Pr(s'|s, a)]
for constants T, < 1,7; > 1 ateach (s,a,h,s’) € S x A x [H] x S.

E.2. Algorithm Details of HetPEVI-Robust

The complete description of HetPEVI-Game can be found in Algorithm 3.
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Algorithm 3 HetPEVI-Robust

1: Input: Dataset D = {D; : | € [L]}

2: Obtain D] < subsampling(D;), VI € [L]

3: forV(s,a,h,s') € S x Ax [H] xS do

. Vi€ |[L],Np,(s,a) < number of visitations on (s, a, h) in D;

VIl € [L], Ni,(s, a,s") < number of visitations on (s, a, h, s") in D]
Ln(s,a) « {l € [L] : Npi(s,a) > 0}
Vi€ Li(s,a), (s, a) < rh(s,a),Phi(s'|s,a) < Npi(s,a,s")/Npi(s,a)
7r(s,a) « Zleéh(s,a) Phi(s,a)/(Ln(s,a) V1), Py(s|s,a) Zleéh(s,a) Py i(s'|s,a)/(Lin(s,a) V1)
9: end for
10: Initialize Viz41(s) < 0,¥s € S
11: forh=H,H—1,---,1do
12: fors € Sdo

. o . c - H2 log(SAH/3) e H2 log(SAH/5) log(SAH/3)
13: I'7(s,a) < min { B (5,a) \/Zleﬁh,(s,a) En(a)?Nna(ea) T~ oGV Inea) TV Ln(s.a) ’H}
14: Qn(s,a) < max {fh(&a) +supy>g {—)\log ([ﬁ"h exp (_Vh+1/)\):| (s,a)) - )\0} —T7(s, a),O}

15:  end for
16: forsec Sdo

® Nk

17: 7n(s) < arg max,c 4(s, a)
18: Vh(S) — Qh(s7frh(8))

19:  end for

20: end for

21: Output: policy 7 = {7 (s) : (s,h) € S x [H]}

E.3. Core Lemmas

First, we introduce the following notations:

C: {(s,a,h) (3l e [L] st dMi(s,a) > 0};
PR (s q) := min {P§(s'|s,a) : 5" s.t. P (s'|s,a) > 0} ;

i (s,a) == min {Pp,(s']s,a) : s s.t. Pyy(s']s, a) > 0}

PO = min {P,i(sqs, a): (s,a,h,s') st 3L € [L],d?™M (s,a) > 0,5 (s']s,a) > 0}
= min {P} (s|s,a) : (s,a,h,s") s.t. (s,a,h) € C,P;(s'|s,a) > 0};
P .~ min {pz(sqs,a) (s,a,h,8") st df M (s,a) > 0,5 (5|5, a) > 0}
a7 R (s) == {d;*vMa(s) t M7 € R};

d™m = min {dﬁ”M"(s,a) : (s,a,h,1) st le’Ml(s,a) > 0}.

A core lemma is then presented in the following.

Lemma E.2. Forall (s,a,h) € S x A x [H], and any function V : S — [0, H] independent of P}, with probability at
least 1 — 0, it holds that

7r(s,a) + inf (PZV) (s,a) — rp(s,a) — inf (P7V) (s,a)| <T9(s,a). 5)

B7 (-|s,a) €U (Py, (-] 5,a)) Py (-]s,a)eUs (P, (-|s,a))

Moreover, for all (s, a, h) € C, with probability at least 1 — 0, it holds that

1 Ppings,a) T} PRin(s,a)

Pmin > — .
ho(s,a) > T, o2 ~ T, 8e?log(KHLSA/J)

(6)
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Proof of Lemma E.2. We first prove the following fact that

cT?log(KHLSA/S) - log(2KHLSA/6)

V(s,a,h) € C,l € Ly(s,a): Npi(s,a) > — > — — )]
(8-, h) (#:) 50 2 = seprta) = log(l— Ppp(s,a)
In particular, with
clog(KHLSA/?)
K > . -
— d?m([@gnm)Q ’

it holds that

cde"’Ml(s,a) log(KHLSA/S) < clog(KHLSA/Y) S clog(KHLSA/Y) S TP log(KHLSA/S)

Kdy™M(s,a) > o = i = i = '
" dipin (Pin)?2 (Pyin)? (Pp"(s,))? (R (s,))

Lemma C.1 then indicates that with probability at least 1 — 84,

Kd?Mi(s, q) KHL KdvMi(s,a) _ T? log(KHLSA/S)
N, >—+h 7 KdfvM 1 > h P> -
ni(s,a) > 3 5 n(sa) Og( 5 ) = 16 16y (s, a))?

Furthermore, with < —log(1 — z) for all « € [0, 1] and a suitable ¢, it holds that

I log(KHLSA/G) < I log(KHLSA/G) - _ log(2KHLSA/S)
16(PpR(s,a))? 16" (s, a) = log(1 - Ppir(s,a))’

which completes the proof of Eqn. (7).

Then, with Lemma E.3, we can obtain that

I}A”h,l(s’|s, a) S Pr(s'|s, a)

P, (s’ >
ha(s]sa) 2 e? ~ 8e?log(KHLSA/)’
This result further indicates that
. 1 Py, (s1]s,a) Phl 51|5 a)
(s, a) = Pf(s1]s,a) > — s >
h ( ) }L( 1| ) T Z Lh(sva,) T Z eQLh S a)
lEE;L(b a) Ln(s,a
> Ti Z Pi;,lA(52|57a) _ Ti]pznin(;,a) > Ti Z - Ppi(s2]s,a)
lebriona) Ly (s,a) u e 1ebnio.a) 8€2Ly(s,a)log(KHLSA/S)
> E Z ]P)%(52|57a) > 2 Pmin,h(s’a)
T T lebrioa) 8e2Ly,(s,a)log(KHLSA/5) — Tu8e?log(KHLSA/S)’
h\S,

where P (515, a) = P (s, a) and Py (sa]s, a) = P" (s, a). Eqn. (6) is thus proved.

Then, we prove the first part in this lemma, i.e., Eqn (5). It can be first observed that

. 1 .
Py (s'|s,a) — ]P’h(sl|s7a)‘ = Z ﬁiPh,l(sﬂs,a) —Py(s']s, a)
leﬁh(s,a) h(S’a
. 1
< Py, (s'|s,a) — . Pr.(s'|s,a
< le; Tatea ni(s'ls, a) le; Tata ni(s']s, a)
h(S,a n(s,a
1 / !/
+ Z — P (s |s,a) = Pu(s]s, a)
£ Ly (s,a)
l€Lp(s,a)
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S\l 3 2log(S2AH/5) \/210g(SQAH/6)

= = . (8)
b o) (Lp(s,a))?Np (s, a) Ly (s,a)

where the last step holds with probability at least 1 — 26 /(S? AH) according to the Hoeffidng inequality. This inequality
thus holds with probability at least 1 — 26 for all (s,a, h,s’) € S x A x [H] x S. It is further indicated that for a function
V:S—10,H]
‘ [I@’;L exp (—%)} (s,a) — [Pﬁ exp (—%)} (s,a)’
[P5, exp (=5)] (s, )
(B ('], @) — P ('], )|

< max
s’ esupp(PS (+|s,a)) P (s'|s, a)

1 J 3 2log(S2AH/5) \/210g(52AH/6)

|
~
=8
2
w
S
N—

(Ln(s,a))2Np (s, a) Lin(s,a)

1€Ly(s,a)
S —
where the last inequality holds due to that with a suitable c,

TP log(KHLSA/S) S 8log(S2AH/S) 4

Np.(s,a) > — > o >1, vie Ly(s,a) = Lp(s,a) = Lp(s,a);
16(Py" (s, a))? (P (s, a))?
4 8log(S2AH/S)
[Ln(s,a)] = [La(s,a)| > o2 250),
(PR (s, a))?
From Lemma E.4, it can then be observed that
inf P7V) (s,a) — inf P7V) (s,a
Pg(.\s,a)ew(r@h(.|s,a))( V) (s.0) Pz(-\s,a)eu”(Pi(-\&a))( WV (s.0)

oy ()] ) )y (o ()] ) )

An(s,a) = arg max {)\log <[113>h exp (‘;)} (s,a)> - )\o}
Ai(s.a) = ar%noax{_mg ([ ¢ exp (_m <S,a>) - M},

with Lemma E.5, we can further obtain that

Denote

An(s,a) € {0, ﬂ Mn(s,a) € [0, U].

In the following, we consider several different cases.

Case (I): My(s,a) > 0 and A (s,a) > 0. In this case, it follows that
. \%4 , \%4
sup {—)\log ({Ph exp (—)] (s, a)) — /\(T} — sup {—)\log ([ i exp (—)} (s,a)) — )\UH
A>0 A A>0 A
A . v A ) 1%
<max< — Ap(s,a)log [ [Prexp | —= (s,a) | +An(s,a)log rexp | —=
An(s,a) An(s,a)
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(s, a) log ([  oxp <_M(Vsa)ﬂ (s,a)> + An(s, a) log ({I@’h oxp (—MVM)H (s,a)> }

< max Allog ({]ﬁ’h exp <—V>} (s, a)) —log <[IP’,01 exp (—Vﬂ (s,a))‘
Ae{An(s,a), 0 (5,a)} A A
[I@’h exp (—%)} (s,a) [IP’,CL exp (—%)] (s,a)
< _ max Allog | 1+ " 7
A {An(s.a) An(s,0)) [P, exp (—%)] (s,a)
’ {]P’h exp (——)] (s,a) [IF’,Cl exp (—%)] (s, a)‘
< ~ max 2\ - " v
Ae{An(s,0) An (s.0)} [P, exp (—%)] (s,0)
< 2H 1 21og(S2AH/6) N 21og(S2AH/6)
~ o Ppin(s,a) e f (ﬁh(s,a))QNh)l(s, a) ﬁh(s, a)
€L (s,a)
< 2H T,.e? 21og(S2AH/6) 21og(S2AH/6)
T o I@’g‘in(s, a) 1€Ln(s,a) (i/h(s,a))QNh)l(s, a) ﬁh(s, a)

Case (I): A (s,a) > 0 and M\, (s,a) = 0; Ay(s,a) = 0 and A, (s,a) > 0. We consider the sub-case that A, (s, a) > 0 and
An(s,a) = 0 while the other sub-case can be proved similarly. In particular, with Lemma E.5 and Lemma E.6, we can
obtain that

oo (1)) ()] ) )

= essinf V(s')=inf essinf V(s)

s’N]IS’;L(~\s,a) s’NfP’;L,l(ﬂs,a)
=inf essinf V(s)= essinf V(s)
s'~Pr(]s,a) s/ ~Pf (+]s,a)

_ A\
= sup {—/\log ( i exp (—) (s,a)) - )\0} .
A>0 L AJ
As a result, it holds that

oo (ron(4)] ) )y o [ien ()] ) )
sl o)) sl
it i () ) it

Mh(s,@bg@ ()
e o[

which can be bounded via the same steps in Case (I).

(s, a)) + S\h(s, a)o

. . 14
(s, a)) — An(s,a)log ( lIP’h exp < 5\h(s, a))

Case (II): Ap,(s,a) = Ay (s,a) = 0. With Lemma E.5 and Lemma E.6, it holds that

S [ R R G CANES B
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essinf V(s')— essinf V(s
s/ ~Pp(¢]s,a) S/N]P;L'L("Sva)

inf  essinf V(s')— essinf V(s)
Le[L] s/ ~Py 1 (-]5,a) s/~ (]s,a)

=|inf essinf V(s)— essinf V(s)
L€[L] s'~Pp 1 (+]s,a) s'~Ps (+|s,a)

=0.

Together with the fact that with probability at least 1 — 9,

log(1/(H S A9))

Pn(s, a) = ra(s,a) < Lu(s,a)

, Y(s,a,h) € S x A x [H].

Eqn. (5) is shown to be valid. O]

E.4. Main Proofs

Proof of Theorem 8.1. In the following, we establish Theorem 8.1. The proof framework is inspired by Shi & Chi (2022)
but is uniquely adapted to handle randomly perturbed data sources.

Step 1: establishing the pessimism property. With Lemma E.2, we first show that the following inequalities hold with
probability at least 1 — 4:

Qh(s,a) < QZ’R(S,Q), Vh(s,a) < Vhfr’R(s,a)7 V(s,a,h) € S x A x [H]. 9)
Towards this, it is first observed that
QH_H(S,G) = Qf{l’fl(s,a) =0, V(s,a) € S x A.

Then, suppose that Q1 (s, a) < Qh+1(8’ a) for all (s,a) € S x A at some step h € [H], we can observe that by the
update rule in HetPEVI-Game, it holds that

- A #R #R
0 < Viga(s) = max Qnia(s,0) < max Qf R (5,0) = ViF(5) < H,  Wses,

If Qh(s, a) = 0, the claim naturally holds. If not, we can obtain that

]P’hexp< Vh“)] (s, )) —/\a} —T7(s,a)

Qh(s, a) = 7,(s,a) + sup {—Mog (

A>0 )\
=fn(s,a) + inf (Pth+1) (s.4)
Bo (-|s,a)eU (B, (-]s,a))
<rn(s,a + ( o1 ) (s
h( ) (I?a)Eug(ﬂ”"(lea)) hVh+1 h )
+ |rp(s,a) + < ) ) — (s, a) — inf (]fbfff/ ) s.a
n(s,a)+ (|ba)€U”(IP’ (15:a)) n(s, a) br oyt aClosay T P (s,a)
(1) )
< Tals, (P7 Vi) G5,
h( ) PU(‘SQGUU(P((‘SQ)) h )
(i1) A
e b (P ) s,a) = #R S,a).
(5, a) P (-|s,a) €U (PE (-]s,a)) h+1 (s,a) h (s,a)

The above inequality (i) is from Lemma E.2 and leverages the fact that Vh+1 (+) is independent of P, and takes value in

[0, H]. Inequality (ii) is from the obtained fact that V}, 1 (s) < Vh’r+7f( ). The desired claim Eqn. (9) can be verified by
induction.

Step 2: bounding the performance difference. From Eqn. (9), we can observe that

0 < Vi R(s) = ViR (s) S VTR (s) = Vi(s) < QR (s, (5)) — Quls, ms(s)).
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With

n R (s, (5) = a(s, mi(s) + i) (s,a)

inf (
P9 (-|s,a) €U (P, (-|s,a)
Qu(s, i (s)) = max {Ms, mi(s) -+ inf (B Va1 (s,0) = T 5, mi(5)), o} ,

P7(-]s,a)€U (Pr(+]5,a)

we can further obtain that

VIR < Vi) SN+ e (BT G5 s)
‘n'h S €7Th

— (s, () — inf (B7Vhs1) (5,3 (5)) + T7 (s, i (5)
Be (-], (8))EUT (Pp (-] 5,77 (s))

i Py V ) s, (s
Po(-|s, wh(s))eu”(ﬂ]’ 8,75 (s)) h+1 h( ))

<>

—rp(s,m(s)) — inf Py

S, (s
s o i) (5,3 (5))

o
+ras, () + ; (PZV ) 5,7.(5))
(7

P9 (-|s, ﬂh(s))EZ/I" (P (-|s,m5 (s

— (s, (s)) — inf
By (-|s,my () €U (Br (-|s,m (5))

) ™ "
Pth+1R> (s,mh(s))

< inf (
Py (-lsm}; (s)) €U (B, (-] s} (5))

- inf PV, s, (8)) +2I'Y (s, 75 (s
oo o e o oy (R Vi) (5, 6)) 207 s, 1 (5))

(B VR (5,7 9) = (B Vhas) (5,77(9) + 205 (5,7 ()

where inequality (i) holds with probability at least 1 — § according to Lemma E.2 and inequality (ii) holds with the notation

P
P7 €U (P5 (-|s,a))

If applying the above argument iteratively, we can further obtain that

def (Vhﬂ* ’R( ) WL ) <2 Z def Fh’ s ﬂ-h( ))

seS =h seS

where diM (s) denotes the visitation probability induced by optimal policy 7* and P'"f = {Pinf : h € [H]}. Finally, it can
be obtained that

var*,R(é-) _ Vl(f) <2 Z Zdiﬁlf(s)rh(s,ﬂ'}t(s)%

he[H] s€S
and di™ (s) € dT " (s).

Step 3: completing the proof with concentrability. Let us consider (s, h) € S x [H] such that di"(s) > 0. We can then
obtain that for all [ € Ly (s, 7/ (s)),

) de“Ml * KHL\ G KdrM * (#i)
Np (s, mr(s)) > é »T(5) —5\/Kdzl’Ml(s,7r;§(s))log (5 ) > h 1(577%(8)) > 1.

where inequality (i) is from Lemma C.1; and inequalities (ii) and (iii) are from the condition that

clog(KHLSA/S) _ clog(KHL/Y)
dn () s )
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Thus, it holds that
Li(s,mi(s)) = > I{Nni(s, 75 (5)) > 1} = Ln(s,7;(s)).

le[L]

) c H2log(SAH/b)
Fr(s,mp(8) € ——— /
B <s>>Jle§s,a> (B 73 ()2 N (s, . (5)

N c \/ H2log(SAH/S) \/ log(SAH/S)
oPrin(s, 7 (s)) | La(s, 75 (s)) Li(s, 7 (s))

H?log(SAH/S)
<o]f"§?i“(s,7r;i(s))¢ 2 (Ln(s, mh(s)))2 K drMi(s, )i (s))

leLy(s,a)

c \/ H2log(SAH/0) | ¢ log(SAH/5)
U@?in(s,ﬂ*(s)) Lh(s’ﬂ-;(s)) Lh(S,ﬂ'}*L(S)) .

‘We can then obtain that

Z S (s)Tu(s i ()

H]seS

S B B p— J CJH? log(SAH /0)

he[H] s€S o PR (s, mh(s)) LEK min {dir"(s), 5}

dint (s ] .H H?log(SAH/Y)
P> ( P?“‘(sm;’;(s))) 3

H] seS

T
S LA KHLSA/% Ol log(SAH]0)

he[H] s€S o-Ppn(s,m(s)) \| LE K min {di,{‘f(s), %}

L Z def ( Hlog(KHLSA/5)> log(SAH/)

he[H] s€S PRin(s, mi(s)) L}

H? . Cllog(SAH/S) —
< i dlnf dlnf
= Z U‘Pmm\lz (S)LTKmln{almf )5} Z )

he[H)] * seS seS

L eH (1 n Hlog(KHLSA/cS)) log(SAH/6)
o- Pgnn L:rf

H? :
<o . C5Slog(SAH/J) e (14 Hlog(KHLSA/d) 1og(SAH/5)'
o - Py LYK o - Pyin Lh

Putting these results together, it can then be established that

Vlﬂ'*,'R(é.) 7V1ﬁ’R(§) § V17T*,R(€ < 2 Z Zdlnf Fh 5 ﬂ_h( ))
he[H] s€S
H? i
<o . C5Slog(SAH/?) ver (14 Hlog(KHLSA/cS) log(SAH/d)’
o - Ppin LYK o - Py Lh

which concludes the proof.
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E.5. Auxiliary Lemmas

Lemma E.3 (Lemma 8, Shi et al. (2022)). Suppose N ~ Binomial(n,p), where n > 1 and p € [0,1]. For any é € [0, 1],
we have

np

2 .
N> ’ e*np if np > log(1/6),
= Slog(1/9)

frp 2 8log(1/9); N < {262 log(1/8) ifnp < 2log(1/0)

hold with probability at least 1 — 0.

Lemma E.4 (Theorem 1, Hu & Hong (2013)). Suppose f(x) has a finite moment generating function in some neighborhood
around x = 0, then for any o > 0 and a nominal distribution P¢, we have

i Srentf00) = o {1 (B [ (Z22)]) 420}

Peue (Pe)

Lemma E.5 (Lemma 4, Zhou et al. (2021)). Let X ~ P be a bounded random variable with X € [0, M. Let o > 0 be any
uncertainty level and the corresponding optimal dual variable be

X
A* € argmax f(\,P), where f(\,P) := —Xlog (EXNP {exp <—)\>}> - Ao.
A>0
M
Af e {0, ] .
o

lim f(\ P) = essinf X.
A—0

Then the optimal value \* obeys

Moreover, when \* = 0, we have

Lemma E.6 (Zhou et al. (2021)). Let X ~ P be a discrete bounded random variable with X € [0, M]. Let P,
denote the empirical distribution constructed from n independent samples X1, Xo,--- , X,, and let X ~ P,,. Denote
Puin == min{Px_, : « € supp(X)}. Then for any § € (0, 1), with probability at least 1 — ¢, we have

min X; = essinf X = essinf X,
1€ [n]

as long as

 log(2/9)
o 1Og(1 _Pmin)'

F. Experimental Setups

The target MDP is set to have H = 20 steps, S = 2 states (labelled as {1, 2}), A = 20 actions (labelled as {1,2,--- ,20}).
The reward and transitions are specified as follows:
9 if =(1,1
vh e [H],ra(s,a) = 400 T =1
0.1 otherwise
0.9 if(s,a)=(1,1)
0.5 otherwise.
0.1 if(s,a)=1(1,1)
0.5 otherwise.

Vh € [H],Pr(1]s,a) = {

Vh € [H],Pr(1]s,a) = {

The rewards of the data source are independently sampled from Bernoulli distributions, i.e., rj, ; (s, a) ~ Bernoulli(ry (s, a)),
while the transitions are independently generated with standard Dirichlet distributions (Marchal & Arbel, 2017), i.e.,
Phi(-|s,a) ~ Dirichlet(Py(-|s,a)). The behavior policy is shared by all data sources, which at each (s,h) € S x [H],
selects action 1 with probability 0.2 and otherwise randomly chooses from other actions. The results plotted in Fig. 2 are
averaged from 100 independently repeated experiments.
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