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ABSTRACT

The development and measurable improvements in performance

of large language models on natural language tasks [12] opens up

the opportunity to utilize large language models in an educational

setting to replicate human tutoring, which is often costly and inac-

cessible. We are particularly interested in large language models

from the GPT series, created by OpenAI [7]. In a prior study we

found that the quality of explanations generated with GPT-3.5 was

poor, where two di�erent approaches to generating explanations

resulted in a 43% and 10% success rate. In this replication study,

we were interested in whether the measurable improvements in

GPT-4 performance [6] led to a higher rate of success for gener-

ating valid explanations compared to GPT-3.5. A replication of

the original study was conducted by using GPT-4 to generate ex-

planations for the same problems given to GPT-3.5. Using GPT-4,

explanation correctness dramatically improved to a success rate of

94%. We were further interested in evaluating if GPT-4 explanations

were positively perceived compared to human-written explanations.

A preregistered, single-blinded study was implemented where 10

evaluators were asked to rate the quality of randomized GPT-4 and

teacher-created explanations. Even with 4% of problems contain-

ing some amount of incorrect content, GPT-4 explanations were

preferred over human explanations. The implications of our signi�-

cant results at Learning @ Scale are that digital platforms can start

A/B testing the e�ects of GPT-4 generated explanations on student

learning, implementing explanations at scale, and also prompt pro-

gramming to test di�erent education theories, e.g., social emotional

learning factors [5].
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1 INTRODUCTION

In the past few years, signi�cant advancements have been made in

the �eld of natural language processing, where AI systems are be-

coming increasinglymore capable of replicating human-like text [4].

Such abilities introduce the possibility of utilizing large language

models (LLMs) to aid in the development of intelligent tutoring

systems, particularly those that help students through text-based

explanations of concepts [9]. One-on-one human tutoring can be

expensive to expand to meet increasing student demands. There-

fore, utilizing automated systems to mimic such interactions can

greatly increase accessibility to academically struggling students.

In a previous study [11], we compared explanations generated

by GPT-3.5 with explanations written by math teachers for middle

school math problems. Results from the analysis found that GPT-

3.5 performed statistically worse than human-written explanations.

With the continuing development of GPT models, it is highly plau-

sible that newer iterations of the model perform better at the task

of generating mathematical explanations, even though they have

not been speci�cally �ne-tuned for the task [1]. In this work we

investigated, through a replication study, whether GPT-4 can out-

perform its predecessor model, GPT-3.5, in the task of generating

explanations for middle school math problems. Additionally, we

conducted a second, larger follow-up study to compare explana-

tions generated by GPT-4 and existing teacher explanations. The

ability for GPT-4 to generate high quality explanations opens up

the possibility of using LLMs to help expand tutoring systems to

include more content without sacri�cing teacher time, resources,

and at a much lower cost. If analysis results conclude that GPT-4

explanations are favorable and accurate, this will open up numer-

ous opportunities for large-scale utilization of GPT-4 in tutoring

systems.

To reiterate, this work addresses the following research ques-

tions:

(1) Replication Study: How e�ective are GPT-4 explanations

compared to GPT-3.5 explanations generated in prior work?

(2) Follow-up Study: How e�ective are GPT-4 generated expla-

nations compared to human-written explanations?

2 BACKGROUND

2.1 GPT-3.5 vs GPT-4

Notable improvements have been researched in GPT-4 compared to

GPT-3.5 for natural language tasks, such as completing the uniform
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bar exam. Compared to GPT-3.5, which scored in the 10th per-

centile, GPT-4 passed the test and scored in the 90th percentile [6].

The improvements to the GPT-4 model for solving math problems

are particularly signi�cant to the task of generating explanations.

When comparing model performance on the GSM-8K data set, a

common benchmark used to evaluate language models comprised

of 8.5 thousand grade school math problems [2], GPT-4 performed

signi�cantly better than GPT-3.5. Using 5-shot chain-of-thought

prompting, GPT-4 answered 92.0% correctly, compared to a 57.1%

accuracy rate when a 5-shot approach was used with GPT-3.5 [6].

The notable increase in accuracy that GPT-4 has over GPT-3.5 pro-

vides solid reasoning that the model will show improvement in

generating math explanations for middle school math problems.

Compared to a single prompt given to GPT-3.5, prompting GPT-4

requires an additional system prompt, which describes what GPT-

4 is responding as, and an additional prompt written as a user

interacting with the system [8], which GPT-4 responds to.

2.2 ASSISTments

ASSISTments is an online learning platform focusing on K-12mathe-

matics [3]. Within the platform, teachers assign problem sets, which

their students complete. As students complete problems, they can

request an explanation (shown in Figure 1), which reveal the cor-

rect answer and explain how to solve the mathematics problem.

Currently, all explanations are written by expert teachers, which

guarantees a high level of correctness but is also time-consuming

and resource-heavy. Manual creation of explanations also limits the

scalability of ASSISTments to more curricula. As such, this work

aims to investigate whether the quality of GPT-4 explanations can

supplement the process of teachers generating new explanations.

Figure 1: Example of a problem explanation in ASSISTments

from the student perspective.

2.3 Prior Study

In a previous study [11] the text-davinci-003 model (OpenAI’s GPT-

3.5 [7]) was used in two di�erent approaches to generate expla-

nations for mathematics problems. In the few-shot learning ap-

proach, GPT-3.5 was trained on examples of math problems, their

answer, and an existing explanation. The model then generated

an explanation for a new problem with the answer provided. The

summarization approach utilized the tutoring dialogue from chats

between a student and tutor on the UPchieve online tutoring plat-

form, which was integrated into ASSISTments [10]. Tutoring chat

logs were given to GPT-3.5, and the model was asked through spe-

ci�c prompts to condense the advice from the tutor about solving

the problem into a short and concise paragraph.

Results from the analysis concluded that both methods utilized to

generate explanations from GPT-3.5 performed statistically worse

than human-written explanations already in ASSISTments [11].

As such, the study that integrates GPT-4 explanations alongside

GPT-3.5 and human-written explanations is a replication study that

aims to answer whether there is measurable improvement between

GPT-3.5 and GPT-4.

3 METHODOLOGY

3.1 Replication Study

3.1.1 Explanation Generation. The dataset of problems that were

given to GPT-4 for problem generation included all problems from

the summarization and few-shot learning approach used by GPT-

3.5. Duplicate problems or problems that included images from

the ASSISTments database that would be inaccessible to the text-

based model were removed. After this, 33 problems remained to

be given to GPT-4 for explanation generation. Explanations were

generated using the system-level prompt below, which was found

by attempting to generate explanations to the �rst three mathemat-

ics problems in the data set, which all tested di�erent skills. The

wording of the prompt was altered until the explanations generated

by GPT-4 were of adequate quality for all three types of problems.

For this prompt, the Temperature was 0.31 and Maximum Length

was 256 tokens.

The user will provide a middle school math problem

that a student is currently struggling on. The student

requests for an explanation to how to �nd an answer

to the problem. Provide a step-by-step explanation as

a middle school math teacher that is easy enough for

a student to understand, and that they will learn from.

Problem explanations must be under 170 words and

very concise, and easy to follow. Respond in a direct

and factual tone in third person Value e�ciency in

�nding the answer using the least number of steps

rather than a single-stepmathematical operation. Find

a creative solution.

We gave all problems to GPT-4 in an HTML format to accurately

account for math symbols, such as exponents, used in problem

bodies.

3.1.2 Evaluation Method. After explanations were generated, they

were manually evaluated based on whether the response was struc-

tured as an explanation, and also if there were any math errors
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present. If any of the two were true, the problem was considered

an invalid explanation and not included in the evaluation survey.

There were 2 problems out of the 33 that were not added to the

survey. The other 31 valid explanations generated by GPT-4 were

appended to the survey from the original study that included the

valid GPT-3.5 generated explanations from few-shot and tutor chat

log summarization. The structure of the original survey was kept

the same. Our new survey included the 43 old explanations from

the original study, generated in July 2022, and 31 newly generated

valid explanations from GPT-4 process generated in June 2023, for

a total of 74 problems.

After the GPT-4 problem explanations were generated and an

evaluation survey was created, explanations were manually eval-

uated by three undergraduate students familiar with the content

present on the ASSISTments platform with a high level of mathe-

matics understanding. Verbal instructions were given the evaluators

to rate problems based on if they were correct, and if they would

help students in similar problems in the future. Explanations were

evaluated on a scale of 1-5 (1 = Very Bad, 5 = Very Good), and each

evaluator rated the problems independent of any in�uence from

the ratings of others.

All ratings were aggregated, and a mixed-e�ects model was �t

with random e�ects for the problem and rater, and �xed e�ects

for the source of the explanation. This model was identical to the

model used in prior work [11]. The �xed e�ects for the source of

the explanations were used to measure the di�erence in quality

of explanations, as these e�ects can be interpreted as the average

rating of an explanation generated by the corresponding source

after factoring out confounding from di�erent raters strictness and

the di�culty of explaining speci�c problems.

3.1.3 Limitations. Themethodology of the replication study allows

for an opportunistic comparison between GPT-4 and humanwritten

explanations, but the conclusions drawn would not be strong. Ex-

planations created by GPT-4 were not for the same set of problems

with explanations written by teachers, potentially introducing bias

if the problems with human-written explanations were inherently

easier to write explanations for or vice versa. The content utilized

was also limited to only problems that generated valid explanations

from the summarization of tutoring chat logs, limiting the data

available for the study. As such, the methodology of the follow-

up study removes constraints on problems that explanations are

generated for and ensures each problem has a GPT-4-created and

human-written explanation available, decreasing bias and increas-

ing statistical power.

3.2 Follow-Up Study

The analysis plan has been preregistered on OSF prior to data access,

and can be found at https://osf.io/x3qrh.

3.2.1 Explanation Generation. In the follow-up study, the set of

problems given to GPT-4 to generate explanations were randomly

sampled from the ASSISTments problem database. 100 problems

were randomly selected from all text-based problems that con-

tained a teacher-written text-based explanation. Additionally, only

the problems that came �rst in a multi-part problem were sampled

from so that each problem required no prior context to solve. Ex-

planations were generated using the following zero-shot process.

Problems were provided to GPT-4 in HTML format to account for

special symbols, the temperature was 0.5, and the responses had no

maximum token length. First, a system prompt was given to GPT-4:

You are a middle-school math teacher. A student is

completing an online math assignment. Provide the

student with a very concise explanation that teaches

them, step-by-step, how to solve for the answer to

the following problem. The explanation should be

easy for a middle-school student to understand and

learn from. If there are e�cient shortcuts or rules of

thumb that can be used to solve the problem, include

them in the explanation. Return only the explanation

formatted as HTML starting with <p>.

Then, the following user prompt was given to GPT-4:

Problem HTML:

[Problem HTML]

Acceptable Answer(s):

[First Acceptable Answer]

[Second Acceptable Answer]

...

[Last Acceptable Answer]

3.2.2 Evaluation. The existing explanations in the ASSISTments

database were combined with the 100 explanations created by GPT-

4 for the same problems, resulting in a total of 200 explanations.

We combined both sets of 100 explanations into a spreadsheet-

based survey that included a column for the problem, a column

for the explanation, and a column for raters’ ratings. Explanations

were evaluated using the same 1-5 scale in the replication study,

and raters were given the same verbal instructions for how to rate

explanation quality. The source of the explanation (GPT-4 or human)

was blinded and the order of the explanations was randomized for

each rater to reduce ordering e�ects. The 200 explanations were

each evaluated by ten raters with the same quali�cations as raters

from the replication study.

To compare the quality of GPT-4 generated explanations to

human-written explanations, the same model from the replica-

tion study was used, except random e�ects for the interactions

between raters and problems were also included to help remove

any additional confounding from the interactions. The �xed e�ects

of GPT-4 generated explanations and human-written explanations

were again measures of the average quality of each sources expla-

nations.

4 RESULTS

4.1 Replication Study

Out of the 33 problems given to GPT-4 in the replication study,

2 were manually evaluated to have math errors, equal to an ap-

proximately 94% success rate. Comparatively, the original study

that used GPT-3.5 to generate explanations had a success rate of

43% for the summarization approach and a 10% generation success

rate for the few-shot learning approach, which shows a dramatic

increase in the ability for GPT to accurately generate explanations.

Figure 2 shows the graph of the mean ratings and 95% con�dence

https://osf.io/x3qrh
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interval for explanations created by humans, both methods from

GPT-3.5, and GPT-4. Compared to the previous study with GPT-3.5,

the average ratings for the 3 categories that already existed were

almost identical, which gives us con�dence that this study is a valid

replication and results are comparable.

Figure 2: The mean and 95% con�dence interval of explana-

tion ratings for 4 sources of explanation generation.

The GPT-4 ratings scored much higher than two methods of

GPT-3.5 generation. Ratings were also approximately equal to ex-

isting ASSISTments ratings; however, such conclusion cannot be

drawn given the possibility for bias in the problems chosen from the

ASSISTments database, and the small sample size of 10 problems in

the evaluation. The follow-up study has a larger sample size and

problems are randomly sampled.

4.2 Follow-Up Study

The 100 problems sampled and given to GPT-4 to generate explana-

tions for were manually evaluated for correct explanation structure

and correctness. Of the 100, 4 of them contained errors in the word-

ing or utilized a problem approach di�erent to the one speci�ed

in the problem, which is a 96% success rate. While there are still

instances of explanations that were classi�ed as invalid, all 4 errors

still led to the correct answer and the error rate is much smaller

than the GPT-3.5 explanations, so we are con�dent the explana-

tions could be implemented into the ASSISTments system without

harming student learning. The distribution of ratings is shown in

Figure 3. The GPT-4 explanations were rated higher than the human

created explanations, with an average rating of 4.3. Comparatively,

human-created explanations were rated with an average of 3.7.

The lack of overlap in the 95% con�dence intervals indicates that

it is highly likely the GPT-4 explanations were preferred with higher

ratings. Such results are quite surprising, as we assumed the human-

created explanations that are currently used in ASSISTments would

be the most preferred. It is important to note that ratings signify the

perception of an explanation’s quality and whether the evaluator

preferred it, not the inherent quality of the explanation itself. After

the survey was completed and the purpose of the survey was re-

vealed, evaluators noted that they preferred explanations generated

by GPT-4 because it took on a clearer step-by-step approach to solve

the problem, and the explanations also explained the steps more

with relevant concepts compared to the ASSISTments explanations.

Figure 3: Distribution graph comparing ratings for GPT-4

and human created explanations.

5 CONCLUSION

This work concludes that GPT-4 explanations were preferred over

both GPT-3.5 and humans. The implications of such �ndings opens

the door for further research into GPT-4 as a viable alternative to

human-written explanations in tutoring systems.

There are many confounding variables present in the experiment

that could have a�ected outcomes. One such variable is length of

explanation. When evaluators were asked, many said that they also

considered the length of the problem as a sign of whether it was

high-quality: the longer the problem, the more detailed the steps

and the higher chance it would have to help a student learn. If an

explanation was shorter, some evaluators also marked the expla-

nation as better because the explanation given was more concise,

brief, and easy to understand. Evaluators also mentioned follow-

ing the evaluation period that not all explanations were rigorously

checked for potential math errors. This introduces a potential bias

that favors GPT-4 because the explanations generated from the

model are often convincing enough in argument and structure that

math errors are overlooked. While experienced raters preferred

GPT-4 generated explanations, there is no guarantee that the ex-

planations cause more learning. As a next step, we will conduct a

randomized controlled experiment where GPT-4 explanations are

integrated into ASSISTments. Students will be randomly assigned

to receive GPT-4-created or human-written support in order to

compare GPT-4 explanations’ true e�ect on student learning.
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